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Abstract:

Graphene’s combinaƟon of properƟes makes it a material with great potenƟal in a wide

range of applicaƟons. High thermal conducƟvity and good tribological properƟes mean

graphene has been proposed as an addiƟve for both lubricants and thermal fluids; being

used to form nanofluids with improved properƟes. However, the use of graphene in these

applicaƟons requires the significant challenge of dispersing graphene in applied fluids to be

overcome.

In this work graphene, and its funcƟonalised derivaƟves were dispersed in both polar

and non-polar fluids using a range of techniques, following which the properƟes of these

fluids were analysed. IniƟally, the dispersibility of reduced graphene oxide (rGO) in water

was invesƟgated and a novel method of using N-methyl-2-pyrrolidone (NMP) to act as a

dispersant for rGO in polar fluids was developed. Using this method dispersions of rGO in

water were produced at over six Ɵmes the concentraƟon possible by standard dispersion.

Working in more applied fluids efforts were made to improve the dispersibility of graph-

ene materials in applied polar fluids such as oils. Stable dispersions of graphene materials

in commercial oils were produced through funcƟonalisaƟon of graphene, with a range of
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reagents, to improve its compaƟbility with non-polar solvents. These funcƟonalised graph-

enes were then dispersed in commercial lubricants to form stable dispersions and the tribo-

logical properƟes of these dispersions were tested showing that it was possible for funcƟon-

alised graphenes to improve the performance of commercial lubricants.

To assess the impact of graphene on the thermal properƟes of applied fluids dispersions

of graphene materials were prepared in a commercial coolant. The thermal properƟes of

this nanofluid were then determined and it was shown that the addiƟon of graphene mate-

rials can improve the thermal properƟes of applied fluids.
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CčĆĕęĊė 1

LĎęĊėĆęĚėĊ RĊěĎĊĜ
Carbon is the 6th element of the periodic table and the 4th most abundant element in

the solar system.1 Carbon containing compounds have applicaƟons in almost all branches

of chemistry, and its range of allotropes, different structural arrangements of pure carbon,

have also aƩractedmuch aƩenƟon. Someof these allotropes, such as diamond and graphite,

form naturally have been known and used for millennia while other forms have only rel-

aƟvely recently been discovered with those that have aƩracted the most aƩenƟon being

carbon nanomaterials due to their remarkable range of potenƟal properƟes.

Interest in the field began with the work of Kroto et al. in 1985 on buckminsterfullerene

(C60)2 which led to Kroto, Curl and Smalley being awarded the 1996 Nobel Prize in Chem-

istry. Following on closely were reports of bothmulƟ-wall carbon nanotubes (MWNTs)3 and

single-wall carbon nanotubes (SWNTs)4 in 1991 and 1993 respecƟvely which were shown

to have excepƟonal mechanical strengths,5,6 as well as good thermal7,8 and electrical con-

ducƟviƟes.9 The newest chapter in the carbon nanomaterial story came in 2004 with the

publicaƟon of the seminal paper by Novoselov et al. on the isolaƟon of graphene and mea-

surement of its electrical properƟes10 which led to Geim and Novoselov being awarded the

2010 Nobel Prize in physics; the second Nobel Prize to be awarded for work on carbon nano-

materials.

Such has been the excitement surrounding this new form of carbon that academic and

industrial research into graphene has grown at unprecedented levels, with over 12 000 publi-

caƟons reporƟng the use of graphene released in 2015. This unprecedented level of interest

is a result of the remarkable combinaƟon of properƟes that graphene displays meaning it

has huge potenƟal to be a disrupƟve technology in a wide range of fields.11
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1.1. Structure of Graphene

Ever since the structure for graphite was determined the existence of individualised

sheets of graphite, graphene, has been suggested and studied by theorists.12 Graphene is

defined as a single, two dimensional (2D), sheet of sp2 hybridised carbon atoms; which

create a planar sheet of hexagonally posiƟoned atoms with parƟally filled, delocalised, π

orbitals above and below the sheets. Even though both theory and experiment appeared

to show that graphene, and other 2D materials, could not be isolated due to their thermal

instability13,14 Novoselov et al. proved that this was not the case and that it is in fact possi-

ble to isolate individualised sheets of graphene.10 It has been proposed that this apparent

contradicƟon is due to the fact that single sheets of graphene do not form as perfect 2D

crystals but actually contain microscopic roughness or corrugaƟons which are essenƟal to

their stability.14

The structures of graphite, graphene and other carbon nanomaterials are all inexorably

linked with graphene sheets being the building block for zero dimensional (0D) materials

such as buckminsterfullerene, one dimensional (1D) materials such as carbon nanotubes

(CNTs), and three dimensional (3D) materials like graphite (figure 1.1).15

In spite of its true definiƟon as a single layer of carbon, graphene is oŌen qualified with

adjecƟves such as mono-layer, bi-layer or few-layer since, while only single and bi-layer

graphene behave as zero-overlap semi metals,10,15,16 materials with up to 10 layers conƟnue

to show graphene-like properƟes. When the number of graphene layers exceeds ∼10 lay-

ers then the properƟes of the material begin to tend towards those of graphite, showing

semi-metallic behaviour, and so the name graphene should be avoided for materials over

this thickness.16

The stacking behaviour of sheets within few-layer graphene is similar to that seen in

graphite. Sheets in graphite have either Bernal (ABAB), or rhombohedral (ABCABC) stack-

ing arrangements17 with an inter-layer spacing of 3.35 Å,17,18 whereas those in mulƟ-layer
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Figure 1.1: 2D graphene sheets as building blocks for 0D buckminsterfullerene, 1D CNTs and
3D graphite. Reprinted by permission from Macmillan Publishers Ltd: Nature Materials 2007,
6, 183–191, copyright 2007.

graphene have been observed to exhibit a range of stacking behaviours with the most com-

mon being: ABA (Bernal, figure 1.2 A)19–22 stacking; however, ABC (rhombohedral, figure 1.2

B),,19–22 AA (hexagonal),23–25 and turbostraƟc (with no clear order)26–28 stacking paƩerns

have also been reported. Single-layer graphene can not be described using these stack-

ing paƩerns and is commonly believed to consist of individualised sheets with microscopic

roughness.14,29,30 This wrinkling leads to the inter-layer spacings found in graphene to be

larger than those found in graphite26 meaning the inter-sheet forces are weaker in graph-

ene than in graphite, facilitaƟng rotaƟon and exfoliaƟon of the layers. The roughness of

graphene sheets also inhibits their re-stacking meaning it is not possible to reform graphite

from graphene.

In spite of its clear definiƟon in terms of electrical properƟes graphene is a term that

is used in the scienƟfic literature to describe materials with a range of thicknesses and

chemistries which can lead to confusion and ambiguity. In order to combat this several sys-

tems of nomenclature have been proposed for graphene and its relatedmaterials. However,

these are not yet widely adopted and so researchers must oŌen draw their own conclusions

on the exact nature of materials claimed to be “graphene” by publicaƟons.31,32
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Figure 1.2: Tri-layer graphene in A) ABA stacked configuraƟon and B) ABC stacked configura-
Ɵon. Reprinted with permission from Nano LeƩers, 2011, 11, 164–169. Copyright 2011 Ameri-
can Chemical Society.

1.2. Properties of Graphene

The excitement surrounding the study of graphene has largely been due to its remark-

able combinaƟon of properƟes. It has been vaunted as a “wonder material”33–35 and has

presented some of themost impressive physical properƟes evermeasuredwhich in turn has

led to the use of graphene being suggested in a huge range of applicaƟons.

Graphene has been described as “the strongest material ever measured”, with a Young’s

modulus of ∼1 TPa,36 as well as being resilient to bending and folding without impacƟng

on its other properƟes.37–39 It is however, the electrical properƟes of graphene that have

aƩracted the greatest excitement. Its electron mobiliƟes have been measured at over

200 000 cm2 V−1 s−1 with electron densiƟes of ∼2 × 1011 cm−2,40 making graphene an ex-

cellent electrical conductor. This is due to the fact that electrons in graphene sheets are

conducted via ballisƟc transport, where the electrons behave as massless fermions as de-

scribed by the Dirac equaƟon, rather than by the Schrödinger equaƟon that normally ap-

plies.41 This allows electrons to travel through the material at extremely high speeds over

distances of the order of μm without being scaƩered.10,42 Graphene has also been shown

to exhibit some unexpected quantum mechanical properƟes such as the quantum Hall ef-

fect;43,44 which, even more unusually, has been observed at room temperature.45
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On top of these remarkable electrical properƟes, graphene’s room temperature thermal

conducƟvity has been measured to be in the region of 5 × 103 Wm−1 K−1,46 which is double

that of diamond and over 10 Ɵmes that of copper. Single-layer graphene has also been

shown to absorb 2%of the light passing through it;47 a value that is remarkable for amaterial

only one atom thick. Finally, graphene has demonstrated a complete impermeability to gas

molecules, even at monolayer thickness.48 A selecƟon of the properƟes of graphene are

presented in table 1.1.

Whilst each of these properƟes is impressive when taken in isolaƟon it is the fact that

they are all found within one material that makes graphene truly remarkable and has led to

the unprecedented excitement that has surrounded its discovery.

Although the properƟes of graphene reported mean it shows great promise in many ap-

plicaƟons, care must be taken when examining the methods and materials used for tesƟng

as it is oŌen the case that the most remarkable measurements are taken from prisƟne, iso-

lated and very small sheets of graphene10,45,46 and such impressive properƟes may not be

achievable for other forms of graphene that can be synthesised using more scalable and

pracƟcal routes.

1.3. Synthesis of Graphene

Graphene’s properƟes, as described above, undoubtedly make it a great candidate for

use in many applicaƟons. In spite of this, its uptake has so far been limited by a number

of challenges. A major contributor to this has been the difficulty in making graphene in a

scalable manner that also produces high quality material with good repeatability. Unlike

other carbon nanomaterials, there are two approaches that can be taken when trying to

synthesise graphene. These are commonly described as the “top down” and “boƩom up”

approaches and each has its own benefits and limitaƟons.35,49 The strengths and weakness

of graphene synthesised by a range of methods are shown in figure 1.3. A wide range of
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Table 1.1: A selecƟon of the properƟes of graphene that have been reported. Data taken from publicaƟons referenced in table.

Value for Graphene Other Commonly Used Materials
Charge Carrier Mobility 200 000 cm2 V−1 s−1 40 SemiconducƟng CNTs (100 000 cmV−1 s−1),53 Silicon (1400 cmV−1 s−1)54
Thermal ConducƟvity 5 × 103 Wm−1 K−1 46 Diamond (2.1 × 103 Wm−1 K−1),55 Silver (176Wm−1 K−1),56 Copper (157Wm−1 K−1)56
Transparency 98% at only one atom thick47 Diamond (>99% at macroscopic thickness)
Surface Area 2630m2 g−1 57 Carbon Black (<900m2 g−1),57 CNTs (100-1000m2 g−1)57
Young’s Modulus 1 TPa36 MWNTs (250-970GPa),6 Steel (210GPa)58
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Figure 1.3: A schemaƟc of some of themost common graphene producƟonmethods evaluated
in terms of graphene quality (G), cost (C; a low value corresponds to high cost of producƟon),
scalability (S), purity (P) and yield (Y) of the overall producƟon process. Reprinted by permission
from Macmillan Publishers Ltd: Nature Materials, 2015, 14, 271–279, copyright 2015.

methods uƟlising each of these approaches have been developed and the most widely used

will be discussed further below. These andmany other techniques for synthesising graphene

have been widely reviewed elsewhere in the literature.35,50–52

1.3.1. "Bottom Up" Synthesis

“BoƩom up” syntheƟc routes to graphene involve its producƟon from carbon containing

compounds that are smaller than the final product. These tend to be small carbon contain-

ing molecules, which are either directly used as a feedstock or are produced in situ by the
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thermal decomposiƟon of a precursor. “BoƩom up” syntheses are usually performed un-

der extreme condiƟons (high temperatures) and on small scales, but have the advantage

of being able to produce extremely high quality, prisƟne, sheets of graphene. The most

commonly used methods for the “boƩom up” synthesis of graphene will be outlined below.

1.3.1.1. Chemical Vapour Deposition

Chemical vapour deposiƟon (CVD) is generally considered themost popular “boƩom up”

route for synthesising graphene.52 First reported as a method to synthesise few layer graph-

ene in 2006,59 CVD is a heterogeneous catalyƟc process in which carbon containing gasses

are pyrolysed at extremely high temperatures in the presence of a solid catalyst, usually a

transiƟon metal, causing a graphene film to grow on the surface of the catalyst.35 CVD can

also be used as a method to synthesis CNTs,60,61 and diamond62 with the choice of catalyst,

feedstock, and condiƟons being vital in controlling the morphology of the carbon material

produced.

AŌer synthesis by CVD, the graphene formed needs to be removed from the catalyst it

was grown on. This is most commonly achieved through its transfer onto a support such as

poly(methyl methacrylate) (PMMA) which is not a trivial process which and can be highly

Ɵme consuming; oŌen resulƟng in damage to the graphene.63,64 This is one of the main

factors limiƟng the scalability of CVD as a method of synthesising graphene.65

In spite of this, some of the best quality graphene produced has been made using CVD

techniques.51 This makes CVD graphene an ideal candidate for use in applicaƟons that re-

quire small quanƟƟes of films of highly electrically conducƟng graphene such as for use in

device electrodes and as a replacement for indiumƟn oxide (ITO). The synthesis of graphene

by CVD has been thoroughly reviewed elsewhere.66
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1.3.1.2. Growth from Silicon Carbide

Another possiblemethod for the synthesis of graphene is through its epitaxial growth on

silicon carbide (SiC). It was first demonstrated in 1965 that it was possible to form graphiƟc

carbon through the heaƟng of SiC to >2000 ◦C.67 The reacƟon proceeds through the prefer-

enƟal sublimaƟon of silicon from the surface of the SiC to leave a filmof carbon behindwhich

is then graphiƟsed by the high temperature (figure 1.4).68 The first reports of this method

to produce graphene were published in 2004,69 the same year as Novoselov et al. reported

the isolaƟon of graphene through micromechanical cleavage, although it is possible that

graphene was produced from SiC prior to this but not characterised as such.

Figure 1.4: A schemaƟc showing the process by which graphene is produced from SiC, via
the preferenƟal sublimaƟon of silicon. Reproduced from Physical Chemistry Chemical Physics,
2014, 16, 3501–3511, with permission of the PCCP Owner SocieƟes.

Generally the synthesis of graphene from SiC requires very high temperatures (>1000 ◦C)

at ultra-high vacuum pressures or in inert gasses.68 This makes the producƟon of graphene

from SiC very expensive on a large scale meaning it is not a popular route of synthesising

graphene industrially. The graphene produced, however, is of high quality and so has the

potenƟal to be used in electronic applicaƟons where small volumes of high quality materials

are required. The synthesis of graphene from SiC has been recently reviewed in detail by

Norimatsu and Kusunoki.70

1.3.1.3. Other "Bottom Up" Synthetic Routes

Alongside the methods discussed above a range of other methods for the producƟon of

graphene have been proposed in the literature. The majority of these remaining methods

make use of building blocks containing polyaromaƟc hydrocarbons (PAHs), small aromaƟc
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hydrocarbons containing at least two fused benzene rings, which can be chemically bound

together to produce larger aromaƟcmolecules. This process is then repeated to form graph-

ene.

Graphenes produced using these methods generally fall into two categories: graphene

molecules and graphene nanoribbons.71 Graphene molecules is a name used to describe

sheets of graphene with sizes of 1-3 nm. A wide range of graphene molecules can be pro-

duced and a selecƟon of these are shown in figure 1.5. Themost common route used to syn-

thesise these molecules begins with dendriƟc polyphenyleness (DPPs) due to their plenƟful

and conveniently arranged benzene rings.72 These DPPs can then be converted to graphene

molecules by cyclodehydrogenaƟon, usually using Lewis acids such as FeCl3, and AlCl3.71,73

Careful control of the DPPs used allows the shape and size of the graphene molecules pro-

duced to be controlled as well as the exact shape and conformaƟon of their edges.71

Figure 1.5: The chemical structures of some commonly produced graphene molecules.71

Graphene molecules have been shown to have similar properƟes to larger graphene

sheets with poor solubility in most solvents meaning that funcƟonalisaƟon is oŌen required

in order to disperse them.71,73 The logical next step from synthesising graphene molecules

was to aƩempt to produce larger graphene nanoribbons with controlled edge chemistries
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and sizes from 1D starƟngmaterials.71 The challenge in producing thesematerials is the syn-

thesis of appropriate precursor DPPs which must have the same shape as the desired graph-

ene nanoribbons.74 These DPPs can then be cyclodehydrogenated, as has been described

above. However, it is also possible to produce graphene nanoribbons by other methods

including Suzuki polymerisaƟon, both convenƟonally75 and using microwave assistance.71

One of the advantages of these chemical methods of graphene synthesis is that they

produce graphene with well controlled sizes and structures as well as allowing for extremely

small sheets to be produced which is not easily achievable using other syntheƟc methods.

This also represents one of the greatest limitaƟons of the molecular synthesis of graphene,

in that it is only possible to produce small graphene sheets, which may not be suitable in all

applicaƟons.

1.3.2. "Top Down" Synthesis

“Top Down” routes to synthesising graphene involve using a starƟng material which is

larger than the final product - generally graphite. The layered structure of graphite allows

it to be broken apart into individualised graphene sheets: a process known as exfoliaƟon.

However, the strong inter-layer forces present between adjacent sheets mean this is not

trivial and requires a significant input of energy in order to separate sheets from the bulk

graphite. As a result of this a number of techniques have been developed to either impart

this energy or to reduce the energy required for exfoliaƟon to occur. The “top down” synthe-

sis of graphene is unusual when compared to the synthesis of other carbon nanomaterials,

which is exclusively done by “boƩom up” routes as both C60 and CNTs do not have a larger

parent material that can be separated to produce them.

1.3.2.1. Mechanical Exfoliation of Graphite

Also known as micromechanical cleavage; mechanical exfoliaƟon of graphite was the

methodoriginally used to isolate graphene in the seminalwork byNovoselov et al. 10 StarƟng
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from either natural flake graphite or highly oriented pyrolyƟc graphite (HOPG), mechanical

stresses are used to overcome the forces holding the layers together, producing single sheets

of graphene. Several approaches can be used to apply this mechanical force.

The simplest form of mechanical exfoliaƟon involves the use of adhesive tape to repeat-

edly cleave HOPG forming thinner and thinner sheets, unƟl ulƟmately single layer graph-

ene can be produced. This gives this process its more common name of the “scotch tape”

method. While Novoselov et al. 10 arewidely creditedwith being the first to use thismethod,

in 1999, Lu et al. also reported a similar method of cleavage of HOPG and although they did

not successfully produce graphene they theorised that it should be possible to do so bymore

rigorous exfoliaƟon.76 This procedure produces extremely high quality graphene with very

few defects but is highly labour intensive and generates very small quanƟƟes of graphene.

Flakes can be produced with sizes of the order of millimeters,33 limited by the size of the

single crystalline grains in the starƟng graphite.77

An alternaƟve approach that can be used to mechanically exfoliate graphite is the use of

ballmilling. Dry ballmilling usually requires chemically inert salts to be added to the graphite

to increase abrasion and allow exfoliaƟon to occur.78,79 However, in spite of ball milling’s

potenƟal scalability, it is not without its drawbacks. The energies required are so high that

sheets of graphene produced are small with large numbers of defects in the sp2 laƫce,

which can impact on its properƟes,80 and exfoliaƟon to single layer graphene is not usually

achieved.78,79 The mechanical exfoliaƟon of graphite has been reviewed elsewhere.77,80

1.3.2.2. Liquid Phase Exfoliation of Graphite

Mechanical exfoliaƟon is not the only method for the producƟon of graphene by delam-

inaƟon of graphite. It has also been shown it is possible to obtain graphene by exfoliaƟon in

the liquid phase.81,82 This process was first reported in 2008 when Hernandez et al. showed

that it was possible to obtain monolayer graphene via the bath sonicaƟon of graphite in

NMP.81 The following year it was reported that the exfoliaƟon of graphite to form graphene
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could also be performed using water as a solvent when combined with a carefully selected

surfactant.82 In this process the shear forces produced during sonicaƟon, combined with

cavitaƟon - the formaƟon and collapse of microbubbles between graphene sheets, leads to

exfoliaƟon of the graphiƟc sheets.83,84 A schemaƟc of the process of liquid phase exfoliaƟon

is shown in figure 1.6

Figure 1.6: A schemaƟc representaƟon of the liquid phase exfoliaƟon of graphite; either
through the use of solvents (top) or surfactants (boƩom). Reproduced from Chemical Society
Reviews, 2014, 43, 381–398, with permission of The Royal Society of Chemistry

The choice of solvent and surfactant are both extremely important when exfoliaƟng

graphite.85 Key factors that influence their ability to exfoliate graphite to graphene include

the surface tension of the solvent as well as its solubility parameters. The best solvents

for the producƟon of graphene are those which match the Hansen solubility parameters of

graphene with NMP able to produce the highest proporƟon of single layer graphene at 29%

of all sheets produced while cyclopentanone gave the highest concentraƟon of few layer
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graphene sheets.86 Surfactant based exfoliaƟon of graphite is usually performed in water,

using one of a range of surfactants including sodium dodecyl benzene sulfonate (SDBS),82

sodium cholate,87 and cetyltrimethylammonium bromide (CTAB).88 It is believed that sur-

factants improve the compaƟbility between the water and graphite allowing sonicaƟon to

act more effecƟvely on the layers within the graphite sheets.84 Certain surfactant molecules

are also believed to be able to intercalate between the graphite layers, aiding exfoliaƟon.89

Whilst sonicaƟon is the most common method, liquid phase exfoliaƟon can also be per-

formed using high shearmixing.90 Several reviews on the liquid phase exfoliaƟon of graphite

can be found in the literature.83–85,91 Even with the aid of carefully selected solvents and sur-

factants the exfoliaƟon of graphite in the liquid phase is not trivial and requires significant

amounts of energy from ultrasonicaƟon or high shear mixing which can result in damage to

the graphene sheets produced, impacƟng on their properƟes92 although it is claimed that

liquid phase exfoliaƟon is able to produce graphene that is relaƟvely defect free in spite of

the high energy processing used.85

1.3.2.3. Graphite Intercalation Compounds

It is possible to reduce the energy required to exfoliate graphite to graphene by increas-

ing the spacing between adjacent sheets within the graphite. This can be achieved by in-

troducing compounds into the space between the graphene sheets, pushing them further

apart; a process known as intercalaƟon. The compounds formed are commonly known as

graphite intercalaƟon compounds (GICs). There are a great number of reagents that can be

used to intercalate graphite (≫100); however, for the synthesis of graphene certain inter-

calants are favoured including: alkali metal ions such as Li+ and K+, bisulfates (HSO –
4 ), and

perchlorate (ClO –
4 ).17

The precise nature of the GIC produced is dependent on both the intercalant chosen

and the degree of intercalaƟon obtained. The most important characterisƟc of a GIC is its

stage index, n, where n denotes the number of graphite layers between the layers of inter-
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calant (figure 1.7).17,93 Certain intercalants are known to preferenƟally form different stages

of GICs and this can affect the graphene that it is possible to produce using them as a starƟng

material. GICs which have a low stage index and so have a greater proporƟon of intercalant

will exfoliate more easily. However, there is a greater chance of damage to the graphene

sheets during the exfoliaƟon. As the stage index increases, the relaƟve number of layers of

intercalant decreases and so the likelihood of producing mono-layer graphene is reduced.

However, the material produced is likely to have fewer defects. Therefore a balance must

be achieved when producing graphene using GICs.

Figure 1.7: An illustraƟon of the structure of GICs with different possible stage indices for a
potassium-graphite GIC for 1≤n≤4.

Once a GIC has been formed it can then be exfoliated via either solvent assisted soni-

caƟon or thermal expansion. In either of these processes gasses are produced as a result

of the intercalants between the layers which forces the adjacent sheets further apart, and

leads to exfoliaƟon. It has also been reported that certain solvents can cause specific GICs

to spontaneously exfoliate to form graphene due to the producƟon of gasses between the

layers.94

Research on GICs began many years before their use as a precursor for graphene was

known. Bisulfate GICs have been been used for many years in industry as a material known
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as “expandable graphite”. When thermally or microwave expanded95,96 this GIC expands

to over 2 Ɵmes its original volume forming “expanded graphite” which is widely used in

applicaƟon such as gaskets, seals, and thermal insulators, amongst others.97 This expansion

is not enough to completely exfoliate the sheets and they sƟll remain inter-connected. It

has since been shown that further processing of “expanded graphite”: either by grinding in

oleum,98 or sonicaƟon in NMP99 can produce graphene sheets. Using HOPG as a starƟng

material, instead of natural graphite, allowed graphene to be produced by simply grinding

the “expanded graphite” in solvents.100

Themain flaw in this approach is that, even aŌer intercalaƟon, exfoliaƟon is oŌen sƟll not

a trivial process meaning the material produced oŌen has many layers or is very small, due

to damage caused during exfoliaƟon.98,99,101,102 The reason for this is that the compounds

used to intercalate the graphite not only affect its inter-layer distance, but also the binding

energy of adjacent sheets. Charge transfer between sheets through intercalated molecules

can actually lead to stronger inter-sheet interacƟons than are found in graphite in spite of

the increased inter-layer spacing.93 Yoon et al. found that commonly used intercalants such

as lithium and potassium caused an increase in binding energywhereas intercalaƟng neutral

species, such as KCl or benzene decreased the interacƟon energy between sheets as well as

increasing the inter-layer spacing meaning exfoliaƟon should be easier (figure 1.8).93

1.3.2.4. The Graphene Oxide Route

One of the most widely used routes for the synthesis of graphene is via graphene oxide

(GO). This method may even have led to the first synthesis of graphene in 1859 by Brodie

although he did not have the tools to characterise what he had produced at the Ɵme.103

The process begins with natural flake graphite which is oxidised: increasing the inter layer

spacing and facilitaƟng exfoliaƟon. Individualised sheets can then have their oxygen func-

Ɵonality removed to form rGO, which has many of the same properƟes as prisƟne graphene

even though its structure sƟll contains some defects. GO is a complex and diverse mate-

rial which is the main focus of this thesis and so merits detailed discussion. The synthesis,
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Figure 1.8: A plot of exfoliaƟon energy versus inter-layer distance for GICs intercalated with a
range of intercalants. Reprinted with permission from Chemistry of Materials, 2015, 27, 2067–
2073. Copyright 2015 American Chemical Society.

properƟes, and structures of GO and rGO are covered in depth in secƟon 1.5.

1.3.2.5. Unzipping of Carbon Nanotubes

An alternaƟve possible method for the “top down” synthesis of graphene is to use CNTs

as a precursor material as opposed to graphite. These are cut lengthwise, using one of a

range of processes, to give graphene sheets (figure 1.9). One of the main advantages of

this method is that the dimensions of the graphene sheets produced are determined by the

dimensions of the starƟng CNTs. This means that the products of unzipping CNTs have con-

sistent dimensions and shapes and are generally referred to as graphene nanoribbons due

to their shape. Themethods used to produce graphene nanoribbons from CNTs include: the

use of highly oxidising condiƟons,104,105 plasma etching,106–108 excimer laser irradiaƟon,109

sonicaƟon,110 and cryo-milling;111 nanoribbons can be produced using either SWNTs104,107

or MWNTs105,106,108–111 as a starƟng material. Depending on the choice of reagents used the

nanoribbons produced can be either graphene like110 or more similar to GO.104,107
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Figure 1.9: A representaƟon of the unzipping of a CNT to form a graphene nanoribbon. Re-
printed by permission from Macmillan Publishers Ltd: Nature, 2009, 458, 872–876, copyright
2009

The restricƟons on the size and aspect raƟos of graphene produced via these methods

could be seen as a limitaƟon for the unzipping of CNTs. However, for some electronic appli-

caƟons graphene sheets with these aspect raƟos can be highly desirable as their confined

dimensions make them semiconducƟng; unlike graphene which is a semi-metal and CNTs

whose electronic properƟes depend on their exact chirality.106 Thismeans unzipping of CNTs

is a method that can be used to produce graphene with a band gap, without the need to in-

duce one which can be challenging to achieve.

1.4. Applications

As a result of graphene’s incredible range of properƟes, discussed in secƟon 1.2, it is

understandable that its use in a wide range of applicaƟons has been suggested. For each

of these potenƟal applicaƟons certain of graphene’s properƟes will be key, whilst others

will have less relevance. The fact that graphenes synthesised by different methods oŌen

have different properƟesmeans that end applicaƟonmust be taken into consideraƟonwhen

choosing themethod used to produce the graphene.35 The key properƟes for some of graph-

ene’s main applicaƟons are shown in table 1.2. This secƟon will cover some of the more

widely discussed applicaƟons in which aƩempts have been made to uƟlise graphene.

1.4.1. Electrical Applications

Much of the excitement surrounding the development of graphene is due to its poten-

Ɵal in electronic applicaƟons. A main driving force in the field of electronics is to reduce
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Table 1.2: The important properƟes of graphene for a range of applicaƟons. A Ɵck indicated that the property is important, a cross that is not essenƟal,
and a blank indicates the property may be important. Reproduced from Nanoscale, 2013, 5, 38–51, with permission of The Royal Society of Chemistry.

Electrical
ConducƟvity

Mechanical
Strength

ElasƟcity Surface
Area

Thermal
ConducƟvity

Chemical
Inertness

Gas
Impermeability

Transistors 3 7 7 7 7 3 7

Energy Storage Devices 3 7 7 3 7 3 7

Electrodes 3 7 3 7

ConducƟve Inks 3 7 3 7 7 3 7

Polymer Composites 3 3 3 3 3 3 3

Sensors 3 7 7 7 3

FuncƟonal Fluids 3 7 7 3 3 7
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the size of devices as well as improving performance.112 Graphene’s structure and electri-

cal conducƟvity make it an ideal candidate to replace convenƟonal semiconductors, such as

silicon, or metallic conductors which both perform poorly at extremely small sizes.112 How-

ever, prisƟne graphene has the handicap that it is naturally a zero-band-gap material and so

in order to uƟlise graphene as a semiconductor, chemical changes must be made in order

to create the “on” and “off” states required.113 This can be done either by using graphene

of strictly confined dimensions, such as nanoribbons,114,115 doping the graphene with het-

eroatoms such as nitrogen116,117 or hydrogen,113 or by straining the sheets.118 It has also

been observed that prisƟne bilayer graphene can exhibit a band gap which is believed to be

due to small asymmetries being present between the two sheets.119,120

The semiconducƟng properƟes of these graphene materials mean that they have poten-

Ɵal applicaƟons in transistors, principally in field effect transistors (FETs).121 It is believed

that current techniques used to produce FETs are reaching a size limit, and that in order to

conƟnue the drive for smaller transistors new approaches must be taken.121 Graphene is

believed to be a good candidate to replace the tradiƟonal silicon and metal oxides used in

FETs with the first example of a graphene FET demonstrated in 2007;122 with rapid progress

being made in the field and gigahertz graphene FETs being reported in 2008.123 Graphene

transistors have been reviewed elsewhere.121

An alternaƟve side of the electronic applicaƟons of graphene is its potenƟal to be used in

both organic photovoltaeic (OPV) and organic light-emiƫng device (OLED) applicaƟons, as a

range of components within each of these devices. Both OPVs and OLEDs contain transpar-

ent electrodes, usually composed of ITO; however, this it is far froman idealmaterial inmany

applicaƟons as it is costly, briƩle and of limited availability.124 Graphene’s transparency,

flexibility and electrical conducƟvity make it an obvious replacement for ITO in transpar-

ent electrodes and graphene electrodes have been demonstrated in both OPVs125–127 and

OLEDs.128,129 As well as acƟng as an electrode material graphene has also been shown to

have potenƟal as an electron acceptor,130 or a hole transport layer131 in OPVs.
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One great advantage of graphene’s use in photonic applicaƟons is that its flexibility

brings us closer to fully flexible devices.132 The use of graphene in OPV124,133 and OLED133

applicaƟons has been recently reviewed in detail elsewhere.

1.4.2. Energy Storage Applications

Graphene has been proposed as a material for use in a range of energy storage applica-

Ɵons, both as an acƟvematerial or as an inacƟve component.49 Super-capacitors are energy

storage devices that exhibit extremely fast charge and discharge rates over large numbers

of cycles, whilst sƟll maintaining high energy densiƟes134–136 and graphene has been shown

to have good potenƟal as an electrodematerial in electrochemical capacitors due to its elec-

trical conducƟvity, high surface area, flexibility and the the range of chemistries that it can

undergo.136

These same properƟes have also aided graphene in its use as both an anode137 and

cathode138 material in convenƟonal lithium ion baƩeries, an electrode material139,140 and

a sulfur immobiliser141 in lithium-sulfur baƩeries, and as an electrode material142,143 and a

catalyst144 in lithium-air baƩeries. Some of the potenƟal applicaƟons for graphene in energy

storage applicaƟons are shown in figure 1.10.145

Finally, it has been shown that, when correctly processed, graphene can act as a catalyst

for the oxygen reducƟon reacƟon that occurs within fuel cells,146 as a support for more

tradiƟonal catalyst materials,147,148 as well as having potenƟal as a membrane material.149

This topic has been reviewed in greater detail elsewhere in the literature.49,150,151

1.4.3. Mechanical Applications

The mechanical properƟes of graphene, menƟoned in secƟon 1.2, have led to sugges-

Ɵons for its use in many applicaƟons in order to enhance mechanical strength. Due to the

nature of graphene, and the difficulty of producing it, it is not suitable to use pure graphene
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Figure 1.10: A range of the potenƟal applicaƟons for graphene materials in energy storage
devices. Reprinted from Energy Storage Materials, 2, W. Lv et al., Graphene based materials
for electrochemical energy storage devices: OpportuniƟes and challenges, 107–138, Copyright
2016, with permission from Elsevier

Figure 1.11: The A) hardness and B) modulus of graphene nano-platelet (EGNP), epoxy com-
posites at a range of loadings of EGNPs, showing mechanical enhancement. Reprinted from
Chemical Physics LeƩers, 531, S. ChaƩerjee et al., Mechanical reinforcement and thermal con-
ducƟvity in expanded graphene nanoplatelets reinforced epoxy composites, 6–10, Copyright
2012, with permission from Elsevier.

in mechanical applicaƟons. Graphene can, however, be used to create composite materials

with mechanical properƟes that are greatly improved over those of the bulk material.11,152

The most commonly used graphene composites are polymer composites. In these a
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graphene filler material is added into a bulk polymer matrix. In order for graphene’s proper-

Ɵes to have a significant impact, it must be used at a concentraƟonwhere an interconnected

network of sheets can form within the matrix; a process known as percolaƟon. In theory,

for graphene, this should occur at∼0.1 vol. %153 however, in pracƟce percolaƟon thresholds

have been detected for polymer-graphene composites at between 0.1-0.3 vol. %.153–156

Themain challenge in obtainingmechanical enhancement in graphene composites is en-

suring the compaƟbility of the graphene with the surrounding matrix to get both good dis-

persion and improved mechanical properƟes.157,158 Obtaining sufficient compaƟbility oŌen

requires modificaƟon of the graphene’s surface since graphene does not inherently interact

well with polymers.157,159

Nanocomposites are generally produced by either in situ polymerisaƟon, melt process-

ing or solvent processing. Solvent processing involves producing a good dispersion of graph-

ene and polymer in a solvent, from which the composite can then be isolated.153,160,161 In

in situ polymerisaƟon the graphene is dispersed in a monomer which can then be poly-

merised. This fixes the graphene into the polymer matrix.162,163 Melt processing involves

blending the graphene with molten polymer to form the composite.164 However, melt pro-

cessed composites generally do not have as good properƟes as those prepared via solvent

processing.165 Composites have also been produced through covalent bonding of polymer

chains onto graphene sheets before blending, thereby compaƟbilising the graphenewith the

matrix.166 Graphene polymer composites have been reviewed in detail elsewhere.158,167,168

1.4.4. Thermal Applications

Graphene has been shown to have a thermal conducƟvity higher than any other mate-

rial,46 giving it potenƟal in a range of thermal applicaƟons. Principle among these is as an ad-

diƟve in thermal fluids. The use of high thermal conducƟvity addiƟves to increase the over-

all thermal conducƟvity of fluids was developed by Maxwell in 1873 and is well known.169

Therefore it was a logical progression to aƩempt to uƟlise graphene, with its high thermal
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conducƟvity, in thermal fluids. Wei et al. were the first to report the thermal conducƟvity

of GO dispersed in ethylene glycol (EG) and observed increases in thermal conducƟvity of

up to 60% due to the addiƟves.170

Other studies have shown similar results, with the greatest improvements in thermal

conducƟvity being observed in fluids with low iniƟal thermal conducƟvity.171 In order to im-

prove thermal fluids further, endeavours have been made to replace the GO in these disper-

sions with less defecƟve graphenes which have higher thermal conducƟviƟes.172,173 Various

groups have reported the use of rGO as an addiƟve in thermal fluids.174–176 This work has

however been hindered by the fact that rGO is inherently less soluble in most common sol-

vents than GO and so frequently the use of surfactants or covalent modificaƟon is required

in order to produce stable dispersions for thermal fluids.

An alternaƟve strategy that has been proposed is the in situ reducƟon of a GO disper-

sion in EG using NaOH to produce a stable dispersion of rGO with thermal conducƟvity in-

creases of 6.5% at 25 ◦C increasing to 36% at 50 ◦C (with a maximum thermal conducƟvity

of 0.34Wm−1 K−1), in spite of low concentraƟons of rGO (0.14 vol. %) being used.177

1.4.5. Other Applications

Alongside acƟng as a thermal addiƟve for funcƟonal fluids, as described above, graphene

can also be used tomodify their tribological properƟes. The first reports of this came in 2006

when Huang et al. reported the coefficient of fricƟon for a dispersion of ball-milled graphite

nano-sheets in paraffin oil and showed that the presence of graphite nano-sheets caused

a significant fall in the coefficient of fricƟon (figure 1.12).178 A natural conƟnuaƟon of this

work was to switch graphite nanosheets for graphene. Lin et al. showed that graphene,

dispersed by stearic and oleic acids, could improve both the wear and fricƟon behaviours of

liquid paraffin.179 Other groups have since shown that the addiƟon of graphene to lubricants

can reduce wear and fricƟon respecƟvely by: 14% and 17%,180 9% and 26%,181 and 33%

and 80%182 in base fluids ranging from water183 to organic solvents181 and oils.180,182
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Figure 1.12: Values of coefficient of fricƟon against Ɵme for a 0.01wt. % soluƟon of graphite
addiƟves in oil and pure oil against Ɵme. Reprinted from Wear, 261, H. D. Huang et al., An
invesƟgaƟon on tribological properƟes of graphite nanosheets as oil addiƟve, 140–144, Copy-
right 2006, with permission from Elsevier.

One of the key advantages of using nanoscale addiƟves to modify the tribological prop-

erƟes of fluids is that addiƟve parƟcles with smaller dimensions generally have a smaller im-

pact on the viscosity of the fluids. This is important as viscosity has the potenƟal to impact

on both the thermal and tribological properƟes of the fluid produced.184 Whilst nanoscale

addiƟves are believed to have a smaller impact on the viscosity of dispersions, this has not

always been the case for dispersions of graphene with some groups reporƟng increases,185

and decreases186,187 in viscosity as well as nano-addiƟves causing no change in viscosity.188

Another potenƟal use of graphene in polymer composites is to improve the gas barrier

properƟes of commodity polymers, principally for use in food packaging. The addiƟon of

graphene to poly(propylene) (PP) to form graphene - PP nanocomposites has been shown

to decrease the oxygen permeability of PP by over 10%189 and poly(vinyl alcohol) (PVA) - GO

nanocomposites were shown by Kim et al. to reduce oxygen solubility and permeaƟon to

20%of that of a pure PVA film.190 The use of graphene as a gas barrier within composites has

been recently reviewed in detail.191 Graphene has also been shown to have good promise

for environmental remediaƟon applicaƟons.192,193
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Finally, graphene’s unique properƟes allow it to be used as an electrochemical sensor for

substances including: hydrogen peroxide,194,195 glucose,196 and nucleic acids,197 amongst

other biomolecules,198 as well as a range of gasses,199,200 heavy metal ions,201–203 explo-

sives,204 and pharmaceuƟcal compounds.205–207 These applicaƟons have been reviewed in

detail.198–200

1.5. Graphene Oxide

One of the methods that has emerged as the most popular when synthesising graphene

materials is the oxidaƟon of graphite to graphite oxide, which can then be exfoliated to

GO. As well as being an important precursor in the producƟon of graphene, GO is also an

interesƟng material in its own right. Many of its properƟes are the same as the beneficial

ones of graphene, menƟoned in secƟon 1.2, but a few of its properƟes differ significantly,

making it an interesƟng candidate in several applicaƟons where graphene has limitaƟons.

1.5.1. Structure

As has been previouslymenƟonedGO is amodified formof graphene inwhich the sheets

are decorated by oxygen containing funcƟonal groups. However, while the oxygen content

of GO is known to give a material with a carbon to oxygen raƟo of ∼ 2.1-2.9:1,208 the exact

idenƟty and locaƟon of the funcƟonal groups present on the sheets is sƟll a subject of much

debate. Various different models for the structure of GO and graphite oxide have been pro-

posed, based on experimental data. A selecƟon of themost popular models for GO is shown

in figure 1.13.209

The earliest models generally assumed GO to be a crystalline material made up of re-

peated subunits, containing carbon and oxygen funcƟonaliƟes, in a discrete stoichiomet-

ric raƟo. The Hofmann model is based on a repeaƟng series of aromaƟc rings and ether

groups,210 while the Ruess model is similar but also incorporaƟng hydroxyl groups.211 The
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Figure 1.13: SchemaƟc representaƟons of some of the proposed structures for GO. Reprinted
(adapted) with permission from Chemistry of Materials, 2006, 18, 2740–2749. Copyright 2006
American Chemical Society.

Ruess model also incorporates a disrupƟon to the sp2 hybridised system of the graphene

sheets to account for some of the properƟes of GO.211 However, it has since been shown

that GO is neither crystalline nor stoichiometric; indicaƟng that the usefulness of thesemod-

els are limited.

More recent models have taken this into account. The most commonly accepted model

for the structure of GO is known as the Lerf-Klinowski model which was derived based on

solid state nuclear magneƟc resonance spectroscopy (SSNRM) studies of GO. Further stud-

ies involved exposing GO to a range of compounds and observing changes in the SSNRM

spectra resulƟng from this. This model proposes that GO contains a mix of terƟary alcohols

and 1,2-ethers as oxygen funcƟonaliƟes.212–214 This differs from previous models that pro-

posed 1,3-ethers210 but Lerf et al. believed 1,2-ethers would be more likely to form under

the condiƟons used to synthesise GO.214 The model was later revised from its iniƟal ver-

sion to include the presence of terminal COOH groups at the edge of sheets, corresponding

with results from other spectroscopic techniques such as fourier transform infrared spectro-
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scopy (FTIR). Based on the reacƟvity of GO observed during these studies it was concluded

that epoxy and alcohol groups must be very close to each other on the sheets, and that

C−−C environments are likely to exist as conjugated aromaƟc areas rather than isolated dou-

ble bonds.214 This concept of GO consisƟng of oxidised regions and other, more prisƟne

graphiƟc regions was a novel one and is one that has since been confirmed by experimen-

tal techniques such as scanning transmission electron microscopy (STEM). It was also noted

the strength of interacƟon betweenGO and the surroundingwatermoleculeswas extremely

high, which is an important factor to consider when working with and processing GO.212,213

Many subsequent models have been suggested, closely based on the Lerf-Klinowski

structure but making small adjustments in the relaƟve abundance of funcƟonal groups to

account for experimental data. In reality, while discussing and aƩempƟng to model the

structure of GO and graphite oxide is undoubtedly an interesƟng topic, it should be noted

that the exact structure of these materials depends on a large number of factors. These

variables include the syntheƟc method, starƟng graphite, and degree of oxidaƟon achieved

meaning that the terms graphite oxide and GO actually describe a family of materials with a

variety of structures and funcƟonal groups. The exact composiƟon and structure of GO sƟll

remains a subject of debate. The structural models available for GO have been reviewed in

greater detail elsewhere.215,216

1.5.1.1. Base Washing

An alternaƟve structural model for GO was proposed in 2011 when Rourke et al. invesƟ-

gated the behaviour of GO when treated by base:217 a procedure that has elsewhere been

reported to reduce GO to rGO.218,219 Basing their work on the oxidaƟon of both carbon fi-

bre220 and CNTs221–224 they suggested that GO is actually comprised of two components:

mildly oxidised graphene sheets that they term base washed graphene oxide (bwGO), dec-

orated with smaller, highly funcƟonalised material that they call oxidaƟve debris (OD) (fig-

ure 1.14).217 Dilute NaOH can be used to remove this OD, which is also removed by harsher

reducƟons,225 to leave bwGO which has properƟes between those of GO and rGO.217,225,226
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Figure 1.14: A schemaƟc representaƟon of the structural model for GO proposed by Rourke
et al. consisƟng of large, mildly oxidised graphene-like sheets and surface bound, highly ox-
idised debris (OD). Figure reproduced from Angewandte Chemie InternaƟonal EdiƟon, 2011,
50, 3173–3177. Copyright 2011 WILEY-VCH Verlag GmbH & Co. KGaA, Weinheim.

However, whilst this model does fit with the characterisaƟon data for GO is has not been

widely accepted and it sƟll not certain if base washing does remove OD or in fact is just a

mild reducƟon technique. Aside from this, arguably if we define GO by its properƟes, as is

frequently the case for carbon nanomaterials, then OD is an integral part of GO and so for

many applicaƟons that require the properƟes of GO then bwGOwould not be an appropriate

choice of material.

1.5.2. Properties

One of the key impacts of the change in structure between graphite and graphite oxide

is a marked difference in properƟes between these two materials. Natural flake graphite

is a lustrous, grey powder, which is extremely hard to wet while graphite oxide is a much

duller, brownmaterial that that tends to dry to form a conƟnuous film rather than a powder.

This difference in properƟes is due to the changes in structure that occur during synthesis of

GO: both due to disrupƟon of the extended sp2 network and the chemistry of the oxygen

funcƟonaliƟes.

Possibly the most obvious change in properƟes between graphite oxide and graphite is

their relaƟve hydrophobicity. While graphite is well known to be hydrophobic, the intro-

ducƟon of oxygen funcƟonaliƟes on the sheets of graphite oxide completely changes this.

Graphite oxide is very easy to disperse in water, and indeed has even been shown to be
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hygroscopic.103 Away from aqueous systems, oxidaƟon also has the effect of making GO

appreciably soluble in a range of solvents including: propan-2-ol, EG, tetrahydrofuran (THF),

dimethylformamide (DMF), and NMP.227 From an industrial perspecƟve this makes graphite

oxide and GO aƩracƟve materials as they are easier to process than many other forms of

graphene.

Unfortunately, improved processability is not the only change in properƟes that occurs

upon oxidaƟon of graphite as many of graphene’s properƟes come from its extended sp2

network (as described in secƟon 1.2). OxidaƟon to GO disrupts this network and so neg-

aƟvely impacts on both the electrical and mechanical properƟes of the material with the

properƟes of GO being inferior to those of prisƟne graphene.172,173,228

In spite of this, due to its relaƟve ease of synthesis and processing, GO is sƟll consid-

ered to be a useful material with strong potenƟal in many applicaƟons where it would not

be pracƟcal to uƟlise prisƟne graphene. A final advantage of the use of GO is that a wide

range of methods have been reported which can be used to convert GO to rGO, which has

more graphene like properƟes, meaning it is possible to take advantage of both the good dis-

persibility of GO and the graphene-like properƟes of rGO reducƟon is able to be performed

aŌer the soluƟon properƟes of GO have been used to produce a stable dispersion.

1.5.3. Synthesis

1.5.3.1. Oxidation

The first step in the producƟon of graphene via GO is to oxidise natural flake graphite;

forming graphite oxide. In order for this to be achieved, an extremely high oxidaƟon poten-

Ɵal is required. The first method proposed for this oxidaƟon, by Brodie in 1859, involved

the use of nitric acid and chlorate of potash (KClO3) which, although effecƟve, came with

a high risk of producing explosive by-products.103 Staudenmaier provided a more pracƟcal

version of Brodie’s method, by using sulfuric acid to increase the acidity and using mulƟple
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addiƟons of chlorate allowed a single reacƟon vessel to be used.229 However, this method

did not help with the inherent risks of working with chlorates

In 1958 Hummers and Offeman proposed an improved version of these methods avoid-

ing the use of chlorates. TheHummersmethod, as it has become commonly known, involves

the oxidaƟon of graphite using a mixture of sulfuric acid (H2SO4), potassium permanganate

(KMnO4), and sodium nitrate (NaNO3) - which generates nitric acid in situ.208 This method

is now the most widely used procedure for the oxidaƟon of graphite.35 Others groups have

aƩempted to improve on the Hummers method and so a number of so called “modified”

hummers methods have been reported in the literature.230–234 These generally involve ei-

ther changing the raƟo of reagents,231 the Ɵme over which oxidaƟon occurs or the tempera-

ture used. Some however, also uƟlise alternaƟve reagents to replace NaNO3 such as K2S2O8

and P2O5.230 None of these have been universally accepted and produce similar material

to that produced by the Hummers method.35,215 It has been noted that care must be taken

when performing the Hummers method as residual acetone can produce acetone peroxide

dimers and trimers which are explosive.232

One challenge that must be overcome when working with graphite oxide is the fact that

its synthesis results in the producƟon of a slurry of graphite oxide in water. Whilst it is oŌen

possible to uƟlise graphite oxide without the need to isolate it from this water, this is not

always the case and the addiƟonal water contained in this slurry can cause problems.

Drying of the as-produced graphite oxide slurry is possible, either through convenƟonal

evaporaƟve drying or through freeze drying. Whilst drying graphite oxide by heaƟng is the

simplest approach, it is not without its drawbacks. Firstly, as discussed in secƟon 1.6.1.3,

holding graphite oxide at elevated temperatures can result in changes in chemical composi-

Ɵon and even reducƟon of the oxygen funcƟonaliƟes on the material. For this reason tem-

peratures <80 ◦C should be used which can lead to long Ɵmes needed to achieve dryness. In

addiƟon to this, convenƟonal drying of graphite oxide and GO can lead to sheets becoming

turbostraƟcally stacked which can inhibit the materials ability to redisperse.11
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The alternaƟve to this is to uƟlise freeze drying to removewater from graphite oxide and

GO. Freeze drying is achieved by freezing the slurry of graphite oxide andwater andmaintain-

ing its pressure below the triple point of water as the temperature increases, allowing the

water to sublime away. As the graphite oxide is frozen when drying this means the confor-

maƟon of the graphene sheets is fixed during dying, prevenƟng the sheets from restacking.

In addiƟon to this, the low temperatures used in freeze drying avoids the problems with re-

ducƟon associated with convenƟonal evaporaƟve drying at elevated temperature. For this

reason it is preferred to either use wet GO in applicaƟons or to dry it through freeze drying.

When uƟlising either of these techniques it should be noted that due to the extremely

hygroscopic nature of graphite oxide and the fact that water molecules become trapped

between the graphene sheets, interacƟng through hydrogen bonding with the oxygen func-

ƟonaliƟes found on the sheets, drying graphite oxidemay take a long Ɵme, and it may not be

possible to achieve complete dryness with some intercalated water molecules impossible to

remove.

1.5.3.2. Exfoliation

Whilst the synthesis of graphite oxide has been known for many years interest in it has

peaked recently due to its potenƟal as a precursor for graphene. The key to the conversion of

graphite oxide to graphene is its exfoliaƟon to GO. As described in secƟon 1.3.2.1 exfoliaƟon

is the process by which adjacent graphene layers in a graphiƟc structure are split apart to

form a isolated graphene sheets. In GO this process is aided by the increase the inter-layer

spacing that occurs as a result of oxidaƟon.83 As the layers in graphite oxide are held together

by van der Waals forces, which scale with a factor of r-6,93 the oxidaƟon of graphite greatly

weakens the forces holding the sheets together.83

There are two mechanisms by which this change in inter-layer spacing occurs: firstly

the presence of the oxygen funcƟonaliƟes acts as a physical barrier to aggregaƟon, holding

the sheets apart, and secondly the polar nature of these groups allows water molecules to
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become intercalated between sheets. Using x-ray diffracƟon (XRD) the inter-layer spacing for

GO has been shown to be between 6.5 Å and 7.5 Å,18,235 depending on the level of hydraƟon

of the material,236,237 compared to 3.35 Å for graphite.17,18

While the exfoliaƟon of graphite to form graphene typically involves amix of high energy

techniques, specific solvents, or surfactants (as described in secƟons 1.3.2.1 and 1.3.2.2) ex-

foliaƟon of graphite oxide to formGO can be performed undermuchmilder condiƟons. GO’s

inherent hydrophilicity and the fact that it is hygroscopic103 means that water is the most

commonly used solvent for its exfoliaƟon.11 Aqueous dispersions of GO can be exfoliated by

several methods ranging from gentle shaking238,239 or sƟrring240 to freeze-thaw241 or soni-

caƟon,101,242,243 with the energy of the technique used able to give some control over the

size of the sheets of GO produced.243 For applicaƟons in which the use of water is not desir-

able, Paredes et al. showed that polar aproƟc solvents such as DMF, THF, and NMP as well

as ethylene glycol are able to exfoliate GO completely.244 In addiƟon; NMP and DMF have

also been shown to be able to cause spontaneous exfoliaƟon of GO without the need for

mechanical agitaƟon.245 Finally, it is possible to cause exfoliaƟon of GO in a range of other

solvents with the use of intense sonicaƟon.227 However, this is likely to induce defects and

reduce the size of the sheets of GO due to the energy required.241,243

1.6. Reduced Graphene Oxide

The final step in the producƟon of a graphene like material using the GO route is to re-

move the oxygen containing funcƟonal groups present on the sheets in a reducƟon reacƟon,

thus restoring the graphene like properƟes of the material.246

1.6.1. Synthesis

The reducƟon of GO is a subject that has been widely studied and a vast range of meth-

ods have been proposed.215,246,247 An overview of the most commonly used routes will be
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given below.

1.6.1.1. Chemical Reduction

While the oxidaƟon of graphite is a process that requires extremely high oxidaƟon poten-

Ɵals, harsh condiƟons and carefully selected reagents, the same is not true for its reducƟon.

A large number of reagents can be used for the chemical reducƟon of GO including both

convenƟonally used reducing agents and some much milder reagents. Hydrazine was one

of the first reducing agents used, and was known to reduce graphite oxide even before the

discovery of graphene.248 When it was realised that GO could be used as a precursor for

graphene Stankovich et al. showed that hydrazine could also be used as a reducing agent

for GO.101,249 The mechanism for this reacƟon is sƟll not well known, although several pos-

sible routes have been proposed (figure 1.15).101,250,251 There are however, severe hazards

associated with the use of hydrazine since it is both toxic and can potenƟally form explo-

sive compounds.252 Other strong reducing agents such as NaBH4 and LiAlH4 have also been

shown to be able to reduce GO246,253 but hydrazine has the advantage of not reacƟng with

water,215 making it ideal for the reducƟon of the most common state of GO, aqueous. In

pracƟce, the water sensiƟvity of most metal hydride reducing agents and the intercalated

water in GO means that many can not be used to synthesise rGO.246 However, it has been

shown that NaBH4 can be used to reduce GO under the correct condiƟons.253,254

A large number of other reagents have also been proposed as reducing agents for GO

with the aim being to find milder, greener compounds which are safer to work with on large

scales.247 Zhang et al. were some of the first to propose a “green” alternaƟve to hydrazine;

showing that ½-ascorbic acid could be used to produce rGO from GO.255 Since then it has

been shown that reducƟon can also be performed by: green tea,256–258 reducing sugars

(glucose, fructose, and sucrose),259 ½-arginine,260 NaOH or KOH,218,219 hydroiodic acid,261,262

hydroquinone,263 and hydroxylamine264 amongst many other compounds.246,247 Although

with the more basic of these reagents there is some ambiguity as to whether the process

occurring is truly reducƟon or if it is base washing as described in secƟon 1.5.1.1.
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Figure 1.15: The mechanism for the reducƟon of A) epoxide, B) hydroxyl, and C) carbonyl func-
ƟonaliƟes on GO by hydrazine proposed byWang et al.. Reproduced from RSC Advances, 2013,
3, 1194–1200, with permission of The Royal Society of Chemistry.

In spite of its downsides and the range of other chemical reducing agents available for

GO, hydrazine is sƟll the most consistently used reagent in the literature for the chemical

reducƟon of GO to rGO.101,215,246,249,265–270

1.6.1.2. Thermal Reduction

rGO can also be produced using a purely thermal reducƟon method. This was first re-

ported by Brodie who showed that heaƟng of graphite oxide causes thermal decomposi-

Ɵon; although he did not explicitly show that reducƟon was occurring.103 HeaƟng of GO

to high temperatures (>500 ◦C) causes changes in the carbon to oxygen raƟo to occur as

the oxygen funcƟonaliƟes on the sheets begin to decompose.18 HeaƟng to higher temper-

atures (>700 ◦C) causes further removal of oxygen, changing the carbon to oxygen raƟo sig-

nificantly.18 The force generated by the intercalated gasses escaping, combined with the

high temperatures burning off regions of defecƟve carbon mean that the sheets produced
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in thermal exfoliaƟon of GO are generally small and wrinkled with many defects.18,271

OŌen thermal reducƟon is performed on graphite oxide without a prior exfoliaƟon step

due to the fact that exfoliaƟon can occur spontaneously during the thermal reducƟon pro-

cedure. Sudden heaƟng of graphite oxide leads to rapid producƟon of gas, which forms

between the layers of the material. This is produced from two sources: firstly the vapori-

saƟon of intercalated water molecules, and secondly the thermal decomposiƟon of oxygen

containing funcƟonaliƟes on the graphiƟc sheets which form CO2 and CO.18,271 This produc-

Ɵon of gas causes pressures of up to 40MPa at 200 ◦C and up to 130MPa at 1000 ◦C to

build up between the graphiƟc sheets which forces them apart and causes exfoliaƟon since

it is predicted that only 2.5MPa would be enough to fully exfoliate graphite oxide.235 The

material produced is oŌen referred to as thermally expanded graphene oxide (TEGO).168

A range of condiƟons can be changed in order to affect the properƟes of the TEGO pro-

ducedwith both the atmosphere used and the temperature being significant. Temperatures

of >750 ◦C can produce graphene with carbon to oxygen raƟos of over 13, compared to less

than 7 at <500 ◦C.18 Parallel results have also been observed for the electrical conducƟvity

of the TEGO produced, with the best conducƟviƟes only being observed inmaterial that was

produced at temperatures >1000 ◦C (figure 1.16).272,273 Thermal reducƟon of GO can not be

done in air as the presence of oxygen gas will lead to increased combusƟon of the GO at el-

evated temperatures and so either vacuums274 or inert atmospheres272 are used. However,

it has been theorised that the oxygen atoms released from GO during thermal reducƟon are

enough to cause some combusƟon and reduce the quality of the TEGO produced.274 There-

fore, some groups have begun to use reducing atmospheres for the thermal reducƟon of

graphite oxide.273

Whilst thermal reducƟon is a promisingmethod for the synthesis of rGO there are several

issues thatmust be considered. Principle among these is the high temperatures required for

effecƟve reducƟon, meaning the process is high energy.246 A final concern that must also be

taken into consideraƟon is that the thermal reducƟon, parƟcularly of dry GO powders such
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Figure 1.16: The average conducƟvity of graphene films following reducƟon at different tem-
peratures showing increased electrical conducƟvity following reducƟon at higher temperature.
Reprinted with permission from Nano LeƩers, 2008, 8, 313–327. Copyright 2008 American
Chemical Society.

as freeze dried graphene oxide (FDGO), has the potenƟal to become an explosive, thermal

runaway reacƟon.275

1.6.1.3. Hydrothermal Reduction

Following on from the thermal reducƟon of GO in gasses it is logical that rGO can also be

produced by hydrothermalmethods. GO is sealed into a containerwith a solvent and heated

to high temperatures resulƟng in high pressures due to the sealed system. This method of

reducƟon has been demonstrated to be effecƟve in a range of solvents including water276

and DMF.277

Finally, although not strictly a hydrothermal reacƟon it has been shown that rGO can also

be produced by simply heaƟng GO solvents including: water,242 propylene carbonate,278

NMP,279,280 and a range of alcohols281 to close to their boiling points at ambient pressure.

A major advantage of hydrothermal methods of reducƟon is that the product can be a

stable dispersion of rGO sheets in a solvent; something that can be challenging to produce

by other methods and that is desirable in many applicaƟons.
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1.6.1.4. Other Reduction Techniques

Whilst the above list of reducƟon techniques covers many of those presented in the lit-

erature there are many that do not fit into the categories used above. It is also possible to

reduce GO through the use of irradiaƟon by microwaves282,283 and by photo-illuminaƟon by

visible light182,284,285 or infra-red (IR) radiaƟon,286 including through the use of a LightScribe

DVD burner,287,288 although in these instances there is sƟll debate as whether the mecha-

nism of reducƟon is due to the heaƟng effects of this radiaƟon and simple thermal reducƟon

as described in secƟon 1.6.1.2 or is caused specifically as an effect of the incident radiaƟon.

Finally, it has been reported that GO can be reduced by soaking in flammable solvents fol-

lowed by igniƟon which again, may be due to thermal effects.289 More detailed reviews

covering the reducƟon of GO can be found in the literature.215,246,247

1.6.2. Structure and Properties

As was discussed in secƟon 1.5.1 the structure of GO differs significantly from that of

prisƟne graphene leading to its disƟnct properƟes. When synthesising rGO the goal is al-

most always to produce a material with graphene like properƟes and as the structure and

properƟes of graphene are intrinsically linked, then it should be evident that rGOmust have

a structure closer to that of graphene than of GO. Unfortunately the impact of creaƟng oxy-

gen funcƟonaliƟes during the oxidaƟon of graphite is that the sp2 network of the graphiƟc

sheets is disrupted which makes it inevitable that the properƟes of rGO are not idenƟcal to

those of prisƟne graphene.

The majority of reducƟon techniques used to produce rGO are only able to remove the

oxygen funcƟonaliƟes and do not act to restore the sp2 matrix. This means that rGO has a

large number of defect sites sƟll present within each rGO sheet where oxygen funcƟonaliƟes

used to be present.246 In spite of this rGOhas been shown to be amaterial with some impres-

sive properƟes including high thermal conducƟvity and mechanical strength246 meaning it
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can sƟll be a promising candidate in many applicaƟons that require these properƟes. How-

ever, for applicaƟons that require graphene with good electrical properƟes an alternaƟve

route to synthesise this material is advisable.

The exact properƟes of the rGO produced depends on two factors. Firstly, the chemistry

of the GO used to produce it, and secondly the method of reducƟon used to synthesise it.

Harsher reducƟonmethods produce materials with more graphene-like properƟes whereas

those that are producedusingmilder reacƟons tend to be slightlymoreGO-like. For instance,

the electrical conducƟvity of TEGO is higher than that of rGO produced using hydrazine.

However, rGO produced using hydrazine is easier to disperse in solvents than TEGO. One

key change in properƟes that occurs as a result of the reducƟon of GO to rGO is the change

in colour from brown to black as a result of the restoraƟon of electron conjugaƟon which is

oŌen used as an indicator of the progress of the reducƟon reacƟon.

As a result of the differences in properƟes between GO and rGO it is oŌen the case that

properƟes can be used to monitor the reducƟon of GO. Electrical conducƟvity, for example,

shows a marked increase in rGO compared to GO and can therefore be used as an indirect

measure of the degree of reducƟon of a material. The two materials also have significantly

different dispersibiliƟes in many solvents, including water, and so a simple test of dispersibil-

ity can be a good indicator of the degree of reducƟon.

1.7. Modiϐication of Graphene

Whilst graphene has many interesƟng properƟes it is frequently necessary to perform

some form of modificaƟon in order to unlock its full potenƟal in applicaƟons. This generally

takes the form of the addiƟon of funcƟonal groups to the surface of the graphene sheets,

changing their chemistry and is generally done to improve the compaƟbility of the graph-

ene with a solvent or a matrix. ModificaƟon of graphene can take one of two forms: cova-

lent modificaƟon where the modifier is chemically bound to the surface, and non-covalent
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Figure 1.17: A schemaƟc showing the potenƟal routes of funcƟonalisaƟon of for graphene.
Figure reproduced from Advanced Materials, 2011, 23, 5302–5310. Copyright 2011 WILEY-
VCH Verlag GmbH & Co. KGaA, Weinheim

modificaƟon where the modifier and the graphene interact in a non bonding manner.

The most commonly used form of funcƟonalised graphene is GO, which has been dis-

cussed above. However, while GO has many useful properƟes, they are not suitable for

every applicaƟon. For this reason a wide range of alternaƟve methods of funcƟonalising

graphene have been developed which can give graphene an extremely varied selecƟon of

properƟes.

One of the most common reasons for funcƟonalising graphene is to alter its soluƟon

properƟes. As has been previously menƟoned, graphene and related materials can be ex-

tremely challenging to disperse in many fluids and so altering its surface chemistry can

greatly improve its solubility and dispersibility.11 Alongside altering the dispersibility of

graphene in solvents modificaƟon can also affect the interacƟon of graphenematerials with

polymers, where good compaƟbility between fillers and the bulk is required for improved

mechanical properƟes. It is also possible that modificaƟon can affect other properƟes of

the graphene such as electrical conducƟvity and mechanical strength.11 It is also possible to

use modificaƟon to alter electronic properƟes290,291 and opƟcal properƟes of graphene ma-

terials.292 The funcƟonalisaƟon of graphene has been reviewed in detail elsewhere11,292–295
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but the most relevant and popular techniques will be discussed below.

1.7.1. Covalent Modiϔication

The covalent modificaƟon of graphene is a process in which other molecules or moieƟes

are added to the normally prisƟne sp2 carbon network of a graphene sheet. It is possible to

bind a huge range of different groups to the surface of graphene.292,296

In spite of the theoreƟcally inert nature of prisƟne graphene a wide variety of different

chemistries can be used for its covalent funcƟonalisaƟon. An even greater range of possible

syntheses can be performed if GO is used as the starƟngmaterial as the oxygenmoieƟes act

as reacƟve sites for funcƟonalisaƟon. In fact, the producƟon of GO itself can be viewed as

covalent modificaƟon since the chemical structure of graphene is altered by the addiƟon of

covalently bonded adatoms; although GO is generally considered a separate material.31

1.7.1.1. Covalent Modiϔication of Graphene

In order for prisƟne graphene to undergo covalent funcƟonalisaƟon a number of C−−C

bonds within the sp2 matrix must be broken. This is usually achieved through the use of free

radicals or dienophiles.292 A range of dienophiles will react with the sp2 matrix of graphene

through a 1,3 dipolar cycloaddiƟon including the azomethine ylide,297,298 azides,299,300 ni-

trenes,301 and arynes302 allowing for a wide range of chemical funcƟonality to be added

onto the surface of the graphene sheets.292

An alternaƟve route to covalent funcƟonalisaƟon of graphene is the use of free radi-

cals. This proceeds through the aƩack of a radical on the sp2 matrix of graphene, allowing a

new covalent bond to form. The most commonly used radicals are generated by diazonium

salts which have been used to produce graphene funcƟonalised with nitrophenol303,304 and

hydroxylated aryl moeiƟes305 while radicals generated by benzoyl peroxide are able to pro-

duce graphene sheets decorated with phenyl groups.306
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Whilst a brief summary of the possible products from radical and dienophile funcƟonal-

isaƟon of graphene is presented above, this is by no means exhausƟve and a huge number

of possible alternaƟve funcƟonalised graphenes can be found in the literature.

1.7.1.2. Covalent Modiϔication of GO and Related Materials

WhilemodificaƟon is frequently performed on prisƟne graphene, it is oŌen easier to per-

form funcƟonalisaƟon on GO as the oxygen funcƟonaliƟes already present on the sheets

gives an acƟve site for chemistry to occur at. As has been discussed in secƟon 1.5.1 GO

contains a range of funcƟonal groups that can be leveraged in order to facilitate funcƟonali-

saƟon. As discussed above, whenworking with GO the end goal is oŌen to produce rGO and

the same is true when funcƟonalising GO. The reducƟon of funcƟonalised GO is possible, us-

ing the usual methods of synthesising rGO. However, it should be noted that the presence of

addiƟonal funcƟonal groups on the surface may decrease the degree of reducƟon that can

be achieved and it is possible that the condiƟons used for reducƟon may even lead to the

removal of the newly aƩached funcƟonal groups so extra care must be taken when trying

to reduce funcƟonalised GO.279

An alternaƟve route to synthesise funcƟonalised rGO is to perform themodificaƟon aŌer

reducƟon as some oxygen funcƟonaliƟes and defect site remain which can be used as acƟve

sites formodificaƟon. However, the greatly reduced number of acƟve sites reduces the ease

with which funcƟonalisaƟon can be performed.215

A large number of GO funcƟonalisaƟon reacƟons rely on the formaƟon of amide or ester

bonds between reagents and groups present on the surface of GO sheets. In order for these

reacƟons to proceed the carboxylic acid groups must first be acƟvated in order to increase

their reacƟvity215 which can be achieved through the use of a range of reagents including 1-

ethyl-3-(3-dimethylaminopropyl)carbodiimide (EDC),307–309 N,N’-dicyclohexylcarbodiimide

(DCC),310,311 thionyl chloride (SOCl2)312–315 or 1-[bis(di-methylamino)methylene]-1H-1,2,3-

triazolo[4,5-b]pyridinium 3-oxid hexafluorophosphate (HATU).316,317 This process allows GO
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to react withmolecules containing amines to form amide bonds307,308 as well as hydroxyls to

form esters.310,311 FuncƟonalised GO can then be reduced to form funcƟonalised rGOwhich

is chemically similar to funcƟonalised graphene. In general, rGO is funcƟonalised in order to

improve its dispersibility in solvents and so the moieƟes chosen to funcƟonalise the sheets

should have similar chemistries to the solvent the material is to be dispersed in.11

As an alternaƟve to funcƟonalisaƟon at the carboxylic acid groups of GO it is also pos-

sible to make use of other funcƟonal groups found in GO, principally epoxides, which can

undergo ring opening reacƟons using a number of methods such as: potassium thioacetate

or other sulfur nucleophiles318 or the conversion of epoxy groups to hydroxyl groups using

tris(hydroxymethyl) aminomethane (TRIS),319 which produces new acƟve sites to be func-

Ɵonalised. It has also been shown that malononitrile can add to epoxide groups leaving

reacƟve nitrile groups for further funcƟonalisaƟon.320

The funcƟonalisaƟon of rGO oŌen follows similar routes to those used to funcƟonalise

prisƟne graphene, discussed in secƟon 1.7.1.1. In spite of the presence of residual oxygen

funcƟonality that could be used for GO-like modificaƟon reacƟons this opƟon is not fre-

quently used.11

1.7.2. Non-Covalent Modiϔication

The non-covalent modificaƟon of graphene is an alternaƟve to covalent funcƟonalisa-

Ɵon that generally involves the use of surfactant-like molecules. These interact with the

surface of the graphene through non-bonding interacƟons such as van derWaals forces and

π-π stacking and modify the properƟes of graphene.292 Non-covalent modificaƟon has the

advantage of being a non-permanent form of funcƟonalisaƟon allowing for their potenƟal

removal. Another advantage of this form of modificaƟon is that the sp2 hybridised network

of the graphene sheets is not disrupted by other atoms being bound to it meaning that, in

theory, the properƟes of the graphene are beƩer maintained.292,321,322 Non-covalent modifi-

caƟon is generally used tomodify the dispersion properƟes of graphene and lends itself well
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to modificaƟon of prisƟne graphenes due to their reduced chemical reacƟviƟes.

Graphene materials can interact non-covalently with modifiers through a range of inter-

acƟons, depending on the chemistry of the modifier. Any funcƟonaliser that contains an

aromaƟc structure will be able to undergo π-π stacking with the extended sp2 network of

graphene. Molecules that have been shown to undergo π-π stacking with graphene include

PAHs,323–327 pepƟdes,328,329 deoxyribonucleic acid (DNA),330 and conducƟng polymers.331,332

CaƟons will also interact with the extended π network of graphene through caƟon-π

interacƟons.333 Metal caƟons have been shown to improve the dispersibility of rGO in water,

dimethyl sulfoxide (DMSO), and DMF.334 However, more commonly it is organic caƟons that

are used to modify graphene; principally imidazolium ions.335,336 FuncƟonalisers can also

interact with graphene through a range of other ion-π interacƟons. However, this is beyond

the scope of this discussion and covered elsewhere.292

A final, popular class of molecules that can be used to non-covalently modify graph-

ene are surfactants. A wide range of commercially available surfactants have been shown

to improve the dispersibility of graphene in solvents, principally water. Sodium dodecyl

sulfate (SDS) is one of the most widely used commercial surfactants and in spite of its

lack of aromaƟc character has been shown to improve the dispersibility of rGO in water

at [SDS] >40 μM with dispersions stable for over a year.337,338 Other surfactants that have

shown promise for graphene dispersions include SDBS, sodium cholate and sodium deoxy-

cholate with those that are able to undergo π-π stacking having the best ability to inter-

act with graphene.339 Polymeric surfactants such as Pluronic (PEO-b-PPO-b-PEO)339 and

poly(vinylpyrrolidone) (PVP)340,341 are also able to improve the dispersibility of graphene

in a range of solvents including: NMP, DMSO, DMF, isopropyl alcohol (IPA), ethanol, meth-

anol, and water.342

Whilst non-covalent modifiers of graphene are not chemically bonded to the graphene

sheets they interact with this sƟll does not make their removal a trivial process.11 Whilst in

some cases it is possible to parƟally remove non-covalent funcƟonalisers by washing with a

44 of 278



C«�Öã�Ù 1: L®ã�Ù�ãçÙ� R�ò®�ó

suitable solvent it is oŌen necessary to heat the graphene to >500 ◦C to burn off the mod-

ifiers.82 This approach may not be suitable in applicaƟons that can not tolerate high tem-

peratures, such as those involving papers or polymers meaning it may only be possible to

parƟally remove the funcƟonalising molecules from the surface of graphene sheets.246

It is oŌen the case that the molecules used to non-covalently modify graphene will inter-

act through several of thesemethods of interacƟon as they have been deliberately chosen to

have chemistries that are highly compaƟble with graphene. This can make it challenging to

conclusively determine the mechanism by which funcƟonalisaƟon has occurred, since char-

acterising graphene materials fully can be challenging. As the majority of reagents used to

funcƟonalise graphene inherently have favourable interacƟons with graphene it is likely that

many funcƟonalisaƟons that are described as covalent are not exclusively so and involve a

mix of both covalent and non-covalent interacƟons. For this reason it is prudent to exercise

care when claiming exactly what interacƟons are occurring during funcƟonalisaƟon.

1.8. Dispersions of Graphene

As the problemof scalable synthesis of graphene is beginning to be addressed focusmust

turn to addressing the poor dispersibility of graphene in common solvents which remains

a significant limiter for the uptake of graphene in industry.343 Graphene’s natural proper-

Ɵes and surface chemistry means that in general it interacts poorly with both polar and

non-polar solvents which makes soluƟon processing of graphene difficult although some

solvents including: NMP, DMSO, and DMF have shown promise for dispersing (and exfoliat-

ing) graphene.86

The dispersion of graphene in solvents requires an input of energy in order to break

up aggregated graphene sheets and facilitate dispersion. This is usually provided through

ultrasonicaƟon which can cause cavitaƟon and high shear stress in the solvent aiding the

dispersion of graphene.344 It is believed that once a dispersion has been achieved layers of
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solvent molecules confined near the surface of the sheets prevent reaggregaƟon and help

stabilise the dispersion.345 The downside of dispersing graphene through sonicaƟon is that

the high energy input used can be detrimental to the structure of the graphene with both

reducƟons in sheet size and damage to the sp2 network being observed.92,160,346 In spite

of this sonicaƟon is now an extremely commonmethod for producing graphene dispersions

but it is tricky to expand to a large scale. More recently an alternaƟve to sonicaƟon has been

proposed with several groups reporƟng the use of high shear mixers to create graphene dis-

persions.52,90 This provides a potenƟally scalable method of creaƟng graphene dispersions.

The original work on assessing the compaƟbility of graphene and solvents was based on

Hansen solubility parameters.347 Hernandez et al. determined the Hansen solubility param-

eters of graphene and then tested the dispersibility of graphene in solvents, showing that

the best solvents for graphene are those with the closest solvent parameters to graphene.86

The Hansen parameters and dispersibility of rGO have also been studied and been shown to

be close to those of prisƟne graphene.227

Hansen solubility parameters are free energy parameters, originally developed to quan-

Ɵfy the interacƟons occurring between molecules of polymer and solvents in soluƟon, al-

lowing the ideal solvents for different polymers to be determined.347 Since their concepƟon

Hansen parameters have been applied to a wide range of materials away from the polymers

they were originally designed to study, and have been used to good effect in the study of

graphene and related materials.86,227

The Hansen parameters of a material consist of 3 numeric quanƟƟes, based on the prop-

erƟes of a material, and those materials with similar Hansen parameters will interact well

with one and other. The three parameters the Hansen solubility parameter is made up from

are:

δD – The dispersion cohesion parameter, arising from the energy of dispersive inter-

acƟons between molecules
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δP – The polarity cohesion parameter, arising from the energy generated by dipolar

intermolecular forces

δH – The hydrogen bonding cohesion parameter, arising from the energy produced by

hydrogen bonding

These three parameters can be treated as coordinates in a three dimensional Hansen space,

with the proximity ofmolecules in this space determining the likelihood that theywill be able

to dissolve each other. The basis of the Hansen parameter theory is that likewill dissolve like,

and so materials that have closely matched Hansen parameters will have similar chemistry

andmost likelymix well, dissolving one and other. Therefore, when determining solvents for

graphene it is key to find solvents which which have similar Hansen parameters to graphene.

Hernandez et al. and Konios et al. have reported the Hansen parameters of both graphene

and rGO respecƟvely and these values are shown in table 1.3.86,227

Table 1.3: Three part Hansen solubility parameters of graphene and rGO as reported by Her-
nandez et al. and Konios et al..86,227

⟨δD⟩ / MPa 1
2 ⟨δP ⟩ / MPa 1

2 ⟨δH⟩ / MPa 1
2

graphene 18.0 9.3 7.7
rGO 17.9 7.9 10.1

It is unfortunate that that the number of solvents with Hansen parameters that coincide

with those of graphene is few. Solvents that were already known to disperse other carbon

nanomaterials, such as CNTs, well were shown by Hernandez et al. to have Hansen parame-

ters close to those of graphene with NMP being the most effecƟve closely followed by DMF.

Other, less commonly used, solvents that can be used to disperse graphene materials in-

clude cyclopentanone, cyclohexanone, N-formyl piperidine and vinyl pyrrolidone and these

solvents have similar Hansen parameters to graphene materials.86 However, all of these sol-

vents suffer from the same problems already discussed, meaning that they either have high

boiling points, or inherent hazards which limits their usability (parƟcularly on a large scale).

Recent work has suggested that simple solvent compaƟbility may not be the only reason

for the improved interacƟons of graphene in certain, amide based, solvents under sonica-
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Ɵon. Yau et al. 348 suggested that the sonicaƟon itself may be degrading the solvents which

then react with the surface of the graphene, chemically modifying it and altering its soluƟon

properƟes.348 However, this idea is sƟll a new concept and is not yet widely accepted.

1.9. Conclusion

Ever since its discovery graphene has aƩracted great interest from the scienƟfic commu-

nity due to its incredible combinaƟon of properƟes and thewide range of applicaƟons that is

has potenƟal for. In spite of this there remain challenges that must be overcome for graph-

ene materials to realise this potenƟal. Large scale synthesis of high quality graphene is a

problem that is beginning to be overcome through progress in CVD, the liquid phase exfolia-

Ɵon of graphite, and developments in the producƟon of GO although progress is sƟll needed

in order for commodity graphene to become an economically available material. The sec-

ond challenge that must sƟll be met is the need for processable graphene; its inherent poor

dispersibility in solvents is a challenge that is sƟll being overcome.
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PėĔďĊĈę AĎĒĘ
As highlighted in chapter 1, graphene has a remarkable collecƟon of properƟes that can

all be exploited from a singlematerial. For this reason it has aƩracted a great deal of interest

and its use in a wide range of applicaƟons has been proposed and in spite of the remaining

challenges in producing and dispersing graphene commercial products containing graphene

are beginning to make it to market. One applicaƟon of graphene that has not yet been

commercially exploited is the use of graphene materials as addiƟves for funcƟonal fluids,

specifically those used by the automoƟve industry as lubricants and coolants. Graphene’s

remarkable thermal and tribological properƟes make it an ideal candidate for use in this

applicaƟon.

Recent concerns about climate change and the impact of fossil fuel emissions has led

to a significant shiŌ in prioriƟes for many companies in the automoƟve industry, with a

far greater drive towards increased fuel economy, smaller engines and reduced emissions.

When aƩempƟng to produce smaller, more efficient engines, one of the greatest limiters

is dealing with the build-up of heat that naturally occurs during combusƟon. Lubricants

and thermal fluids both play a key role in the dissipaƟon of this heat and so improving the

thermal properƟes of these fluids can play a key part of improving the efficiency of engines

and reducing emissions. In addiƟon to this, the performance of lubricants directly impacts

the efficiency of power units as a lubricant with improved tribological properƟes will cause

reduced energy loss through fricƟon in the system.

More efficient engines can be uƟlised in one of twoways: either the same volume of fuel

can be used to produce an increased engine output power, which can be useful in applica-

Ɵons such as high performance engines or motor sports, or the same power output can be

obtained from a smaller amount of fuel which will reduce fuel consumpƟon and emissions

49 of 278



C«�Öã�Ù 2: PÙÊ¹��ã A®ÃÝ

while maintaining engine performance. In addiƟon to this, more efficient thermal fluids

will mean that lower total volumes of coolant will be required by the system, reducing the

weight of the power unit and again improving the efficiency of the system.

In this project we aim to produce thermal fluids and lubricants with improved thermal

and tribological properƟes through the addiƟon of graphene materials to commercial lubri-

cants and coolants. In order to be commercially relevant the dispersions produced must

be stable and contain a sufficient concentraƟon of graphene materials to impact on their

properƟes. The thermal and tribological properƟes of these dispersions will then be tested

in order to assess the potenƟal of these dispersions.

Achieving these aims will require a number of challenges to be overcome. Principle

among these is the difficulty, noted in secƟon 1.8, of dispersing graphene in almost all sol-

vents due to its unusual surface chemistry. It is essenƟal that any dispersions produced have

excellent stability over long Ɵme periods if these nanofluids are to be relevant in a commer-

cial seƫng where they may need to be stored for an extended period of Ɵme before being

used. For this reason a major focus of this body of work will be on the compaƟbilisaƟon of

graphene materials with relevant solvents, including its modificaƟon by a range of methods

in order to produce stable dispersions of graphene materials.

Due to the differences in the properƟes of fluids used for each of these applicaƟons,

different approaches will need to be taken for the dispersion of graphene in polar coolants

compared to non-polar lubricants. For this reason thework on each of these groups of fluids

will be undertaken using different approaches in order to achieve opƟmal results.

As a result of this, the choice of graphene starƟng material is important for this project,

and must meet certain criteria. Firstly, it must be readily available in sufficient quanƟƟes

to produce dispersions on the scale required for tesƟng in applied systems and secondly

it must be possible to modify the soluƟon properƟes of the material in order to achieve

the best possible dispersions in a wide range of fluids. For this reason graphene materials

produced via the GO route will be uƟlised. The synthesis of GO and its related modified
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graphenes is simple compared to many other forms of graphene and can be scaled to pro-

duce the volumes of material required. In addiƟon to this the oxygen funcƟonaliƟes present

on GO provide a perfect plaƞorm for funcƟonalisaƟon, which can significantly impact on the

soluƟon properƟes of the material, enabling stable dispersions to be produced in the range

of solvents required.

Once stable dispersions of graphene in thermal fluids and lubricants have been achieved

their relevant properƟes can then be assessed in order to determine the impact of the graph-

ene addiƟves on these fluids. In lubricants the key properƟes of interest will be their tribo-

logical properƟes, including coefficient of fricƟon under a range of condiƟons, rates of wear

and viscosity whilst in thermal fluids the key properƟes of interest will be thermal proper-

Ɵes such as thermal conducƟvity and specific heat capacity. Measurement of all of these

qualiƟes will require specialist equipment, with tribological properƟes being measured in

collaboraƟon with Shell Global SoluƟons and thermal properƟes being measured in house

with the measurement of thermal conducƟvity requiring the construcƟon of a bespoke in-

strument.

Through the methods described above stable dispersions of graphene materials will be

produced in funcƟonal fluids and their impact on properƟes relevant to their applicaƟon in

automoƟve applicaƟons will be analysed to assess the potenƟal of this “wonder material”

to improve the efficiency of internal combusƟon engines and reduce their fuel consumpƟon

and emissions.
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CčĆėĆĈęĊėĎĘĆęĎĔē Ĕċ GėĆĕčĊēĊ Ćēĉ

RĊđĆęĊĉ MĆęĊėĎĆđĘ
Graphene, and its related materials, present some challenges when it comes to their

characterisaƟon. To this day there is no single technique that can give a full picture of the

chemical and physical structure of graphene; this is especially the case in more complex

systems such as GO or funcƟonalised graphene where it is extremely difficult to determine

the locaƟon of, and idenƟty of funcƟonal groups. Because of the nature of graphene and

graphiƟc materials it is necessary to combine data from a wide range of characterisaƟon

techniques in order to build up a full picture of the material. Some of the key techniques

used to characterise graphene materials are detailed in this chapter. More informaƟon on

these techniques, and the wide range of other methods used to characterise graphene can

be found in the scienƟfic literature.

3.1. Transmission Electron Microscopy

Transmission electron microscopy (TEM) is one of a range of electron microscopy tech-

niques that can be used for the characterisaƟon of graphene and similar materials. As is

described by its name, this technique relies on the detecƟon of electrons that have been

transmiƩed through the material being studied. By necessity this means the substance to

be studied must be very thin, <10 nm in order to allow a sufficient number of electrons to

pass through it making carbon nanomaterials ideal candidates for TEM.

Thematerial to be examined is placed in the path of a high energy electron beam. As the

electrons are transmiƩed through the sample their energy changes, and some electrons are
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scaƩered. The transmiƩed electrons are detected by a charge-coupled device (CCD), and

give informaƟon on the sample being analysed. A range of beam voltages can be used, with

higher voltages meaning greater numbers of electrons striking the detector and so giving

beƩer contrast. The downside of this is that higher voltages can cause beam damage to

the sample with voltages as low as 100 keV having been shown to cause damage to carbon

materials.349

3.1.1. Imaging

Themost common use for TEM is for imaging of samples at very highmagnificaƟonswith

resoluƟons well below the diffracƟon limit that restricts opƟcal microscopy. This makes it

an extremely useful technique for carbon nanomaterials which exist on scales which can be

tricky to image using other methods.

Bright field TEM images, such as that shown in figure 3.1 A, can be used to see the overall

shape, and dimensions of a sheet as well as giving an idea of quality and the degree of

folding or crumpling. Taking staƟsƟcally significant numbers of images of sheets can allow

for analysis of sheet sizes to be performed. The thickness of sheets can also be qualitaƟvely

determined through the comparison of contrasts between different sheets as thicker sheets

will permit fewer electrons to pass through, giving a darker appearance in themicrograph.350

In order to gain more informaƟon from TEM then high resoluƟon transmission electron

microscopy (HREM) can also be performed. This, as is expected from the name, uƟlises the

full resoluƟon capabiliƟes of the technique to see detailed structural informaƟon about the

material being imaged. An example of a HREM image is shown in figure 3.1 B.350 In other

carbon nanomaterials, such as CNTs, it is possible to see individual tube walls and end caps.

In graphene and related materials HREM can be used to visualise the number of layers in

a graphene flake due to the fact that the edges of graphene sheets tend to fold back over

themselves at their fringes, presenƟng the layers parallel to the beam as shown in figure 3.1

D.350 These show as parallel fringes in the micrograph recorded and using a histogram of

53 of 278



C«�Öã�Ù 3: C«�Ù��ã�Ù®Ý�ã®ÊÄ Ê¥ GÙ�Ö«�Ä� �Ä� R�½�ã�� M�ã�Ù®�½Ý

Figure 3.1: A) TEM image of a single graphene sheet, B) High resoluƟon image of the folded
edge of the sheet imaged in panel A, C) the intensity profile of the folded edge of the sheet
imaged in panel B showing the number of layers present in the sheet to be 17-18, and D) a
schemaƟc of the folded edge of the sheet showing how the sheet becomes parallel to the beam
of the electrons allowing the number of layers of a flake to be counted. S. Rubino et al., A Simple
Transmission Electron Microscopy Method for Fast Thickness CharacterizaƟon of Suspended
Graphene and Graphite Flakes, Microscopy and Microanalysis, 22, 250–256, reproduced with
permission.

brightness across the edge of the sheet (figure 3.1 C) allows for the number of graphene

layers within a sheet to be counted.350

3.1.2. Electron Diffraction

Another use of TEM on graphene materials is electron diffracƟon (ED). As electrons pass

through the material they are scaƩered elasƟcally by crystalline laƟces within the sample.

The diffracted electrons interfere construcƟvely and destrucƟvely to produce maxima and

minima which form a diffracƟon paƩern that gives informaƟon on the crystalline structure

of the material. The informaƟon afforded by this technique is comparable to that derived

from XRD, which is a similar diffracƟon based method. In order to obtain informaƟon on
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specific areas of the sample apertures within the microscope can be used to isolate certain

regions of the sample; this process is known as select area electron diffracƟon (SAED).

As graphite and graphene have disƟnct crystallographic structures, they also have subtly

different electron diffracƟon paƩerns. The key difference is the absence of the (0 0 2) peak

which arises from the interlayer spacing present in graphite, but absent in graphene materi-

als. Aside from this the diffracƟon paƩerns for graphite and graphene materials are similar,

as the structures of layers within graphite and graphene are the same. The most commonly

observed peaks in ED of graphene, as for XRD, are the (1 0 0) and (1 1 0) peaks.

Figure 3.2: SAED paƩern for A) a single graphene oxide sheet, highlighƟng the two different
sets of diffracƟon spots, B) two overlapping graphene oxide sheets that are offset by 14.5°,
and C) ED paƩern from a film of graphite oxide about 15-20 layers thick which illustrates rings
of spots. Reprinted with permission from ACS Nano, 2009, 3, 2547–2556. Copyright 2009
American Chemical Society.

The diffracƟon paƩern of a single sheet of prisƟne graphene consists of spots with 6-

fold rotaƟonal symmetry, appearing in a hexagonal paƩern (figure 3.2 A). However, what

is frequently observed is either mulƟple sets of rotated spots (figure 3.2 B) or even rings

composed of overlapping spots (figure 3.2 C) in diffracƟon paƩerns for graphene; this is due

to the presence of graphene sheets stacked on top of one and other, with their crystalline

domains rotated at slightly different angles. This leads to diffracƟon paƩerns of these sheets

being rotated with respect to the first sheet, leading to the rotated spots or rings observed.

A final possible use of ED is to determine the number of layers present in a graphenematerial

as it has been shown that the relaƟve intensity of the diffracƟon spots can be used to deter-

mine layer number as well as to determine the stacking sequence in mulƟ-layer graphene
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materials.351,352

3.1.3. Other Advanced TEM Techniques

Alongside the techniques discussed above there are also a range of other methods that

can be used within TEM to study graphene and other nanomaterials. These include energy

filtered transmission electronmicroscopy (EFTEM), electron energy loss spectroscopy (EELS),

thickness mapping and element mapping. The use of these techniques to study graphene

has been discussed elsewhere in the literature.353–355

3.2. Scanning Electron Microscopy

Scanning electron microscopy (SEM) is an alternaƟve microscopy technique to TEM that

can be used for the characterisaƟon of graphene and its related materials. In contrast to

TEM, which relies on the transmission of electrons through the sample, in SEM imaging

relies on the detecƟon of either back scaƩered electron (BSE) or secondary electron (SE)

from the sample occurring due to the electron beam of the microscope. Beam energies are

typically far lower than those used for TEM; within the range of 0.5-40 keV.

Whilst the resoluƟon of SEM does not allow internal structural detail to be extracted, as

is possible in TEM, it is sƟll a useful technique that allows for informaƟon on the structure

of graphene. The main advantage of SEM is the large sample areas that can be imaged as

well as greater depths of field than TEM making it possible to obtain structural informaƟon

about 3D graphene structures such as foams (figure 3.3).356

3.3. Atomic Force Microscopy

Atomic force microscopy (AFM) is a further microscopy technique that can be uƟlised in

the characterisaƟon of graphene. A very fine probe is passed over the sample and its posi-
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Figure 3.3: SEM (SE) images of a graphene foam produced from a cobalt metal foam. Scale
bars are 50 μm, 30 μm, 1 μm, and 500 nmrespecƟvely and images are taken at 15 kV, 5 kV, 5 kV,
and 15 kV respecƟvely. Figure reproduced from Nanoscale 2016, 8, 13303 - Published by The
Royal Society of Chemistry.

Ɵon is measured extremely precisely. The structure of the sample being studied will affect

the posiƟon of this probe and thus structural informaƟon on the sample can be determined.

AFM of graphene is principally used to derive informaƟon about the dimensions of

sheets, both laterally and in terms of thickness with the resoluƟon of the technique enabling

single layers of graphene to be imaged under opƟmised condiƟons. The ability of AFM to

image large numbers of sheets means it is oŌen preferred to SEM and TEM when aƩempt-

ing to measure the size of a staƟsƟcally relevant number of graphene sheets.RepresentaƟve

AFM images of a graphene sheet are shown in figure 3.4

Sample preparaƟon for AFM is criƟcal to obtain useful informaƟon as the graphene

sheets must be deposited flat onto the substrate, sufficiently spaced to allow for measure-

ment of individualised sheets, but not so sparsely dispersed that it becomes impossible to

measure a staƟsƟcal number of sheets. A variety of modes of operaƟon of AFM are avail-

able such as contact, tapping and peak force. However their use is beyond the scope of this

discussion and is widely covered in the literature.357
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Figure 3.4: AFM images of (e) the enƟre graphite flake and (f) highermagnificaƟon AFM image
of the single layer area with (inset) cross secƟon graph. Reproduced from Nanotechnology,
2016, 27, 125704. Copyright IOP Publishing. Reproduced with permission. All rights reserved.

3.4. UV-Vis Spectroscopy

One of the principle characterisaƟon techniques for graphene dispersions is ultraviolet-

visible (UV-Vis) spectroscopy. This technique is commonly used in many areas of chemistry,

both for chemical idenƟficaƟon from peak posiƟon and for determinaƟon of concentraƟon

through use of the Beer-Lambert law. UV-Vis spectroscopy of graphene dispersions can be

used to derive the same informaƟon.

The UV-Vis spectrum of graphene contains only one characterisƟc peak at which is ob-

served at λmax ∼ 270-300 nm and is generated by the π → π∗ C−−C plasmon transiƟon of

the graphene.358–360 GO has a similar UV-Vis spectrum to that of more prisƟne graphene.

However the π → π∗ plasmon peak is shiŌed by the presence of the oxygen funcƟonaliƟes

to λmax ∼ 230 nm.361 In more oxidised materials the peak is more blue-shiŌed due to the

lack of an extended conjugated network. Another feature is also exhibited with a shoulder

at∼ 300 nm aƩributed to the n→ π∗ transiƟons of C−−O bonds.244,358 Typical UV-Vis spectra

for GO and rGO are shown in figure 3.5.

This change in the posiƟon of the π → π∗, which occurs as a result of the restoraƟon of

conjugaƟon during reducƟon, is a useful tool in the characterisaƟon of graphene materials

as peak posiƟon can be used to give an indicaƟon of the progress of reducƟon from GO to

rGO.120,259,358
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Figure 3.5: UV-Vis spectra of GO and rGO showing the shiŌ in posiƟon of the π → π∗ peak as
a result of the change in conjugaƟon. Figure reproduced from Int. J. Nanomedicine, 2013, 8,
1015–1027. Copyright 2013 Gurunathan et al. Publisher and licensee Dove Medical Press Ltd.

Aside from the plasmon peaks menƟoned above the UV-Vis spectra of graphene and

its related materials are largely featureless. However, this allows useful informaƟon on the

concentraƟon of dispersions to be derived. As is the case for many compounds it is possible

to use the Beer-Lambert law to calculate the concentraƟon of a dispersion of graphene. The

featureless region of the spectrum, above 500 nm, is ideal for measurement of concentra-

Ɵon as there are no peaks to affect the absorbance.

A = αcl (3.1)

Making use of the Beer-Lambert law, equaƟon 3.1, whereA is the absorbance in the UV-

Vis spectrum, α is the absorpƟon coefficient, c is the concentraƟon and l is the path length

it is possible to determine the concentraƟon of a dispersion from its UV-Vis spectrum. l

is a constant and so is easily determined; however, α is not so easy to measure and an

accurate value is needed for determinaƟonof concentraƟon. In the literature awidely varied

values for absorpƟon coefficients of graphene exist. For example works by the group of J

Coleman have reported values forα ranging between 1390-6600mlmg−1 m−1 81,82,362–364 and

it is believed this variability is caused by changes in the material dispersed including: sheet
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size, number of layers, and the funcƟonal groups contained in it.365 Consequently, values of

α are not necessarily transferable betweendifferent graphenes. In spite of this, the nature of

the Beer-Lambert law means that even if accurate values of α are not available it is possible

to compare the relaƟve concentraƟons of dispersions of the same graphene material from

their absorbance in a UV-Vis spectrum.

3.5. Raman Spectroscopy

A technique that can be used to give internal structural informaƟon on graphene and

other carbon nanomaterials is Raman spectroscopy. A laser is used to illuminate the sample

through a confocal microscope and photons striking the sample undergo inelasƟc scaƩering.

These photons return through the confocal microscope and are detected using a CCD. Those

photons that have been scaƩered by the sample have a different wavelength to those pro-

duced by the laser, and this wavelength is characterisƟc of the funcƟonality that caused the

scaƩering to occur. The result of this is that the presence of certain groups can be idenƟfied

using Raman spectroscopy due to the peaks present in the spectra recorded.

For carbon nanomaterials, including graphene, there are several significant peaks in Ra-

man spectroscopy. Principle among these is the band known as the G band, also seen in

graphite, which occurs at 1582 cm−1 and is associated with the E2g vibraƟonal mode of the

sp2 graphene laƫce, corresponding to in plane stretching of sp2 carbon atoms. This vibra-

Ɵonal mode is universally present in graphene materials making the G band highly charac-

terisƟc of aromaƟc carbonmolecules.26,366,367 TheG band is the only normal first order band

in graphene materials as the remaining G’ band and D band both result from second order

processes involving 2 phonons in the case of the G’ band and a defect and a phonon for

the D band.26 The D band occurs at ∼1355 cm−1 and is a second order resonance resulƟng

from the breathing modes of the aromaƟc rings requiring both a phonon in the sp2 network

adjacent to a defect in the graphene sheet366–368 and is acƟvated by a double resonance.369

Finally, the G’ band, also referred to as the 2D band, is an overtone of the D band generated
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from phonons at the edge of sp2 regions that also cause the D band.370 However, while the

D band is only visible in the spectra of materials with defects this is not the case for the

2D band as this peak originates from a process involving two phonons with opposite wave

vectors, thus saƟsfying momentum conservaƟon.369 The result of this is that the 2D band is

present even in samples with no defects and is observed at ∼2700 cm−1.369,370

As theDbandoccurs as a result of defects in the sp2 laƫce of graphene it is only observed

in materials which have disrupƟons in their structure, and its intensity can in fact be used as

a measure of the degree of defecƟveness of a material. While the intensity of the G band

depends on the number of carbon atoms present,366 that of the D band is related to the

number of defects.367 Therefore, by taking the raƟo of the D and G peaks it is possible to get

a quanƟtaƟvemeasure of the defecƟveness of amaterial. There is however, some debate as

to whether it is more appropriate to uƟlise the peak area raƟo (AD : AG) or intensity raƟo

(ID : IG) which give slightly different results due to the full width at half maximum (FWHM)

of the D band and G band being determined by different factors.371,372

When characterising graphene the shape and size of the 2D band has been shown to be

significant in determining the number of layers present in a sample of prisƟne graphene. The

shape of the 2D band changeswith the thickness of the sample, as is show in figure 3.6.369,370

In graphite the 2D peak is made up of two components: 2D1 and 2D2 which combine to

form a peak with a height between half and quarter that of the G peak.369 As the number

of graphene layers increases to >5 the shape of the 2D becomes indisƟnguishable from that

of graphite. When the number of layers is <5 the shape of the 2D peak begins to change,

as does its intensity relaƟve to that of the G peak. In mono-layer graphene the 2D peak has

transiƟoned into a single sharp peak with an intensity of around 4 Ɵmes that of the G peak

appearing at a smaller Raman shiŌ than that of the graphite 2D peak (figure 3.6 B).370 In

comparison the 2D peak of bilayer graphene appears differently to that of both mono-layer

graphene and graphite and is believed to be made up of as many as 4 component peaks.370

In non-prisƟne graphene materials, such as GO, funcƟonalised graphene, and rGO Ra-
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Figure 3.6: A) A comparison of the Raman spectra of graphite (top) and prisƟne graphene (bot-
tom) showing the G band at ∼1600 cm−1 and the 2D at ∼2700 cm−1. In both cases spectra are
normalised to the intensity of the 2D band. Reprinted figure with permission from A. C. Ferrari
et al., Physical Review LeƩers, 97, 187401, 2006. Copyright 2006 by the American Physical
Society. B) The 2D peak as a funcƟon of layer number for single-layer graphene (1LG), bi-layer
graphene (2LG), 5 layer graphene (5LG), 10 layer graphene (10LG) and graphite. Reprinted by
permission from Macmillan Publishers Ltd: Nature Nanotechnology, 2013, 8, 235–246, copy-
right 2013.

man spectroscopy can also be used to give important informaƟon on their chemistry. As is

evident from the origin of the D band, this peak will have a much higher intensity in materi-

als where the sp2 matrix is disrupted. In GO it is common for the ID : IG raƟo to be close to

1. Of parƟcular note is the D peak of rGO; one would expect that, as rGO is graphene-like,

the reducƟon of GO would cause a decrease in the intensity of the D peak as the oxygen

funcƟonaliƟes are removed. In reality it is observed that the D peak actually increases in

intensity as a result of the reducƟon reacƟon. It is believed that this is due to the structure

of rGO which contains small sp2 domains surrounded by more defecƟve regions. These sp2

regions have high large numbers of edge atoms adjacent to defects, required for the D peak

to be observed and so causing an increase in its intensity upon reducƟon.215 However, In

these materials the 2D band has a much lower intensity and a less well defined shape, if it is

seen at all, meaning that its use is not a possible method to determine the number of layers

in the sample and far less informaƟon can be derived from Raman spectroscopy of GO and

rGO than is possible for prisƟne graphenes.373
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3.6. Thermogravimetric Analysis

Thermogravimetric analysis (TGA) is a process involving the precise measurement of the

mass of a sample as its temperature is changed under strictly controlled environmental con-

diƟons. In general this involves the heaƟng of samples at a controlled heaƟng rate, either

in air or in an inert gas, which gives informaƟon on either the thermal decomposiƟon or

the igniƟon of the material being examined.374 Examining the changes in mass that occur

at specific temperatures allows informaƟon on the chemical structure of a material to be

determined. TGA can also be used to give an indicaƟon of the levels of inorganic impuriƟes,

such as metals or inorganic salts, in a material as these materials will not burn off in air at

high temperatures. Therefore, taking the residual mass of a sample aŌer heaƟng to high

temperatures (>900 ◦C) allows a relaƟve composiƟon of these impuriƟes to be determined.

The temperature at which carbonmaterials decompose has been shown to be related to

the number of defects that are present in their structure with those with the higher propor-

Ɵon of defects decomposing at lower temperatures.375 The decomposiƟon temperatures

of a range of carbon nanomaterials are well reported in the literature. Graphite, diamond,

and CNTs are relaƟvely defect free and so decompose at higher temperatures of ∼645 ◦C,

∼630 ◦C, and ∼695 ◦C in air respecƟvely while C60 and amorphous carbon, being more de-

fecƟve, decompose at lower temperatures of ∼420 ◦C and ∼585 ◦C.376,377

Modified graphene materials exhibit a range of thermal behaviours dependant on the

chemistry of the material in quesƟon; materials with the most intact sp2 network such as

CVD graphene decomposing at the highest temperatures. It would be expected that the

thermal decomposiƟon of graphenewould occur at a similar temperature to that of graphite.

In reality graphene’s decomposiƟon occurs at about 150 ◦C lower (∼500 ◦C).95 This is not

due to an increase in the number of defects in the structure, but is in fact as a result of the

reduced intermolecular forces between sheets in graphene.95 Thermal stability has been

shown to be linked to layer number, with bi-layer graphenehaving significantlymore thermal
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stability than mono-layer graphene.374

Graphite oxide and GO are known to begin to decompose at much lower temperatures

of 100-300 ◦C in both inert atmospheres and air due to the decomposiƟon of the oxygen

funcƟonaliƟes on the sheets.235,378,379 However, the carbon network of the GO sheets also

decomposes at lower temperatures than those of prisƟne graphene due to the increased

sp3 content.379 These differences allow TGA to be used as a method to examine the degree

of oxidaƟon and reducƟon of graphene materials.269,359

One of the major uses of TGA when characterising modified graphene materials is in the

characterisaƟon of f-rGOs. In almost all funcƟonalised graphenes the funcƟonal groups dec-

oraƟng the surface of the sheets will thermally decompose at a lower temperature than the

sheets themselves. Therefore, by examining the TGA plots for these materials and compar-

ing them to that for the unmodified material, it is possible to determine the mass loss that

is caused by the thermal decomposiƟon of the surface funcƟonaliƟes, enabling a wt. % and

mol. % of funcƟonalisaƟon to be determined.380

3.7. X-Ray Diffraction

XRD is a technique principally developed in the early 20th century by Bragg and his father,

W. H. Bragg, based on the early work on x-rays byM. von Laue.381 For this work von Lauewas

awarded the Nobel prize for physics in 1914 with the Braggs receiving the same award the

following year for their work. X-rays are known to be able to provide detailed informaƟon

on the crystalline structure of materials.

X-rays incident on the sample are diffracted due to the crystalline nature of materials

and these scaƩered rays are detected and recorded. The angles at which the x-rays scaƩer

are the important informaƟon when determining crystal structure. Using Bragg’s law it is

possible to convert this diffracƟon angle into interlayer spacing with equaƟon 3.2 where n

is a posiƟve integer represenƟng the order of the diŏacƟon peak, λ is the wavelength of
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incident x-rays used, d is the inter-plane distance and θ is the angle at which the x-rays are

diffracted.382

nλ = 2d sin(θ) (3.2)

In the context of graphene materials the informaƟon most commonly elicited from XRD

is the inter-layer spacing of the material. In graphite this is a well defined, consistent value,

referred to as the (0 0 2) spacing which has the value of 3.35 Å.26 Mono-layer graphene does

not show this spacing in its diffracƟon paƩern as there is no consistent inter-layer spacing

in the material. Graphene materials without consistent interlayer spacing tend to exhibit

either a broad hump in their diffracƟon paƩerns or show present no peaks at all.383

XRD is an important technique when studying the exfoliaƟon of graphite tp graphene,

or from graphite oxide to GO as the broadening, or even disappearance, of the (0 0 2) peak

can be taken as an indicaƟon of exfoliaƟon.270 Graphite oxide has a different XRD paƩern to

that of graphite. While the (0 0 2) peak is sƟll the main one expressed, the inter-layer spac-

ing increases significantly during oxidaƟon, as discussed in secƟon 1.5.3.2, due to the oxygen

funcƟonality and intercalated water molecules causing the (0 0 2) peak to shiŌ from its ini-

Ɵal posiƟon of 3.35 Å to between 6 Å and 12 Åwith the exact peak posiƟon being dependent

on the level of hydraƟon of the graphite oxide.269,384,385 RepresentaƟve X-ray diffracƟon pat-

terns for GO, graphene and graphite are shown in figure 3.7.

Other diffracƟon peaks fromwithin the sp2 matrix of graphite and graphene sheets (such

as the (1 0 0) and the (1 1 0)) should theoreƟcally be visible in XRD paƩerns of these materi-

als. However this is frequently not the case with only the (0 0 2) appearing. This is believed

to be due to the planarity of the graphene or graphite sheets which all hold one orientaƟon

meaning the remaining peaks are not expressed. This is parƟcularly the case for powder

XRD but less so for capillary XRD.
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Figure 3.7: XRD paƩerns of graphite, GO and graphene. Reproduced from Nanoscale, 2014, 6,
2299–2306 with permission of The Royal Society of Chemistry.

3.8. X-Ray Photoelectron Spectroscopy

X-ray photoelecton spectroscopy (XPS) is an x-ray based analyƟcal technique which is

commonly used for sample surface analysis. This makes it an interesƟng technique when

studying graphene as, since graphene is only one atom thick, it can be used to elicit a great

deal of informaƟon. XPS is performed by irradiaƟng a sample, in vacuo, with soŌ x-ray ra-

diaƟon (commonly Al or Mg Kα). X-rays penetrate into the solid sample, where they inter-

act with the core electrons contained in it, transferring their energy to these electrons and

causing photoemission. The informaƟon derived from XPS is based on the measurement of

the energy of these emiƩed electrons and gives informaƟon on the binding environments

present within the sample. When an x-ray, of known energy, penetrates the sample and

causes photoemission of an electron from a core orbital some of the energy of the x-ray is

uƟlised to remove the electron from its binding environment, while the remainder is trans-

ferred to the electron as kineƟc energy (figure 3.8). Therefore, by measuring the difference

in kineƟc energy between the ejected electrons and the incident x-rays a picture of the bind-

ing environments present within a material can be determined.
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Figure 3.8: A Jablonski diagram showing the x-ray sƟmulated photoemission process that oc-
curs during XPS.

When performing XPS a range of informaƟon can be obtained depending on the exact

measurement parameters used. Generally the first scan performed is the survey scan. This

is a plot of binding energy against electron intensity across a wide range of energies. As

the peaks that occur at specific binding energies are characterisƟc of the orbitals present in

certain elements in the sample, this scan can be used to determine the elemental composi-

Ɵon of a material, and the intensiƟes of the peaks can even be used to calculate a relaƟve

proporƟon of each of the elements present within the material being studied. This can be

used to prove the presence of funcƟonalisers on the surface of the graphene sheets, how-

ever proving the mechanism by which this funcƟonalisaƟon has occurred is not always pos-

sible. Using the survey scan it is also possible to detect the presence of many impuriƟes, or

contaminaƟons in the sample that can not always be detected using other characterisaƟon

methods.

The depth of penetraƟon of the soŌ x-rays used in XPS is of the order of microns. How-

ever, the emiƩed electrons from the material are only able to escape from the first few

layers of molecules. Hence one of the limitaƟons of XPS is that only the surface of a sample

can be analysed. Whilst this is a limitaƟon for some materials that have inhomogeneous

composiƟons, such as those with a surface oxide layer, this is not such a concern for graph-

enematerials, as the sheets are thin enough that x-rays will permeate throughout. However,

this does lead to another challenge associated with XPS of graphene materials, as the thin
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sheets lead to the substrate used to hold the sample producing signal in the XPS. Whilst

silicon the most common choice of material to analyse samples on with XPS it does present

some challenges. For the analysis of the C1s peak there is no issue, as the binding energies

of silicon do not overlap with those of carbon. However, when studying materials that con-

tain oxygen such as GO the layer of SiO2 that is naturally present on silicon contributes to

the peak in the O1s region of the spectrummaking it impossible to determine the elemental

composiƟon of the sample precisely. This peak also overlaps with the peaks produced as a

result of carbon-oxygen bonding environments andmaking it difficult to fit and interpret this

region of the spectrum. Whilst other substrates are used for XPS many of them exhibit the

same problem and create overlap in either the C1s or O1s regions of the spectrum that are

generally of interest when analysing graphene. Generally, the C1s region is that of most in-

terest and so silicon is generally used as an XPS substrate, at the cost of clear measurements

in the O1s region.

Using the informaƟon derived from the survey scan, each of the peaks produced by the

atoms contained in the sample can then be studied in greater detail. These core peaks will

be rescanned using a much greater resoluƟon of binding energy to provide a plot of bind-

ing energy against electron intensity over a narrow range of binding energies. The peak,

or peaks, in the region studied are actually composed of overlapping bands resulƟng from

electrons in specific chemical environments, with each environment creaƟng a subtle shiŌ

in binding energy.

In order to gain further informaƟon about the chemical composiƟon of the sample being

studied it is possible to fit component peaks within the core peaks in order to produce a

combinaƟon of peaks that have a sum that matches the lineshape of the core peak. In order

to fit these component peaks it is important to understand thematerial being examined and

knowwhat binding environments are likely to be presentwithin it. The posiƟons of peaks for

these binding environments can then be found in the literature. Fiƫng of the C1s peak is a

commonly used method for characterising oxidised carbon materials such as GO and peaks

commonly found in these materials are shown in table 3.1.213,214,270,386,387 It is important to
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remember, however, that these peak posiƟons are not always the same and that the exact

composiƟon of the sample can cause small shiŌs in the posiƟons of each peak.

Table 3.1: The binding energies of C1s peaks for a range of C−C and C−O bonding environ-
ments.213,214,270,386,387

Binding energy / eV Assignment
285 GraphiƟc C−−C (sp2 carbon)
286 C−−−N
287 C−O−C
288 C−−O
289 O−C−−O

Due to the potenƟal subtle variaƟons in peak posiƟons and the range of widths possible

for each peak it is possible that mulƟple combinaƟons of peaks can create a fit envelope

matching the spectrum recorded from the sample. Therefore care must be taken to ensure

that the fit proposed makes chemical sense, and fits should endeavour to uƟlise the mini-

mum number of peaks possible.

Different graphene materials will produce C1s spectra with significantly different line-

shapes, depending on the composiƟon of the material. GraphiƟc materials, such as graph-

ene and rGO present similar lineshapes to that of graphite. The main component of this

peak occurs at∼285 eV and arises from sp2 C−−C binding environments within the graphene

sheet (figure 3.9 B).388 The asymmetry within this peak is expressed as a tail to higher bind-

ing energies and arises from inter-atomic Auger electron transfers that occur with valence

electrons in nearby atoms as a result of the extended sp2 network in in graphene sheets.389

It is therefore common pracƟce to derive the lineshape for the C−−C peak from a previously

acquired C1s spectrum of pure graphite, and then use this when fiƫng peaks produced by

other graphene materials.

Materials containing oxygen funcƟonaliƟes exhibit significantly different XPS spectra

than those without. Peaks for carbon-oxygen binding environments are expressed at higher

binding energies than the C−−C peak and increase the asymmetry of the overall lineshape.

The degree to which these groups change the overall lineshape is dependent upon the de-

gree of oxygenaƟon of the sample. Samples that are highly oxidised exhibit 2 disƟnct peaks,
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Figure 3.9: C1s XPS Spectra of A) GO and B) rGO. Reproduced with permission from OpƟcs
Express, 2012, 20, 19463–19473. Copyright 2012 The OpƟcal Society.

whilst those which only contain residual oxygen, such as rGO, merely have a single asym-

metric peak.

A representaƟve XPS spectrum for GO is shown in figure 3.9 A. This clearly shows the

two main peaks, the peak at 285 eV arising from C−−C and the peak at 287 eV arising from

the primary carbon-oxygen funcƟonality: C−O−C groups.388 Other peaks also contribute to

this overall spectrum, resulƟng in the overlap seen between the two peaks, caused by the

range of other oxygen funcƟonaliƟes present in the sample.

rGO has a significantly different XPS spectrum from that of GO with a vast decrease in

the height of the C−O−C peak and the C−−C peak dominaƟng the spectrum. This allows XPS

to be used as a method of measuring the degree of reducƟon of rGO. One important con-

sideraƟon when using XPS to study rGO produced using hydrazine is that it is expected that

a peak arising from C−−−N bonding environments will be present as a result of the hydrazine

reducƟon, alongside residual carbon-oxygen bonding environments and this must be taken

into consideraƟon when fiƫng the C1s peak for rGO

Whilst the peak in graphenematerials that can be used to derivemost informaƟon is the

C1s peak, it is also someƟmes possible to fit other peaks in the spectrum, most commonly

the O1s peak. However, the proximity of the component peaks, and their similar lineshapes

means it is challenging to get a definiƟve fit. Care must also be taken when examining the

O1s peak as it may contain contribuƟons from other sources, such as oxide layers on the
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substrate used, as discussed above.
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NĆēĔċđĚĎĉ CčĆėĆĈęĊėĎĘĆęĎĔē
The aim of this project is to produce graphene containing nanofluids with properƟes that

are improved over those of the base fluids. In order to assess the properƟes of the nanoflu-

ids produced it is necessary to use a range of characterisaƟon techniques. The key proper-

Ɵes of interest are the thermal and tribological properƟes; however, it is also important to

examine the chemical properƟes of the dispersions such as concentraƟon and stability.

4.1. ConcentrationandStabilityofDispersions

ConcentraƟon of dispersions is classically determined using UV-Vis spectroscopy, as has

been discussed in secƟon 3.4, although it is also possible to use much simpler, gravimet-

ric methods to obtain similar data. Simply by heaƟng the dispersion to temperatures that

allow the solvent to be driven off and taking precise measurements of mass before and af-

ter, either by hand or through the use of TGA, it is possible to obtain the concentraƟon of

dispersions.390 This relies on being able to remove the solvent at a temperature below the

decomposiƟon point of the dispersed material, which is not always possible for GO due to

its propensity for reducƟon at elevated temperatures (secƟon 1.6.1). It can also be a tedious

and Ɵme consuming process and so UV-Vis is generally the preferred method.

In order to characterise the stability of dispersions it is possible to uƟlise a range of tech-

niques. The simplest, and only definiƟve, method to establish long term stability is simply

to allow the dispersion to stand for the Ɵme period of interest measuring the concentraƟon,

or another property such as viscosity or conducƟvity that can be used to detect changes in

concentraƟon, at set intervals. Taking this approach when the dispersions are required to

be stable for periods of up to years is not pracƟcal and so techniques are available that can
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arƟficially accelerate seƩling.391 These processes include: centrifugaƟon, agitaƟon, mixing

and heaƟng. It is then possible to extrapolate a dispersion’s long term stability. However, it

should be noted that these methods can all, unless used carefully, cause addiƟonal desta-

bilisaƟon that would not occur under normal condiƟons.391

Whilst most informaƟon on dispersion stability is usually gained from UV-Vis spectro-

scopy or gravimetric analysis of samples, as described above, it is also possible to infer infor-

maƟon on stability from other techniques. A key method used to obtain this informaƟon is

zeta (ζ) potenƟal.

Amaterial dispersed in a solvent develops a charge at the interface. This can bemodelled

as an electric double layerwhich ismade up of three components. The bulk solvent, a closely

bound Stern layer and a diffuse layer between them (figure 4.1). Somewhere in this diffuse

layer is a slip-plane below which all components move as a single parƟcle. The potenƟal of

this plane is the ζ potenƟal.

Themagnitude of the ζ potenƟal (|ζ|) is well known to correspond to dispersion stability,

with larger values of |ζ| corresponding to more stable dispersions. In general, the most

stable dispersions will have |ζ| of >60mV, those with good stability will have |ζ| of 30-60mV,

dispersions with |ζ| of 10-30mV will have some moderate stability, and those with |ζ| of 0-

10mV being unstable.392 In spite of this it should be noted that some dispersions with lower

ζ potenƟals can be stabilised sterically and so exhibit greater stability than their ζ potenƟal

Figure 4.1: A schemaƟc of the ζ potenƟal double layer model for a negaƟvely charged graph-
ene sheet. Reproduced fromD. Johnson et al., Amanufacturing perspecƟve on graphene disper-
sions, Current Opinion in Colloid & Interface Science, 20, 367–382, under a CreaƟve Commons
license .
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would indicate.393

Other techniques that can be used include dynamic light scaƩering (DLS) and staƟc light

scaƩering (SLS) which can both be used to determine parƟcle size with SLS also being able to

give informaƟon on shape. However, using these techniques with 2D materials do present

some challenges as the models used are not opƟmised for parƟcles with these aspect ra-

Ɵos.11

4.2. Thermal Properties

As the aim of this project is to produce improved lubricants and coolants for use in inter-

nal combusƟon engines, the thermal properƟes of these fluids is of great interest. The two

key thermal properƟes are thermal conducƟvity (λ) and specific heat capacity (cp) which are

both measures of the thermal behaviour of a fluid. Another important, but less frequently

menƟoned, thermal property is the thermal diffusivity (κ) which links λ and cp through equa-

Ɵon 4.1 where ρ is the density of the material being measured.

κ = λ

ρcp

(4.1)

A range of techniques can be used to measure thermal properƟes of fluids and those

most commonly used are discussed below.

4.2.1. Thermal Conductivity by the Transient Hot Wire

Method

In the context of thermal fluids, the property that generally receives the greatest aƩen-

Ɵon is thermal conducƟvity. This is a measure of the rate of transfer of thermal energy

through a material at a specific temperature gradient with units of Wm−1 K−1. This makes it
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a property of great interest when studying thermal fluids as changes in thermal conducƟvity

can directly impact on the performance of these fluids in their applicaƟons.

Unlike solids, for which measurement of thermal conducƟvity is a comparaƟvely easy

task, in liquids it is possible for the transfer of heat to occur by either conducƟon or convec-

Ɵon; this complicates the measurement of thermal conducƟvity in liquids as the effects of

convecƟon must be ruled out in order to obtain accurate results. Techniques for the mea-

surement of thermal conducƟvity fall into two groups: transient and steady-state. Steady-

state methods involve the use of long measurement Ɵmes at constant temperatures and

require simple apparatus but are not suitable for liquids since the effects of convecƟon will

impact on the values of thermal conducƟvity measured.

Transient methods, on the other hand, allow for thermal conducƟvity to be measured

in isolaƟon. They involve short measurement Ɵmes and the temperature of the sample

changes over the course of the measurement. The result of this is that the data recorded

are more complex to process than for steady-state methods but this allows the effects of

convecƟon to cancelled out by careful experimental design. This makes transient methods

ideal for analysis of the thermal conducƟvity of liquids.

The transient hot wire (THW) method is the most commonly used transient method of

determining thermal conducƟvity. Early studies using a hot wire to measure thermal con-

ducƟvity were reported as far back as the 1780s when scienƟsts including Joseph Priestley

and Count Rumford noted that the rate that a wire cooled from incandescence depended

on the gas that surrounded it.394 The full history of the THW method has been reviewed in

detail by Assael et al. 394

In principle the THW method is based on a plaƟnum resistance thermometer, relying

on the linear correlaƟon of temperature and resistance in metals. In the THWmethod, this

wire is used to heat the sample as well as recording changes in temperature. A thin plaƟnum

wire is immersed in the sample and a current is passed through this wire; the presence of

the current causes the temperature of the wire to increase and hence its resistance also
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increases. The magnitude of this temperature rise and the associated resistance rise in the

wire can then be used to determine the thermal conducƟvity of the sample.

Even though reports of hot wire-like techniques can be found as far back as the 18th cen-

tury it did not become a viable method of obtaining quanƟtaƟve informaƟon on thermal

conducƟvity unƟl 1971 due to the technical complexiƟes of controlling and recording data

from an instrument.395 However, since this Ɵme many developments have been made to

the method and now an American Society for TesƟng and Materials (ASTM) standard test

method is available.396 In spite of this, there are few commercially available examples of in-

struments formeasuring thermal conducƟvity and themajority of these are designed to test

the thermal conducƟvity of soils, as opposed to liquids. This means that they only provide

measurements with errors of ±10%making them unsuitable for detecƟng small changes in

thermal conducƟvity occurring as a result of low concentraƟons of addiƟves.397

4.2.2. Speciϔic Heat Capacity by Differential Scanning

Calorimetry

Whilst thermal conducƟvity represents the rate at which thermal energy can be trans-

ferred through amaterial, heat capacity corresponds to its ability to hold this thermal energy.

Heat capacity is defined as the amount of energy required to cause a temperature rise of 1

degree in a material and as such as units of J K−1. Specific heat capacity is the heat capacity

per gram of a material, giving it units of J K−1 g−1. This is an important property for thermal

fluids, the higher the specific heat capacity, the lower the temperature rise that will occur

in the thermal fluid when carrying away a given amount of thermal energy. Therefore, good

thermal fluids will have high specific heat capaciƟes alongside their high thermal conducƟv-

iƟes.

Measurement of specific heat capacity of fluids is most commonly performed using dif-

ferenƟal scanning calorimetry (DSC). The standard procedure for this is laid out in ASTM
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E1269-11.398 The procedure for this test involves the heaƟng of the material at a controlled

rate and comparing the heat flow with that for a reference with a known specific heat ca-

pacity, generally syntheƟc sapphire.

Measurement of the specific heat capacity of a sample requires 4 consecuƟve runs to be

performed. Firstly, 2 empty pans are heated at 20 ◦Cminute−1 over the desired temperature

range. The sapphire standard is then placed into one of these pans and the experiment

repeated in order to obtain a reference specific heat capacity from the instrument. This

process is then repeated for two empty pans, before the sample to be tested can be added

to one of these pans, and the measurement repeated a final Ɵme. The heat capacity of the

sapphire standard and the sample can then be isolated from the heat capacity of the pans by

measuring the difference in heat flow between the measurements at a given temperature.

Given that the heat capacity of the sapphire standard is well known it is then possible to

convert the heat flow data for the sample to heat capacity, and then using the mass of the

sample determine the specific heat capacity of the sample being tested.398

One challenge with this method is that the mass of the pans, and their contents, must

remain constant throughout the measurement. Therefore, when tesƟng liquids, which tend

to be volaƟle and evaporate in the temperature ranges used, hermeƟcally sealed pans are

needed in order to avoid changes in mass of the sample, which will affect the final results.

4.2.3. Thermal Diffusivity by Laser Flash

Of the three thermal properƟes menƟoned in this secƟon, thermal diffusivity is possibly

the most challenging to measure. Therefore it is common to use equaƟon 4.1 to calculate

this from specific heat capacity and thermal conducƟvity as opposed tomeasuring it directly.

However, it is possible to determine thermal diffusivity by experimental methods with the

most commonly used method being the flash method, detailed in ASTM E1461-13.399

Thermal diffusivity can be thought of as a measure of the rate of heat transfer through
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a substance and has units of m2 s−1. In materials with high thermal diffusivity, such as met-

als, temperature gradients will not persist for long periods across the substance as heat is

transferred quickly, evening out gradients.

Measurement of thermal diffusivity of liquids once again employs transient methods

of measurement. The flash method involves the rapid illuminaƟon of one side of a thin

quanƟty of the sample with a high intensity energy pulse, most commonly a laser source.

This causes a temperature rise in one side of the sample. Simultaneously the temperature

of the far side of the sample is recorded and the thermal diffusivity can then be calculated

from the thickness of the sample and t1/2, the Ɵme taken for the far side of the sample to

reach half of its maximum temperature.399

Measurement of thermal diffusivity requires specialist equipment in order to record the

precise changes in temperature required and to isolate the sample from external influences

on temperature. For this reason mathemaƟcal determinaƟon from specific heat capacity

and thermal conducƟvity is oŌen preferred.

4.3. Viscosity

In order to establish the potenƟal of nanofluids in lubricant applicaƟons one character-

isƟc that must be carefully monitored is viscosity. Commercial lubricants are formulated

to have specific viscosiƟes and use viscosity modifiers such as polymers in order to meet

these criteria. However, the formaƟon of nanofluids by the addiƟon of graphene is likely

to cause undesired changes in viscosity due to the presence of solid addiƟves, in spite of

their nanoscale dimensions. For this reason it is important to assess the viscosity of any

nanofluids produced.

As a result of the varied condiƟons that lubricants are subjected towithin an engine then

the measurement of their viscosiƟes must also take place under a range of condiƟons. For

this reason, both the kinemaƟc and high shear viscosiƟes of the nanofluids produced will be
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examined.

4.3.1. Kinematic Viscosity

The kinemaƟc viscosity of a liquid can be thought of as its viscosity under low shear

condiƟons, such as flowunder gravity. This is themost commonlymeasured formof viscosity

and is important for characterisƟcs of a lubricant such as their ability to flowout of reservoirs

and to coat components. Lubricants with too high a kinemaƟc viscosity will not flow through

the system they are supposed to be lubricaƟng while those with a viscosity that is too low

will simply flow off components and fall to the lowest point, which may not provide opƟmal

lubricaƟon.

KinemaƟc viscosity is highly dependant on temperature and for this reason it is mea-

sured at a range of temperatures, in order to understand the behaviour of the fluid under

all condiƟons it may encounter during use.

Standardmethods formeasuring kinemaƟc viscosity have been provided byASTM:D445-

06, and D446-07.400,401 These standard documents describe the use of glass capillary kine-

maƟc viscometers to determine the kinemaƟc viscosiƟes of transparent and opaque liquids.

In brief, a known volume of liquid is allowed to flow through a calibrated capillary tube

under gravity and the Ɵme taken for this to occur is measured.400 This Ɵme can then be con-

verted to the kinemaƟc viscosity through equaƟon 4.2, where v is the kinemaƟc viscosity in

mm2 s−1 or cSt, t is the Ɵme, in seconds, and C is the calibraƟon constant of the viscometer,

measured in mm2 s−2.

v = Ct (4.2)

With kinemaƟc viscosity there is no general trend, such that higher or lower viscosity is

preferable. However, each lubricant is specifically formulated to meet a certain kinemaƟc

viscosity range, which will perform best in the applicaƟon it is designed for. For this reason,
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when tesƟng the kinemaƟc viscosity of nanofluids with graphene based addiƟves, the goal is

that the addiƟvesmake as liƩle change in the kinemaƟc viscosity of the lubricant as possible,

in order to avoid the need to change the formulaƟon to return the viscosity to the opƟmal

range.

4.3.2. High Shear Viscosity

Alongside the measurement of kinemaƟc viscosity, discussed above, it is also relevant

to measure the viscosity of lubricants under more extreme condiƟons. In this case, those

with a much higher shear rate, similar to those found within engine bearings. The tesƟng of

high shear viscosity was performed using an ultra-shear viscometer (USV); this instrument

consists of a disc that rotates within the fluid being tested. The speed of this rotaƟon is what

induces the high shear on the sample whilst viscosity can be determined through careful

measurement of the torque on the motor. Shear rates commonly measured using USV are

in the range of 1 × 106-1 × 107 s−1. As for the kinemaƟc viscosity, the high shear viscosity is

closely linked to temperature, and so this must be closely controlled alongside the recording

of high shear viscosity over a range of temperatures to see its impact.

When studying the high shear viscosity of lubricants, their properƟes with changing

shear rate depend on whether they are Newtonian or non-Newtonian. In general, the base

fluids used for lubricants are Newtonian, meaning that their viscosity does not depend on

the shear rate. For these fluids, tesƟng of high shear viscosity is not very informaƟve as vis-

cosity and shear rate are proporƟonal. However, when these base fluids are used to produce

formulated oils they aremixedwith a package of addiƟves, one of which is usually a viscosity

modifier. As a result of the presence of this modifier, formulated oils are non-Newtonian

and exhibit shear-thinning. This means that measuring their viscosity under high shear is

once again important as it is affected by shear rate.

As with kinemaƟc viscosity, the high shear viscosiƟes of lubricants are controlled care-

fully with their final applicaƟons in mind. Therefore, the aim when adding graphene based
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modifiers to these lubricants is to avoid significant changes in their high shear viscosity.

One other point of note is that it is possible that the presence of graphene based addiƟves

could result in the Newtonian properƟes of the fluid changing. Observing how the viscosity

changes as a funcƟon of shear rate will give an indicaƟon of if the graphene based addiƟves

have caused any changes to the Newtonian properƟes of the fluid.

4.4. Friction andWear

A final important set of characterisƟcs for nanofluids when applied as funcƟonal fluids

in automoƟve applicaƟons is their fricƟon and wear properƟes. FuncƟonal fluids are fre-

quently used as lubricants, coaƟng moving parts and allowing them to slide past one and

other, minimising the energy consumed by fricƟon and prevenƟng wear on the components.

When examining the tribological properƟes of a lubricant the main property that is of con-

cern is the coefficient of fricƟon. This is commonly measured through the use of a mini

tracƟon machine (MTM). The behaviour of a lubricant is heavily dependant upon the condi-

Ɵons it is studied under, and for this reason coefficient of fricƟon is oŌen measured across

a range of condiƟons in order to give a full picture of the behaviour of the lubricant.

A MTM consists of 2 components, which move relaƟve to each other at a controlled

force and speed. In general, the components are a steel ball and a steel disc which are

independently driven against each other, in rotaƟon, to produce a rolling-sliding contact.402

The fricƟonal force and applied load are recorded by the instrument and can be used to

determine the coefficient of fricƟon of the lubricant being studied over a range of speeds.

The wear properƟes of lubricants can be studied simultaneously in MTM by examining the

surfaces of the components before and aŌer the test and looking for any scratches, piƫng

or obvious damage as a result of the forces applied. However, this is qualitaƟve and relies on

comparison of the results with those for other lubricants tested using similar measurement

protocols.
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Figure 4.2: A schemaƟc to show the relaƟve posiƟon of both the surfaces and the thickness of
the lubricant layer in the A) boundary and B) hydrodynamic lubricaƟon regimes.

Measurement of coefficient of fricƟon in MTM can follow different protocols depending

upon the lubricaƟon regime that is being studied. In this study two different methods were

used to study the boundary regime, and the hydrodynamic regime. The differences between

these lubricaƟon regimes, and themeasurement protocols used to study themare described

below.

4.4.1. Boundary Regime

The boundary regime of lubricaƟon is the behaviour that occurs when either the normal

force, applied during the measurement, is high or the rotaƟonal speed is low. Under these

condiƟons an extremely thin filmof lubricant is all that can be held between the two surfaces

being tested with some parts of the surface coming into contact as a result of microscopic

surface roughness (figure 4.2 A). The result of this is that the coefficient of fricƟon under

this regime is largely determined by the properƟes of the surfaces as opposed to those of

the liquid component of the lubricant. This is not to say, however, that lubricants can not

have an impact on coefficient of fricƟon under boundary condiƟons.

The principle method by which lubricants alter surface properƟes under boundary con-

diƟons is by the formaƟon of tribofilms. These are films of material that coat the surfaces of

the system, altering its tribological properƟes as the components slide over one and other.

These tribofilms can form in several ways. In a simple lubricant system they can be com-

posed of molecules of the lubricant base fluid, either trapped near to the surface by the

pressure between the components, or self-assembling to form a film due to the chemistry
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of the base fluid and the surface. However, in more complex lubricants, containing addi-

Ɵves, these tribofilms are oŌen formed through the deposiƟon of these addiƟves onto the

surfaces of the components, forming a coaƟng. Common addiƟves used to form tribofilms

include graphite,403 MoS2,404 and C60.405

As well as modifying the coefficient of fricƟon in the boundary regime, tribofilms com-

posed of addiƟves may also improve the wear characterisƟcs of a system by acƟng as a

sacrificial layer between components which is worn away in preference to damaging their

surfaces.

Measurement of the coefficient of fricƟon in the dynamic regime in the MTM involves

tesƟng over a prolonged period of Ɵme (several hours) at low speeds (0.05m s−1). This pro-

longed duraƟon allows the system to properly seƩle and for any tribofilms to form and their

effects to become apparent in the value of coefficient of fricƟon measured.

4.4.2. Hydrodynamic Regime

Increased measurement speeds from those which create boundary condiƟons cause a

change in the lubricaƟon regime of the system. Increasing speed leads to lubricant being

drawn into the spaces between components from the surrounding reservoirs, pushing the

surfaces of the components apart. The effect of this is that the properƟes of the surfaces

no longer have an effect on the coefficient of fricƟon between them, and this value is now

determined solely by the properƟes of the fluid component of the lubricant. This change in

behaviour is illustrated in figure 4.2 B.

As the surfaces within the test system no longer come into contact with one and other,

their fricƟonal properƟes no longer have an impact on the coefficient of fricƟon of the sys-

tem. This means that any tribofilms, formed from lubricants or addiƟves will no longer be

effecƟve and the only way to alter the coefficient of fricƟon of the system is to manipulate

the properƟes of the fluid component of the lubricant. The key property that impacts on
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the coefficient of fricƟon in the hydrodynamic regime is the viscosity of the base fluid since

fluids with higher viscosity have lower hydrodynamic coefficients of fricƟon.406

Measurement of the coefficient of fricƟon in the hydrodynamic regime is also performed

in the MTM. However, unlike for tesƟng in the boundary regime, which uƟlises a constant

speed, an increasing speed is used, over a much shorter Ɵme. The speed is ramped from

0.01-4m s−1 over a period of 5minutes and the coefficient of fricƟon is measured over this

range of speeds.

4.4.3. Measurement of frictional and wear properties

The fricƟon and wear characterisƟcs of nanofluids were tested in conjuncƟon with Shell

Global SoluƟons at their laboratories in Hamburg. Analysis of the tribology of nanofluids

was performed using MTM analysis.

Measurements of the coefficients of fricƟon in both the boundary and hydrodynamic

regimes were combined into one test protocol. This involved two test steps. The hydrody-

namic step consisted of a speed ramp from 4-0.01m s−1 over a period of 5minutes and the

boundary step consisted of measurement at a steady speed of 0.05m s−1 for 60minutes.

The full test protocol consisted of tesƟng in the hydrodynamic regime iniƟally, followed

by the boundary regime for 60minutes. These steps were then repeated unƟl a total of

180minutes of tesƟng under boundary condiƟons had been completed, whereupon a final

step under the hydrodynamic regime was performed to complete the measurement. All

tesƟng was performed at 120 ◦C in order to mimic the operaƟng condiƟons of an engine.

Full experimental details can be found in secƟon 8.1.11. The reason for the use of this in-

tegrated tesƟng protocol, as opposed to tesƟng the boundary and hydrodynamic regimes

separately is that it more accurately mimics realisƟc condiƟons that the nanofluids would

experience in an engine. The repeated test steps also mean that, in the event the nanofluid

forms a tribofilm under one or other of the test regimes, the impact of this tribofilm under

the other regime can then be assessed in the following step.
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Making use of the suite of tesƟng techniques describes above allows the tribological

properƟes of nanofluids produced to be properly assessed and allows the impact of graphiƟc

addiƟves on these properƟes to be assessed.
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SĚėċĆĈęĆēę-ċėĊĊAĖĚĊĔĚĘDĎĘĕĊėĘĎĔēĘ

Ĕċ RĊĉĚĈĊĉ GėĆĕčĊēĊ OĝĎĉĊ

5.1. Introduction

As has been discussed above, the producƟon of stable dispersions of graphene is a sig-

nificant challenge that must sƟll be met. Within the context of this project, improving the

dispersibility of graphene is of parƟcular importance as in order for graphene materials to

improve the thermal and tribological properƟes of lubricants and thermal fluids stable, high

concentraƟon dispersions will be required.

Whilst graphene’s dispersibility is known to be good in solvents such as NMP and DMF

these also have the drawback of being both high boiling and toxic,407–409 making their use in

large volume commercial situaƟons less than ideal. Many applicaƟons for graphene require

it to be in the form of a dispersion and so much research is focussing on finding methods of

improving the dispersibility of graphene in safer, more pracƟcal, and more commonly used

solvents.

Although a wide range of methods have been presented to improve graphene’s dis-

persibility in a variety of solvents none of these are without drawbacks.292 Most commonly

thesemethods involve themodificaƟonof graphene (discussed in detail in secƟon 1.7)which

falls into the categories of covalent and non-covalent. Covalentmethods ofmodificaƟon pro-

duce permanent funcƟonalisaƟon which can not easily be removed and can also disrupt the

sp2 network of the graphene sheets, with potenƟal negaƟve impact on many properƟes.410

Non-covalentmodifiers interactwith the graphene sheets through non-bonding interacƟons
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such as van der Waals forces or π-π stacking meaning the sp2 network can remain intact. In

spite of this, it has been shown that thesemodifiers can sƟll impact on some properƟes such

as electronic conducƟvity and their removal is not a trivial exercise, oŌen requiring heaƟng

to high temperatures to burn off the modifier.82

As a result of this it is desirable to develop new methods of dispersing graphene in low

boiling, commercially used solvents which are reversible, allowing the properƟes of the dis-

persed material to be restored. The work in this chapter describes a novel method for im-

proving the dispersibility of graphene and its related materials in commonly used, low boil-

ing solvents by making use of prior dispersion in good solvents for graphene.

5.2. High Concentration Dispersions of

Reduced Graphene Oxide

In order to facilitate the large scale dispersion of graphene materials in commonly used

solvents a novel method is presented to produce high concentraƟons, stable dispersions

of graphene without the use of surfactants or covalent modificaƟon by making use of the

favourable interacƟon and good dispersibility of graphenematerials in solvents such as NMP

and DMF. These small solvent molecules are used in a similar manner to surfactants to im-

prove the dispersibility of rGO in more common, safer solvents such as water. Detailed

procedure and analysis for this novel method is presented below.

High concentraƟon, surfactant free, dispersions of rGO in common solvents were first

achieved using a method involving pretreaƟng rGO with NMP, followed by redispersion into

other solvents such as water and ethanol to achieve high concentraƟon, surfactant-free dis-

persions of rGO.

The rGO used to produced these dispersions was synthesised using a route, widely used

in the literature. Briefly, graphite oxide was produced using the Hummers method (sec-
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Ɵon 8.3.1) and then exfoliated to produce GO as described in secƟon 8.3.2 before being

reduced using hydrazine monohydrate (secƟon 8.3.4) to produce rGO. The rGO produced

using this method was a black powder which exhibited poor dispersibility in water. This

material was fully characterised and details of this are included in Appendix D.

5.2.1. Dispersion of Graphene using Predispersion

In order to improve the dispersibility of rGO it is necessary to modify its surface proper-

Ɵes. This is achieved by pretreaƟng the rGO by dispersing it in NMP using condiƟons that

are known to produce good dispersions of rGO (ultrasonicaƟon was used to disperse rGO in

NMP at concentraƟons of 1mgml−1. Further details of this experimental procedure can be

found in secƟon 8.3.15). The result of this procedure was a stable, black dispersion of rGO

in NMP.

In order to then disperse rGO in other, more pracƟcal, solvents it must be isolated from

the NMP dispersion. This was achieved by pouring the dispersion into acetonitrile (MeCN),

causing destabilisaƟon, before the rGO was isolated from the solvent mixture using vacuum

filtraƟon. We refer to the isolated material as NMP pretreated rGO (NMPrGO). The MeCN

acts to remove excess NMP from the NMPrGO.

NMPrGO displays different solubility behaviour to that exhibited by untreated rGO, with

greatly improved stability in a range of non-polar solvents. Dispersions of NMPrGO in wa-

ter and ethanol were produced, once again using ultrasonicaƟon to disperse the material,

(as detailed in secƟon 8.3.19) which were then centrifuged in order to remove any unsta-

ble parƟcles of NMPrGO, forming stable, dark dispersions of rGO in solvents that are oŌen

considered to be poor solvents for rGO.
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5.2.2. Concentration of Dispersions of NMPrGO

UV-Vis spectroscopy was used in order to establish the concentraƟon of the dispersions

of NMPrGO produced above. As has been discussed in secƟon 3.4, UV-Vis spectroscopy of

a soluƟon allows its concentraƟon to be established through use of the Beer Lambert law.

For graphene and other carbon nanomaterials it is convenƟonal to use the absorbance at

∼660 nm to determine the concentraƟon of a dispersion. Whilst it would be ideal to mea-

sure the specific absorpƟon coefficient, α, of NMPrGO this was unfortunately not possible

as a result of the fact it was not possible to produce dispersions at precise, known concentra-

Ɵons in the range required. DeterminaƟon of accurate and precise values of α, parƟcularly

for carbon nanomaterials, is known to be a notoriously difficult process.

As a result of this it was decided to make use of the values of α for graphene reported

in the literature, with the most recently published result by Khan et al. believed to be the

most accurate: α =3620mlmg−1 m−1 at 660 nm.364 Whilst this means that there may be

some slight inaccuracies in the absolute concentraƟons of NMPrGO reported, the fact that

absorbance is proporƟonal to concentraƟon means that relaƟve values between compara-

ble experiments , such as those performed in this study, are reliable. As a result of this

efforts have been made to report concentraƟons as raƟos, comparing the concentraƟon of

a control dispersion with that being studied, throughout this work.

RepresentaƟve UV-Vis spectra of dispersions of NMPrGO, alongside control dispersions

of rGO, in water are shown in figure 5.1. The producƟon of dispersions has been repeated

seven Ɵmes to ensure reproducibility of the procedure used. Using the Beer-Lambert law,

the concentraƟon of these dispersions was determined and dispersions of NMPrGO were

found to have concentraƟons of 19.9 ± 2.3 μgml−1 which represents over a six-fold increase

compared to the concentraƟon of rGO in water (3.1 ± 0.3 μgml−1). The dispersions pro-

duced using this method were shown also shown to have excellent stability with concentra-

Ɵons showing no significant change in a period of over a year.
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Figure 5.1: UV-Vis spectra of dispersions of A) rGO in water, and B) NMPrGO in water. Inset:
photographs of dispersions A, and B.

Dispersions of rGO inwaterwere produced to act as controls for these experiments using

the method described in secƟon 8.3.22.1 Analysis of these dispersions using UV-Vis spectro-

scopy, combined with the Beer-Lambert law, allowed their concentraƟons to be determined

as described in secƟon 3.4. UƟlising the absorpƟon coefficient determined by Khan et al. the

concentraƟon of these dispersions were found, as menƟoned above, to be 3.1± 0.3 μgml−1

(figure 5.1 A).

5.2.3. Mechanism of Improved Dispersibility

In order to beƩer understand the processes occurring during the predispersion of rGO in

NMP and the reasons for the improved dispersibility of graphene treated in this way it was

necessary to perform further experiments. We postulated that the reason for the change in

soluƟon properƟes of NMPrGO could be due to the presence of small quanƟƟes of residual

NMP remaining on the surfaces of the rGO sheets aŌer the isolaƟon of NMPrGO.

In order to test this hypothesis NMPrGO was produced in the manner described above,
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but aŌer its isolaƟon was dried under vaccum (< 10mbar) at 60 ◦C overnight to induce

evaporaƟon of any residual NMP. Redispersion of this dried NMPrGO in water made it im-

mediately apparent that the drying process had caused a change to the NMPrGO as its dis-

persibility in water had returned to a value close to that of untreated rGO. UV-Vis spect-

roscopy of the dispersions produced showed that the concentraƟon of the dired NMPrGO

was ∼6 μgml−1. This is over three Ɵmes less than that of that of undried NMPrGO, and less

than twice that of untreated rGO. The UV-Vis spectra of rGO, dried NMPrGO and NMPrGO in

water are all shown in figure 5.2 along with photographs of the dispersions clearly showing

the marked decrease in concentraƟon that occurs as a result of drying NMPrGO. These data

correlate well with our iniƟal postulate that the presence of the NMP is the reason for the

change in soluƟon properƟes observed for NMPrGO.

Figure 5.2: UV-Vis spectra of dispersions of A) rGO in water, B) dried NMPrGO in water, and C)
undried NMPrGO in water. Inset: photographs of dispersions A, B, and C.

The reducƟon in dispersibility of NMPrGO aŌer drying, described above, has a greater

implicaƟon. This show that it is likely that the NMP used to predisperse rGO can be removed

simply by heaƟngunder vacuummeaning that the process of predispersing rGOusingNMP is

reversible; this is not the case for either covalent funcƟonalisaƟon or the use of surfactants.
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5.2.4. Detection and Impact of Residual NMP

In an aƩempt to detect the presence of this residual NMP, dispersions of NMPrGO in

water were analysed by high performance liquid chromatography (HPLC). Known concentra-

Ɵons of NMP inwaterwere prepared in the ranges of 0.05-0.5 vol. % and then analysed using

HPLC in order to prepare a calibraƟon curve for absorbance in the HPLC detector against con-

centraƟon of NMP. These data are included in Appendix D. This calibraƟon was then used

to calculate the concentraƟon of residual NMP that was present in dispersions of rGO and

NMPrGO in water based on HPLC of the dispersions. These data are shown in table 5.1 and

clearly demonstrate that residual NMP is present in dispersions of NMPrGO in water. Full

details of this procedure are found in secƟon 8.1.8.

Table 5.1: The concentraƟons of residual NMP in dispersions of NMPrGO in water, as deter-
mined by HPLC.

DescripƟon Residual NMP ConcentraƟon / vol. %
rGO in water 0.00
NMPrGO in water 0.16 ± 0.05
Dried NMPrGO in water 0.00
NMPrGO prepared without MeCN 0.54± 0.04

HPLC also makes it apparent that the process of drying NMPrGO aŌer its isolaƟon leads

to a significant reducƟon in the quanƟty of residual NMP; up to a point it is no longer de-

tectable using HPLC. This correlates well with the change in soluƟon properƟes of dried NM-

PrGO, observed above, and shows that the use of predispersion as a method of improving

the dispersibility of rGO has advantages compared to convenƟonal non-covalent methods

of dispersing graphene, such as the use of surfactants, as it is possible to remove the residual

dispersant through a trivial procedure, such as heaƟng, whereas surfactants are notoriously

difficult to remove.410 These data also show that no NMP is present (as is expected) in the

control dispersions of unmodified rGO in water.

As has been discussed in secƟon 1.8 interacƟons between graphene and its solvents can

be described by Hansen solubility parameters, with NMP having some of the most closely

matched parameters to those of graphene, explaining graphene’s relaƟvely good dispersibil-
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ity in this solvent.86,227,347 Similarly, Hansen parameters also predict the poor dispersibility

of graphene in solvents such as water as the values match poorly, with both of these facts

being illustrated by the Hansen parameters shown in table 5.2.

Table 5.2: Three part Hansen solubility parameters of graphene and rGO as reported by Her-
nandez et al. and Konios et al. 86,227 alongside those of known good solvents for graphene as
reported by Hernandez et al. and Hansen.86,347

⟨δD⟩ / MPa 1
2 ⟨δP ⟩ / MPa 1

2 ⟨δH⟩ / MPa 1
2

graphene 18.0 9.3 7.7
rGO 17.9 7.9 10.1
NMP 18.0 12.3 7.2
DMF 17.4 13.7 11.3
cyclopentanone 17.9 11.9 5.2
cyclohexanone 17.8 8.4 5.1
N-formyl piperidine 18.7 10.6 7.8
vinyl pyrrolidone 16.4 9.3 5.9
H2O 15.5 16.0 42.3
Ethanol 15.8 8.8 19.4

Upon dispersion of rGO in NMP it has been shown, due to their well matched Hansen

parameters that a layer of NMP will form close to the surface of the graphene.345 During

the isolaƟon of NMPrGO we believe that this layer of NMP remains on the surface of the

NMPrGO during its isolaƟon and upon redispersion is the cause of the improved aqueous

dispersibility described above, with the layer of residual NMP acƟng as a funcƟonal layer

and mediaƟng the interacƟons between rGO and water. This improves the concentraƟon

and stability of the dispersions that can be produced. A schemaƟc representaƟon of the

final dispersion is shown in figure 5.3.

In order to aƩempt to prove this hypothesis, it would be necessary to detect the pres-

ence of this NMP on the surface of the NMPrGO sheets. However, achieving this is a chal-

lenge using the the techniques classically used to characterise graphene materials. One

technique that could be potenƟally give valuable informaƟon on this subject is atmospheric

solids analysis probe-mass spectroscopy (ASAP-MS). This is an advanced mass spectroscopy

(MS) technique which can be used to detect volaƟle and semi-volaƟle solids and liquids at

atmospheric pressure, developed in 2005 byMcEwen et al. 411 In ASAP-MS, the sample to be

analysed is introduced into the instrument on the exterior of a capillary tube, allowing both
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Figure 5.3: A graphic representaƟon showing the interacƟon of NMP molecules (yellow) rGO
(grey). NMP reduces the amount of direct interacƟon occurring between rGO and water (red)
resulƟng in the improved dispersibility of NMPrGO observed.

solids and liquids to be analysed. The sample is vaporised using heated nitrogen before ion-

isaƟon is achieved through corona discharge. This ionisaƟon technique has the advantage

of being extremely gentle and so liƩle fragmentaƟon is expected in this technique.

It is expected that, in ASAP-MS, graphene sheets will adhere to the surface of the capil-

lary tube and any volaƟle substances on their surface will be vaporised and can be analysed

in the spectrometer. This would allow the presence of NMP on the surface of NMPrGO to

be detected.

As a proof of concept, the ability of ASAP-MS to detect NMP at the concentraƟons ex-

pected in dispersions of NMPrGOwere tested. Aqueous soluƟons of NMPwere prepared at

concentraƟons of 0.1 vol. % and 0.3 vol. % and analysed by ASAP-MS. The spectra produced

show that NMP was clearly observed in the spectra obtained (shown in Appendix D) with a

clear peak at m/z=100.1 Da which corresponds to the expected peak for protonated NMP

(M+H=100.1 Da).

Given the success of this trial it was then decided to examine aquoues dispersions of
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NMPrGO using ASAP-MS to see if the presence of NMP could be detected. Aqueous disper-

sions of NMPrGO were prepared, as described in secƟons 8.3.15 and 8.3.19 and the ASAP-

MS capillary tube was dipped into the dispersions before being placed in the spectrometer.

Analysis of dispersions of NMPrGO by ASAP-MS showed the presence of a large peak at

m/z=100.1 Da, which corresponds to M+H for NMP. The mass spectrum obtained from this

dispersion is shown in figure 5.4.

Figure 5.4: ASAP-MS of a dispersion of NMPrGO inwater, showing the presence of the expected
M+H peak for NMP at m/z=100.1 Da. Peak at m/z=214Da due to the presence of plasƟciser.

As a control, a dispersion of unmodified rGO in water was also analysed to show that

there is no NMP present as well as that no fragments of rGO have masses that coincide with

the peaks produced by NMP. The mass spectrum for this dispersion is shown in figure 5.5.

Based on these data, it should be easy to detect the presence of residual NMP using ASAP-

MS. It should be noted that the large peak present in figure 5.5 at m/z=214Da arises from

the presence of N-butyl benzenesulfonamide, a commonly used plasƟciser, and is visible in

all spectra obtained so should be ignored.
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Figure 5.5: ASAP-MS of a dispersion of unmodified rGO in water, showing the absence of signif-
icant peaks in the range where the molecular ion for NMP is expected (∼ m/z=100Da). Peak
at m/z=214Da due to the presence of plasƟciser.

ASAP-MS was also used to study other dispersions of rGO and NMPrGO to establish the

presence or absence of NMP. These spectra are included in Appendix D and are summarised

in table 5.3. Alongside this result, it was also found that NMP could be detected in other dis-

persions including in 0.1 vol. % and 0.5 vol. % aqueous NMP andNMPrGO thatwas produced

with the omission of the MeCN step. On the other hand, it was not possible to detect NMP

using ASAP-MS in dispersions of NMPrGO that have been dried (by heaƟng overnight under

vacuum) before being redispersed in water. This shows that simply heaƟng NMPrGO has the

effect of removing a significant proporƟon of the residual NMP off the surface of the rGO

sheets, supporƟng our hypothesis for the mechanism of improved dispersibility of NMPrGO

and meaning that this method of dispersion of rGO is reversible.

Following on from this the isolated solid NMPrGOwas also analysed by ASAP-MS to see if

NMP could be detected directly on the surface of the rGO sheets. In order to perform ASAP-

MS on the solid sample, the capillary tube was dipped into the isolated graphene material,
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Table 5.3: A table showing whether the peak for M+H of NMP is present or absent in a range
of dispersions of NMPrGO and rGO.

Dispersion NMP peak (m/z=100.1 Da)
rGO in water 7

NMPrGO in water 3

rGO in 0.1 vol. % NMP 3

rGO in 0.5 vol. % NMP 3

Dried NMPrGO in water 7

NMPrGO in water (prepared without MeCN) 3

which adhered to the tube. When this is exposed to hot gasses in the mass spectrometer

volaƟle compounds on the surface of the rGO sheets are vaporised and can be detected by

the spectrometer.

Using this technique, rGO isolated from water was analysed as a control to prove, once

again, that no NMP could be detected. Following on from this, ASAP-MS was performed on

the same dispersions as above, namely rGO isolated from aqueous NMP, NMPrGO, dried

NMPrGO and NMPrGO prepared without MeCN as well as NMPrGO that had been isolated

aŌer being redispersed in water. The mass spectra for these materials are included in Ap-

pendix D, and the data is summarised in table 5.4

Table 5.4: A table showing whether the peak for M+H of NMP is present or absent in the mass
spectra for a range of rGOs in the solid state that have been isolated from dispersions.

Material NMP peak (m/z=100.1 Da)
rGO isolated from water 7

NMPrGO 3

rGO isolated from 0.1 vol. % NMP 3

Dried NMPrGO 3

NMPrGO isolated from water 3

These data clearly show the presence of residual NMP on the surface of the rGO sheets

that had been exposed to NMP, supporƟng our hypothesis that its presence is the reason

for the dispersibility of NMPrGO.

In order to rule out the possibility that sonicaƟon in NMP is damaging and fragmenƟng

NMP, causing the changes in dispersibility observed, 1H and 13C nuclear magneƟc resonance

spectroscopy (NMR)was performed onNMP that had been sonicated using comparable con-

diƟons to those used to produce NMPrGO (secƟon 8.3.21). Comparing the spectra recorded
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for these samples with those for untreated NMP (Appendix D) shows that there is no signif-

icant difference between the spectra, with no addiƟonal peaks being observed due to the

presence of fragments. This implies that the condiƟons used to prepare NMPrGO do not

cause fragmentaƟon of NMP so the changes in dispersibility reported are not as a result of

the presence of fragments of NMP.

While the interacƟons between rGO and NMP are described well by Hansen solubility

paramters the same can not be said for the interacƟon between water and NMP with the

two sets of solubility parameters having significantly different values in spite of the miscibil-

ity of the two solvents. This is due to one of the limitaƟons of Hansen parameters which do

not take into account the ability of molecules to act as donors and acceptors in hydrogen

bonding reacƟons, instead only having a single parameter for hydrogen bonding. In order

to fully explain these interacƟons it is necessary to examine an alternaƟve set of solubility

parameters: the Kamlet-TaŌ parameters.412,413 These are a set of two-part solubility param-

eters that can be used to describe the hydrogen bonding acƟvity between two materials.

They are composed of: α - the hydrogen bond donor acidity412 and β - the hydrogen bond

acceptor basicity.413 Solvents with a high value of α will act as hydrogen bond donors to

those with high values of β. Water and NMP have values for α of 1.17 and 0.00, and for β

of 0.18 and 0.77 respecƟvely.414,415 This explains their good miscibility as water will act as a

hydrogen bond donor to NMP. Whilst the Kamlet-TaŌ parameters take a different approach

to determining molecular interacƟons than the Hansen parameters, it has been shown it

is an equally valid system for the predicƟon of good solvents for graphene and so can sƟll

applied in this system.270

Given the low residual amounts of NMP found using HPLC in dispersions of NMPrGO it

might be expected that merely the presence of this NMP would be enough to improve the

dispersibility of rGO. In order to test this, aqueous soluƟons of NMP were prepared con-

centraƟons of 0.1-0.5 vol. % and then were used to disperse rGO via ultrasonicaƟon using

the same procedure as was used for the dispersion of rGO in water described above (sec-

Ɵon 8.3.22.1). AŌer centrifugaƟon, it was immediately obvious that the concentraƟon of
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rGOwasmuch lower than for dispersions of NMPrGO in water. UV-Vis spectroscopy allowed

the concentraƟon of rGO in these dispersions to be determined, via the Beer-Lambert law,

and showed that rGO could only be dispersed at 6.0 ± 0.4 μgml−1 in 0.5 vol. % NMP - over

three Ɵmes less than the concentraƟon of NMPrGO in water. RepresentaƟve UV-Vis spectra

and photographs of the dispersions produced are displayed in figure 5.6.

Figure 5.6: UV-Vis spectra of dispersions of A) rGO in water, B) rGO in 0.5 vol. % NMP, and C)
NMPrGO in water. Inset: photographs of dispersions A, B, and C.

We believe that when rGO is dispersed in aqueous dispersions of NMP the majority of

NMP molecules are already solvated by water meaning that when rGO is added and dis-

persed it is unable to interact with the NMPmolecules, inhibiƟng the formaƟon of the layer

of NMP that is achieved by predispersion and is essenƟal for improving the dispersibility of

rGO.

Whilst, as we have demonstrated, the removal of NMP from NMPrGO can be achieved

simply by heaƟng it is sƟll desirable to keep the concentraƟon of NMP in the final dispersion

as low as possible due its toxicity. This is the reason for the use of the MeCN when prepar-

ing NMPrGO. This step acts to remove as much NMP that is not interacƟng with the surface

of rGO as possible; thus reducing the concentraƟon of NMP when NMPrGO is dispersed
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in water. HPLC was used to compare the concentraƟon of NMP in aqueous dispersions

of NMPrGO produced with and without MeCN (secƟon 8.3.16) and it was found that the

use of MeCN reduced the concentraƟon of excess NMP from 0.49 ± 0.04 vol. % to 0.19 ±

0.05 vol. % (table 5.1).

UV-Vis spectroscopy of the dispersions of NMPrGO produced without MeCN revealed

concentraƟons to be in the range 28.2 ± 1.1 μgml−1 (compared to 19.9 ± 2.3 μgml−1 for

dispersions of NMPrGO produced using theMeCN), so whilst the MeCN does reduce the

concentraƟon of the final dispersion, it also has the effect of greatly reducing the concen-

traƟon of free NMP. This allows the final dispersion to be tailored, depending on whether

concentraƟon of rGO or of residual NMP is most important. It should also be possible to

tailor the concentraƟon of the rGO dispersion by adjusƟng the amount of residual NMP.

In order to ensure that the presence of theMeCN itself was not causing an increase in the

dispersibility of the NMPrGO, rGOwas dispersed in water, added toMeCN, isolated through

vacuum filtraƟon and finally redispersed in water (full detail is given in secƟon 8.3.22.2).

Analysis of the dispersions produced by UV-Vis spectroscopy showed that this procedure

created dispersions with concentraƟons of ∼6 μgml−1. Photos and UV-Vis spectra for these

dispersions are shown in Appendix D. This represents an increase of less than 2 Ɵmes com-

pared to dispersions prepared by simply by sonicaƟon of rGO in water (∼3 μgml−1). This

demonstrates that the use of MeCN acts to remove excess NMP whilst not being the cause

of the improved dispersibility observed aŌer NMP predispersion.

A final factor to take into consideraƟon is that the producƟon of NMPrGO involves two

sonicaƟon steps, with a total duraƟon of 40 minutes whereas producƟon of control disper-

sions of untreated rGO in water used only a duraƟon of 20 minutes. To ensure this factor

did not cause a significant increase in dispersibility rGOwas dispersed in water, as described

in secƟon 8.3.22.1, but using a sonicaƟon Ɵme of 40 minutes. This produced pale grey dis-

persions which, when analysed by UV-Vis spectroscopy, were found to have concentraƟons

of ∼6.0 μgml−1. Photos and UV-Vis spectra for these dispersions are shown in Appendix D.
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Whilst this is an increase in concentraƟon over that of dispersions produced using 20 min-

utes of sonicaƟon, the increase in concentraƟon is less than two-fold. This indicates that

the increase in sonicaƟon Ɵme is not the reason for the improved dispersibility of NMPrGO.

5.3. Characterisation of NMPrGO

In order to ensure that no chemical or physical changeswere occurring in the preparaƟon

of NMPrGO from rGO that could be causing the changes in its dispersibility observed above,

thorough characterisaƟon of both rGO and NMPrGO has been carried out.

5.3.1. TEM

In order to ensure that themethods used to produce NMPrGO do not cause any damage

to the structure of the graphene sheets or change their size TEMwas used to examine sheets

of NMPrGO and compare them to sheets of unmodified rGO. If the process used to produce

NMPrGO caused changes in the size of sheets this would be another possible cause for the

changes in dispersibility observed,

Micrographs of both rGO and NMPrGO are shown in figure 5.7. SimilariƟes between the

two materials can clearly be observed with both samples appearing to universally contain

thin and flat sheets with lateral dimensions of the order of a couple of microns. In both mi-

crographs it is clear that the rGO sheets contain many folds. The implicaƟon of these data is

that the processing used to predisperse rGO in NMP does not have an impact on the struc-

ture of the rGO as there is no evident decrease in size or apparent damage to the structure

of the sheets. This means that the reason for the increased dispersibility of NMPrGO is not

likely to be due to the use of sonicaƟon in its producƟon.
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Figure 5.7: RepresentaƟve TEMmicrographs of sheets of A) rGO and B) NMPrGO showing thin,
flat sheets of material both before and aŌer processing. No change in sheet dimensions is
observed. Insets show the SAED paƩerns of both materials.

5.3.2. Raman Spectroscopy

In order to characterise the effect that predispersion has on the sp2 network present

within the graphiƟc sheets both rGO and NMPrGO were characterised using Raman spect-

roscopy. As described in secƟon 3.5 this technique can be used to give informaƟon on the

quality of graphene materials. Raman spectra for undispersed rGO and NMPrGO are shown

in figure 5.8. The key features of interest in the Raman spectra of rGO are the relaƟve in-

tensiƟes of the G and D bands which allow the ID : IG raƟo to be calculated as 1.34 ± 0.03

for NMPrGO which is the same as is measured for rGO (1.34 ± 0.01). This raƟo acts as in

indicator of the proporƟons of sp2 and defecƟve carbon in the rGO sheets, therefore the fact

that the ID : IG raƟos of NMPrGO and untreated rGO are within error implies that predis-

persion of rGO does not cause changes in the sp2 network of the rGO sheets and therefore

the changes in dispersibility observed are likely to be due to the presence of residual NMP

rather than damage to the rGO sheets occurring during the predispersion process.

For completeness the Raman spectrumof rGO that had been dispersed inwater, without

the use of NMP was also recorded and is included in Appendix D. This also shows that there

is no change in the ID : IG raƟo when compared to NMPrGO or rGO that has not been

dispersed.
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Figure 5.8: Comparable Raman spectra of rGO (blue line), and NMPrGO (red dashed line) (in-
tensiƟes normalised to the height of the G band and offset by 0.2 for clarity). Spectra show
strong D (1350 cm−1) and G (1595 cm−1) bands as well as overtone 2D (∼2800 cm−1) bands.
Spectra are normalised to the intensity of the G and verƟcally offset for clarity.

5.3.3. XPS

In order to further confirm this, GO, untreated rGOandNMPrGOwere all examined using

XPS which provides in depth informaƟon on the elemental composiƟon within a sample

as well as the covalent bonding environments present (more detail on XPS is provided in

secƟon 3.8). Analysis of the C1s peak for rGO and NMPrGO allowed a comparison of the

carbon covalent environments present in each material to be made. RepresentaƟve spectra

are shown in figure 5.9. The key feature of the C1s XPS spectrum of rGO is the large peak at

285 eV assigned to C−−C bonding environments. Peaks from other environments present in

rGO appear at higher energies than the C−−C peak but in rGO have much lower intensiƟes

which leads to the overall C1s peak having an asymmetric shape. When comparing this

to the shape of the spectrum for GO the chemical change between these two materials

is apparent, with a large C−O−C peak present in the spectrum of GO, at 287 eV that is
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no longer present aŌer reducƟon.213,214,270 Another change that can be seen as a result of

hydrazine reducƟon is the emergence of a peak caused by CN environments which arise

from the use of hydrazine.386

Peak fiƫng of the C1s peak, as detailed in secƟon 8.1.4.2, allows the height and posi-

Ɵon of each of these peaks to be determined. Briefly, spectra were fiƩed using a Tougaard

background. Then the C−−C peak was then fiƩed to these background corrected spectra us-

ing the line shape of the C1s peak of pure graphite aŌer which the remaining peaks were

added based on the likely funcƟonaliƟes within the sample using GL(30) line shapes. Resid-

ual oxygen containing groups contribute to peaks at 288 eV and 289 eV, assigned to C−−Oand

O−C−−O groups respecƟvely213,214,270 while a final peak at 286 eV is known to arise due to

carbon-nitrogen bonding environments present in rGO due to the reducƟon using hydrazine

hydrate.386 The presence of this peak in both the XPS spectrum of rGO and NMPrGO is un-

fortunate as it makes the detecƟon of the residual NMP on NMPrGO impossible using this

technique (although the high vacuumnature od XPSmeant this was already unlikely). Whilst

some slight variaƟon is evident between the spectra shown in figure 5.9 A and figure 5.9 B

this is smaller than the variaƟon observed between readings taken at different locaƟons

within the same sample so these changes are not significant.

These data confirm what was suggested by Raman spectroscopy, that the procedure

used to prepare NMPrGO causes no significant chemical change within rGO supporƟng our

belief that the increased dispersibility is due to residual NMP and not some other chemical

change.

5.3.4. UV-Vis Spectroscopy

As has been discussed in secƟon 3.4 the posiƟon of peak arising due to the π → π∗

transiƟon in theUV-Vis spectrumof GOand rGO is indicaƟve of their degree of reducƟon and

conjugaƟon. UV-Vis spectroscopy of of NMPrGO in water was performed and the posiƟon

of the π → π∗ peak was compared to that of rGO (figure 5.10) and the posiƟons of λmax
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Figure 5.9: RepresentaƟve, background corrected XPS C1s peaks for A) GO, B) rGO, and C)
NMPrGO showing the C1s spectrum (black line), the fit envelope (blue dashed line) and the
fiƩed peaks (doƩed lines). The spectrum for GO shows a large peak for the C−−C environment
alongside an equally significant peak for C−O−C and smaller peaks for other carbon-oxygen
bonding environments. Both spectra for rGO and NMPrGO show the dominaƟng C−−C bonding
environmentwith limited remaining oxygen funcƟonaliƟes and residual nitrogen environments
from the reducƟon procedure.
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Figure 5.10: UV-Vis spectra of rGO (blue line) and NMPrGO (red dashed line) in water, showing
the posiƟon of the π → π∗ is the same in both materials.

was determined (table 5.5). In both materials there is no significant change in the posiƟon

of the peak which indicates that the degree of reducƟon and conjugaƟon is similar in both

untreated rGO and NMPrGO. This, once again, provides evidence that the predispersion

procedure does not cause damage or chemical changes to rGO in spite of the fact that its

dispersibility is altered.

Table 5.5: The posiƟon of the π → π∗ plasmon peak in the UV-Vis spectra of dispersions of
NMPrGO and unmodified rGO in water.

PosiƟon of π → π∗ plasmon peak / nm
NMPrGO 270.1

rGO sonicated in water (control) 269.3

Through the use of these techniques we have showed that the process of preparing

NMPrGO does not have any effect on the structure and chemistry of starƟng rGO and this in

turn means that the improved dispersibility of NMPrGO, described above, is not due to any

chemical change in the graphene sheets but is likely to be due instead to the residual NMP

arising from the predispersion process. It also shows that, as the properƟes of graphene

are intrinsically linked to its structure,80,92 the properƟes of the dispersed rGO should be
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the same as those of the unmodified rGO. As a result of the theoreƟcal ease of removing

the NMP from NMPrGO it should be easy to restore and make use of these properƟes in

applicaƟons: a process that is not possible for covalentlymodified rGO ormaterial dispersed

by surfactants which are much harder to remove.

5.4. Predispersionof rGOusingother solvents

Since the dispersibility of rGO is similar in both NMP and DMF and NMP and DMF have

almost idenƟcal Hansen parameters (table 5.2)86,270 it is logical assume that predispersion

in DMF might have a similar effect on the dispersibility of rGO as predispersion in NMP. In

order to test this, rGO was dispersed in DMF using a procedure analogous to that used to

produce NMPrGO (secƟon 8.3.17). This produced a material that will be referred to as DMF

pretreated rGO (DMFrGO).

As was the case for NMPrGO, the dispersions produced were of a dark colour and ap-

peared to have a high concentraƟon of rGO and good stability. Therefore, it appears that

DMFrGO also exhibits similar improved dispersibility in water to NMPrGO. Analysis of the

dispersions of DMFrGO using UV-Vis spectroscopy indicated they had concentraƟons of

20.6± 1.3 μgml−1. A six-fold increase over the concentraƟons achieved for untreated rGO in

water produced using comparable methodology (3.1 ± 0.3 μgml−1). RepresentaƟve UV-Vis

spectra and photographs are shown in figure 5.11.

As with the dispersions of NMPrGO dispersions of DMFrGO were also subjected to anal-

ysis by HPLC, as described in secƟon 8.1.8, in order to detect the presence of residual DMF.

CalibraƟon was achieved by performing HPLC on aqueous dispersions of DMF at known con-

centraƟons and these results were compared to the concentraƟons of DMF in dispersions

of DMFrGO (calibraƟon graphs can be found in Appendix D). It was found that the residual

concentraƟon of free DMF in in aqueous dispersions of DMFrGO was 0.26 ± 0.03 vol. %.

Control experiments, dispersing rGO in 0.3 vol. % aqueous DMF , produced dispersions
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Figure 5.11: UV-Vis spectra of dispersions of A) rGO in water, B) rGO in 0.3 vol. % DMF, and C)
DMFrGO in water. Inset: photographs of dispersions A, B, and C.

with concentraƟons, by UV-Vis, of 4.2 ± 0.1 μgml−1 (figure 5.11) which is only a marginal

improvement over the dispersibility of untreated rGO in water (3.1 ± 0.3 μgml−1). These

results mean it is likely that the improved dispersibility of DMFrGO occurs due to the same

mechanism as proposed for NMPrGO in secƟon 5.2.3. DMFrGO was characterised in the

same manner as described in secƟon 5.3 and these data are presented in Appendix D. As

was the case for NMPrGO these data showed there was no detectable chemical change that

occurred during the producƟon of DMFrGO and so changes in dispersibility are due to the

presence of residual DMF.

Aswith NMPrGO, DMFrGOwas also dried under vacuumbefore being dispersed inwater.

This had the effect of reversing the improved dispersibility of DMFrGO described above with

concentraƟons of dried DMFrGO, detected by UV-Vis spectroscopy, found to be ∼5 μgml−1

(figure 5.12). HPLC on the dispersion produced showed, as for NMPrGO that the concentra-

Ɵon of free DMF was reduced dramaƟcally, from 0.23 vol. % to 0.00 vol. % and we believe

that this is the reason for the change in dispersibility.

Finally, dispersions of DMFrGO were also prepared without the use of MeCN ( as de-
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Figure 5.12: UV-Vis spectra of dispersions of A) rGO in water, B) dried DMFrGO in water, and
C) undried DMFrGO in water. Inset: photographs of dispersions A, B, and C.

scribed in secƟon 8.3.18) in order to confirm that the presence of MeCN, once again, have

the effect of washing away excess DMF without impacƟng on dispersibility. The dispersions

produced were analysed by UV-Vis spectroscopy and this showed that the concentraƟon of

DMFrGO was ∼ 15 μgml−1 - similar to that of dispersions of DMFrGO prepared using MeCN.

HPLC of the dispersions produced without the use of MeCN allowed for the concentraƟon

of residual DMF to be established and it was found that the use of MeCN reduced the con-

centraƟon of free DMF in dispersion from 0.86 vol. % to 0.23 vol. % without impacƟng on

dispersibility. This result matches closely with that observed for NMPrGO.

The results described above for the dispersion of DMFrGO in water are very similar to

those presented for NMPrGO. For this reason we believe that the mechanism of dispersion

is similar in both cases; a fact that should be expected given the similar Hansen parameters

and dispersibility of rGO of DMF and NMP.

Given the success of predispersion in improving the dispersibility rGO in water the dis-

persibility of NMPrGO and DMFrGO were tested in a range of other polar proƟc solvents.

Solvents were chosen based on their Kamlet-TaŌ parameters, as those with similar parame-
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ters to water, likely to show similar behaviour due to their similar soluƟon properƟes.

Of all solvents tested the one that showed the greatest improvements in dispersibility

for NMPrGO vs rGOwas ethanol. NMPrGOwas produced using themethod described in sec-

Ɵon 8.3.15 and then dispersed in ethanol using the procedure described in secƟon 8.3.19.

This produces stable dispersions of NMPrGOwith dark colours similar to those of dispersions

of NMPrGO in water. Using UV-Vis spectroscopy (figure 5.13), the concentraƟons of disper-

sions of NMPrGO in ethanol were measured and found to be in the range 17.3 ± 5.0 μgml−1.

This represents an increase of over 2.5 Ɵmes compared to the concentraƟons of untreated

rGO in ethanol by comparable methods (which have concentraƟons of 7.1 ± 0.7 μgml−1).

Figure 5.13: UV-Vis spectra of dispersions of A) rGO in ethanol and B) NMPrGO in ethanol.
Inset: photographs of dispersions A and B.

5.5. Conclusion

Throughout this chapter a novel method of dispersing rGO in common, safe, solvents

such as water and ethanol has been discussed. This method avoids the use of covalent
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funcƟonalisaƟon, which can be costly and Ɵme consuming, and the use of surfactants which

are difficult to remove. Making use of the good compaƟbility of graphenewith solvents such

as NMP and DMF it has been shown that predispersing rGO in these solvents can improve

the aqueous dispersibility of the rGO reversibly, and without the use of surfactants.

In order to achieve this increase in dispersibility, rGO was first predispersed in NMP be-

fore being, isolated and then redispersed in water and it was found that this process in-

creased the concentraƟons of dispersions of rGO in water by over 6 Ɵmes, to give concen-

traƟons of 19.9 ± 2.3 μgml−1, compared to the concentraƟon of untreated rGO. It was also

discovered that switching out the NMP for DMF in this process had a similar impact on the

dispersibility of rGO also causing an increase in concentraƟon of over 6 Ɵmes, to 20.6 ±

1.3 μgml−1, compared to unmodified rGO. Thorough characterisaƟon of the rGO that had

been predispersed in NMP showed that this process does not impact on the chemical or

structural properƟes of the rGO and so the reason for the change in dispersibility observed

is due to the predispersion procedure.

In order to establish the mechanism for this improved dispersibility a range of experi-

ments were carried out and it was found, using both HPLC and ASAP-MS that residual NMP

can be detected at low concentraƟons (∼0.2 vol. %) in dispersions of NMPrGO. Drying of

NMPrGO before redispersion in water had the effect of reducing both dispersibility and the

concentraƟon of residual NMP whilst removing theMeCN step had the impact of increasing

both the concentraƟon of rGO and residual NMP. Dispersing rGO in equivalent low concen-

traƟons of NMP showed liƩle improved dispersibility proving that it is the predispersion

process and not simply the presence of NMP that causes this change in dispersibility. The

results were mirrored when NMP was replaced by the use of DMF. It was also shown that

the residual NMP and DMF can be removed by simple heaƟng under vacuum, providing one

of the major advantages of this method: its reversibility.

A comparison of the concentraƟons of dispersions achievable using the methods de-

scribed in this chapter is presented in figure 5.14 which clearly shows the increase in dis-
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Figure 5.14: ConcentraƟons of dispersions of rGO (pale blue), DMFrGO (mid-blue) and NM-
PrGO (dark blue). ConcentraƟons were determined from UV-vis absorbance at 660 nm using
the Beer-Lambert law.

persibility that can be achieved through the use of DMF or NMP as a dispersant without the

need for covalent modificaƟon or the use of surfactants.

Through the data presented in this chapter we have shown the improved dispersibility

of rGO in polar proƟc solvents through the use of predispersion in NMP or DMF and shown

that themechanism for this process involves the formaƟon of an acƟve layer of NMP or DMF

that forms an interface between the rGO and the bulk solvent improving the dispersibility

of rGO in the bulk solvent. This method allows the producƟon of high concentraƟon rGO

dispersions in safe, cheap solvents avoiding the need to use large quanƟƟes of hazardous

solvents or surfactants that can be hard to remove.

As a result of the fact that a large proporƟon of thermal fluids used in the automoƟve

industry are water based, it is likely that this procedure could be used to create high con-

centraƟon, stable dispersions of rGO in these fluids, enabling their thermal properƟes to be

improved whilst avoiding the use of costly and Ɵme consuming covalent funcƟonalisaƟon

or potenƟally undesirable surfactants that could impact on other properƟes of the thermal

fluid.
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5.6. Further Work

Whilst the use of NMP and DMF predispersion has been shown to successfully improve

the dispersibility of rGO in polar proƟc solvents, there is sƟll further work that could be done

on this subject to beƩer understand and opƟmise the process.

Given the success of the method in improving the dispersibility of rGO in pure solvents

presented in this chapter, the next logical step would be to uƟlise this process to improve

the dispersibility of graphene materials in thermal fluids, which are generally water based,

and then to test the impact of this on their thermal properƟes.

Away from thermal fluids it may also be possible to uƟlise this methodology to improve

the dispersibility of graphene materials in aqueous dispersions for other applicaƟons. One

area of interests would be in the producƟon of graphene-carbon fibre composites where

water miscible phenoxy resins are used. If graphene could be dispersed in these resins, they

could then be used to set the carbon fibre whilst also imparƟng the electronic and mechan-

ical properƟes of graphene to the composite formed.

Whilst this process already shows promise for water based thermal fluids, applying it to

lubricants, which are frequently uƟlise non-polar base fluids will be more of a challenge as

NMP and DMF are unlikely to interact favourably with such non-polar fluids. It may however,

be possible find an alternaƟve solvent that couldmediate the interacƟons between rGO and

the lubricant base fluid. Unfortunately within the Ɵme frame for this project this was not a

topic that could be studied in depth.

The characterisaƟon of NMPrGO by XPS (secƟon 5.3.3) was able to show that there was

liƩle change between the covalent bonding environments present in NMPrGO and rGO it

was unfortunate that this technique could not detect the presence of residual NMP present

on the surface of NMPrGO. In order to try to overcome this and use XPS to detect residual

NMP it would be necessary to remove the nitrogen containing funcƟonaliƟes present on the
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surface of rGO that occur as a result of the use of hydrazine in its synthesis. The easiest way

to achieve this would be to use an alternaƟve method of reducƟon to produce the rGO. A

large number of alternaƟve methods are detailed in secƟon 1.6.1.

However, even in spite ofmaking this change it sƟllmay not be possible to detect residual

NMP using XPS due to the fact that XPS is an ultra-high vacuum technique. This means it is

possible that residual NMP would evaporate from the sample inside the instrument before

a spectrum could be recorded, making it impossible to detect the residual NMP.

As has been discussed in detail in secƟon 5.2.4 it has become apparent from HPLC that

the concentraƟon of NMPrGO that can be dispersed in solvents is linked to the concentra-

Ɵon of residual NMP in the water dispersion. It should therefore be possible to vary the

concentraƟon of rGO dispersed by varying the concentraƟon of residual NMP.

Depending on the prioriƟes in the final applicaƟon it may either be more important to

have a high concentraƟon of rGO at a cost of higher concentraƟon of NMP or to maintain

a low concentraƟon of NMP at the cost of a slightly lower concentraƟon of rGO. With fur-

ther work it should be possible to tailor the predispersion, MeCN and drying steps of the

predispersion in order to achieve the desired concentraƟons of NMP and rGO in the final

dispersions. It may also be possible to achieve even higher concentraƟons of rGO by op-

Ɵmising the sonicaƟon Ɵmes and intensiƟes, as these were not changed during the work

performed in this chapter.

Finally, whilst thorough chemical characterisaƟon of the NMPrGO and DMFrGO pro-

duced was performed, and used to show that the predispersion method proposed in this

chapter had no discernible effect on the chemistry of the rGO dispersed, analysis of the

physical properƟes of these materials were not carried out.

Further work on this topic could include the tesƟng of the electronic, thermal and me-

chanical properƟes of NMPrGO and DMFrGO in order to establish if the predispersion pro-

cess has any effect on these physical properƟes compared to those of unmodified rGO. As
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the chemical properƟes and physical properƟes of graphene materials are widely regarded

to be linked, it is likely that there will be liƩle change in physical properƟes. However as

these physical properƟes are those that are uƟlised in applicaƟons of graphene it would

be important to understand the impact of predispersion on mechanical,thermal and elec-

trical properƟes to establish which applicaƟons this technique would be useful for. When

invesƟgaƟng the physical properƟes of NMPrGO, parƟcularly electrical properƟes, it is worth

remembering it has been shown above that NMP can be removed from the surface of NM-

PrGO through heaƟng under vacuum, and that this process may be useful in achieving the

opƟmal electrical properƟes for NMPrGO.
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CčĆĕęĊė 6

PėĔĉĚĈęĎĔē Ĕċ GėĆĕčĊēĊ-LĚćėĎĈĆēę

NĆēĔċđĚĎĉĘ ěĎĆ FĚēĈęĎĔēĆđĎĘĆęĎĔē Ĕċ

GėĆĕčĊēĊ OĝĎĉĊ

6.1. Introduction

Lubricants play an essenƟal role in automoƟve applicaƟons and are found in awide range

of components including, but not limited to, transmission systems, bearings and power units

where they reduce the fricƟon between moving parts and prevent wear. When uƟlised in

internal combusƟon engines they also take on another key role, that of transferring heat

away from its source and transferring it to cooling systems. This means that, for lubricants,

two sets of properƟes are essenƟal for good performance: thermal properƟes and tribolog-

ical properƟes, and anything that can be done to improve one or both of these will lead to

a more effecƟve lubricant that can give improved engine performance.

As has been discussed previously in secƟon 1.2 graphene’s collecƟon of remarkable prop-

erƟes mean that, when well dispersed in fluids, it can greatly affect the properƟes of base

fluids and could be used to impact both the thermal and tribological properƟes of lubricants.

However, due to graphene’s soluƟon properƟes dispersing it in lubricants is not a trivial pro-

cess, and good dispersions are essenƟal to the successful modificaƟon of the fluid’s proper-

Ɵes.

The work contained in this chapter will focus on the producƟon of stable dispersions of

graphene materials in commercial lubricants, working to adjust the soluƟon properƟes of
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the graphenes through the use of funcƟonalisaƟon in order to produce dispersions with the

highest concentraƟons possible. These dispersions will then have their properƟes tested

to see if the addiƟon of graphene has had the desired impact on thermal and tribological

properƟes. In addiƟon the viscosity of the dispersions will be monitored as the use of solid

addiƟves can cause large increases in viscosity, which would have a negaƟve impact on the

performance of the lubricant. However, it is hoped that the nanoscale nature of graphene

means it will be able to impact on the thermal and tribological properƟes of the lubricants

without causing large viscosity changes.

The commercial oils tested were provided by Shell Global SoluƟons. They consist of

lubricants with a range of different solvent chemistries and viscosiƟes, in order to give the

best possible chance of achieving stable dispersions of graphene materials. The lubricants

consist of 5 base oils as well as 3 formulated oils.

The base oils provided for this study are pure lubricant fluids, with a range of different

chemistries. Base oils are not used in isolaƟon as commercial lubricants and require other

components to be added in order to achieve all the properƟes desired. However, for sim-

plicity and to isolate the impact of graphene on the properƟes tested in this invesƟgaƟon it

is preferable to test the impact of graphene on base oils as opposed to fully formulated oils.

The base oils provided for this project have a range of different chemistries: 2 are com-

posed of ester-based oils with differing viscosiƟes, denoted E1 and E2. These are bothmade

up of 2-ethylhexyl esters of carboxylic acids containing between 8 and 16 C atoms. The fact

that these oils are comprised of esters, albeit long chain ones, means that they are some-

what polar with their oxygen funcƟonaliƟes able to interact with polar compounds, whilst

their long chain hydrocarbon tails will enable interacƟon with more non-polar groups. A fur-

ther 2 base oils are made up from syntheƟc, hydrogenated poly(alpha-olefin)s (PAOs) with

differing viscosiƟes. These are denoted as P1 and P2, with P1 having a molecular weight of

287Da and P2 of 554 Da. In contrast with the ester based oils, P1 and P2 are both highly

non-polar and so will interact well with other non-polar molecules but less well with those
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with polar funcƟonaliƟes. The final base oil is composed of an oil-soluble poly(alkylene gly-

col) (PAG) and is denoted as OSP-18. PAGs aremuch less commonly used oil bases than PAOs

or esters, but have shown a great deal of promise in recent years. Their chemistry differs

significantly from that of PAOs or esters due to the presence of ether linkages in the repeat

unit of the backbone, making PAGs significantly more polar than any of the other groups

of base oils described above. It is hoped that the range of polariƟes of these base oils will

increase the chance of successfully dispersing graphene, or graphene derivaƟves, in one of

these oils to form a nanofluid.

In order to produce a lubricant with the required properƟes, the base oils described

above must be transformed into formulated oils. This is achieved by mixing one, or more,

base oils with a commercially available addiƟve package purchased from a third party sup-

plier. These packages of addiƟves are complex, someƟmes containing as many as 20 dif-

ferent ingredients which act as: viscosity modifiers, pour point depressants, dispersants,

anƟ-foam agents, fricƟon modifiers, anƟ-wear addiƟves, detergents, corrosion inhibitors,

and anƟoxidants amongst others. These packages are tailored by their producers to create

an oil with extremely specific properƟes and companies rarely disclose the contents of these

addiƟve packages making dispersion in these fluids more complex.

In spite of this, 3 formulated oils were provided by Shell Global SoluƟons and used to

produce nanofluids. These were comprised of: F1- a mix of E1, P2 and a gas to liquid (GTL)

base oil including a molybdenum based fricƟon modifier, F2 - a mix of E1 and GTL base oils,

and F3 - also containing E1 and GTL base oils. All three of these oils also contain addiƟve

packages. The kinemaƟc viscosiƟes and composiƟons of all of the commercial oils is detailed

in table 6.1.
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Table 6.1: InformaƟon on the properƟes and composiƟon on the Shell Global SoluƟons lubri-
cants, taken from product data sheets.

Oil Type DescripƟon Vk40 / cSt Vk100 / cSt
E1 Base Mainly 2-ethylhexyl esters of C8 and

C10 acids
3.2 1.3

E2 Base 2-ethylhexyl cocoate 5.5 1.8
P1 Base SyntheƟcmix of hydrogenated polyal-

phaolefins
5.4 1.7

P2 Base SyntheƟcmix of hydrogenated polyal-
phaolefins

30.7 5.8

OSP-18 Base Oil-soluble polyalkylene-glycol 18.0 4.0
F1 Formulated Amix of E1, P2 and GTL base oils with

a molybdenum fricƟon modifier
146.1 32.6

F2 Formulated A mix of E1 and GTL base oils 70.3 19.0
F3 Formulated A mix of E1 and GTL base oils 28.4 9.0

6.2. Dispersion of Unmodiϐied Graphene

Materials in Oils

In order to assess the potenƟal of the base oils to form nanofluids, the dispersibility of

unmodified graphene like materials in each of the fluids was studied. As GO is generally the

start point when producing modified graphenes, and has a simpler synthesis than rGO, the

dispersibility of GO in oils was invesƟgated iniƟally.

6.2.1. Dispersion of as Produced Graphite Oxide in Oils

Graphite oxidewas synthesised as described in secƟon 8.3.1 andwas then dispersed and

exfoliated in oils via probe sonicaƟon using the procedure described in secƟon 8.3.5. The

dispersions produced were allowed to seƩle and then were photographed (figure 6.1) and

analysed by UV-Vis spectroscopy (figure 6.2).

As discussed in secƟon 4.1 it should be possible to use UV-Vis spectroscopy to deter-

mine the concentraƟon of the oil dispersions. However, in pracƟce it has been found that

determining an absorpƟon coefficient for GO is extremely difficult and the absorbance of

GO dispersions with stable concentraƟons has even been observed to vary over Ɵme. There
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Figure 6.1: Photographs of as produced graphene oxide in oils (top) 1 week and (boƩom) 5
weeks aŌer dispersion. (A) E1, (B) E2, (C) P1, (D) P2, (E) OSP-18, (F) F1, (G) F2, and (H) F3. Note
that the colour of dispersion E is in part due to the colour of the oil.

Figure 6.2: UV-Vis spectra of as produced GO dispersed in oils by ultrasonicaƟon, used to cal-
culate the concentraƟon of the nanofluids produced.
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is no value for the exƟncƟon coefficient of GO that has been presented in the literature.

For this reason, the only useful informaƟon that can be obtained from UV-Vis spectroscopy

of GO is the relaƟve absorbance between samples which can be used to give the relaƟve

concentraƟon of the dispersions.

The absorbances of the dispersions of GO in oils produced are shown in table 6.2, along

with their concentraƟons as a percentage of the most concentrated dispersion: E1. As can

clearly be seen from the photographs in figure 6.1 the concentraƟons of the dispersions

produced are not high with, in some cases, the GO appearing to prefer to sƟck to the glass

vial than remain dispersed in the oil. As could be predicted from the fact that GO contains

a significant proporƟon of polar funcƟonal groups, bound to non-polar sheets, those oils

that can best disperse GO are those with a polar component: those that are ester based

(E1, and E2) and OSP-18 which contains polar PAGs. Those base oils composed of non-polar

PAOs (P1, and P2) were not able to disperse GO giving extremely low absorbances and clear

dispersions. Of the formulated oils, GO was able to be dispersed in F2 at reasonable con-

centraƟon. However, in F1 and F3 this was not the case in spite of them containing oils that

could disperse GO reasonably well. This may be due to the presence of other components

of the formulated oils impacƟng on their soluƟon chemistry.

Table 6.2: The absorbances at 660 nm of the UV-Vis spectra of the dispersions of as produced
GO in oils as well as their relaƟve concentraƟons as a percentage of the most concentrated
dispersion (E1).

Oil Absorbance / Arbitrary Units RelaƟve ConcentraƟon of as produced GO / %
E1 1.36 100
E2 0.87 64
P1 0.00 0
P2 0.23 17

OSP-18 1.25 92
F1 0.22 16
F2 0.69 51
F3 0.01 1

Figure 6.1 shows that the long term stability of these dispersions was poor. IniƟally the

dispersions were cloudy and turbid from which, over the period of a few hours, the GO

generally began to seƩle out. AŌer 5 weeks, the concentraƟon of dispersed GO had fallen
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significantly, leaving very liƩle dispersed in the oil. These results indicated that the disper-

sion of GO in the oils would not be a successful route to nanofluids. This is likely to be due to

an incompaƟbility between the surface chemistry of GO which is generally considered to be

highly hydrophilic,416 and the hydrophobic oil. Another issue encountered when preparing

nanofluids using as produced graphite oxide is that this material contains a large proporƟon

of water (95% by TGA) which will be immiscible with the oils. This explains the turbidity of

dispersions iniƟally aŌer sonicaƟon as emulsions of water and oil were formed which were

then stabilised by the presence of GOwhich is known to be surface acƟve and can be used to

stabilise emulsions.417 The addiƟon of water to the oil dispersions is something that should

be avoided as this has the potenƟal to detrimentally impact on the thermal and tribological

properƟes of the oils.

6.2.2. Dispersions of FDGO in oils

Using FDGO as an addiƟve instead of wet graphite oxide avoids the addiƟon of water

to the base oils. FDGO was prepared as described in secƟon 8.3.3 and then dispersed in

base oils as described in secƟon 8.3.5. The dispersions were allowed to stand before being

photographed (figure 6.3) and analysed by UV-Vis spectroscopy (figure 6.4).

Figure 6.3: Photographs of FDGO in oils (top) 1 week and (boƩom) 5 weeks aŌer dispersion.
(A) E1, (B) E2, (C) P1, (D) P2, (E) OSP-18, (F) F1, (G) F2, and (H) F3. Note that the colour of
dispersion E is in part due to the colour of the oil.
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Figure 6.4: UV-Vis spectra of FDGO dispersed in oils. Spectrum for F1 is truncated due to noisy
data at <450 nm as a result of the characterisƟcs of the oil.
The relaƟve absorbances of dispersions of FDGOare presented in table 6.3 and show that

the oils that act best to disperse as produced GO are also those that work best to disperse

FDGO, namely E1, E2 and OSP-18, with F1 also acƟng as a reasonable solvent for FDGO. This

behaviour is what is expected when dispersing relaƟvely polar GO as E1, E2 OSP-18, and

F1 all contain a polar component. The remaining oils are only able to maintain minimal

concentraƟons of GO in soluƟon, which again is expected as a result of the polariƟes of the

oils and GO.

Table 6.3: The relaƟve absorbances at 660 nm of the UV-Vis spectra of the dispersions of FDGO
in oils as well as their relaƟve concentraƟons as a percentage of the concentraƟon of disper-
sions of E1.

Oil Absorbance / Arbitrary Units RelaƟve ConcentraƟon of FDGO / %
E1 1.16 100
E2 1.26 109
P1 0.25 22
P2 0.01 1

OSP-18 2.07 178
F1 0.06 5
F2 0.88 76
F3 0.17 15

As the condiƟons used for this experiment (volumes, mass of GO, sonicaƟon Ɵme and in-

tensity) were the same as those used to prepare dispersions of as produced GO it is possible

123 of 278



C«�Öã�Ù 6: PÙÊ�ç�ã®ÊÄ Ê¥ GÙ�Ö«�Ä�-Lç�Ù®��Äã N�ÄÊ¥½ç®�Ý ã«ÙÊç¦« FçÄ�ã®ÊÄ�½®Ý�ã®ÊÄ

to compare the absorbance, and therefore concentraƟons of the dispersions of as produced

GO to those of FDGO in the oils (figure 6.5). It can be seen that the concentraƟon of FDGO is

either similar to that of as produced GOor greater than it across all the oils, with a significant

increase in concentraƟon being observed for FDGO in OSP-18. In addiƟon to this impact on

concentraƟon the use of FDGO to form dispersions also removes the issue of addiƟon of

water to the final dispersions which will be advantageous in many applicaƟons. For both as

produced GO and FDGO it is seen that the colour of the dispersions lightens over a period

of 5 weeks (figures 6.1 and 6.3) indicaƟng that the stability of the dispersions is sƟll low and

must be further improved.

Figure 6.5: A chart showing the UV-Vis absorbance at 660 nm for as produced GO (blue) and
FDGO (red) in oils. This is proporƟonal to the concentraƟon of GO in these dispersions.

Another important consideraƟon when using GO as an addiƟve in automoƟve applica-

Ɵons is the impact of operaƟng temperature as it has been reported that at temperatures of

>80 ◦C GO will begin to be reduced and form rGO in a range of solvents.242,260,279–281 If this

were to occur in situ in the oil and result in the addiƟve crashing out of dispersion it could

be detrimental to the properƟes of the fluid.

The combinaƟon of these factors led to the decision that GO is not an ideal addiƟve for

lubricant nanofluids in spite of some promising dispersions being produced and so efforts
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moved onto the use of more hydrophobic graphene addiƟves, with greater thermal stability.

6.2.3. Dispersions of rGO in oils

An obvious potenƟal candidate for amaterial whichmight interact more favourably with

hydrophobic oils than GO is rGO which, as explained in secƟon 1.6, due to the removal of

oxygen funcƟonaliƟes and restoraƟon of sp2 matrix is inherently less hydrophilic than GO. As

an addiƟve for thermal fluids rGO is also believed to have greater potenƟal than GO due to

its higher thermal conducƟvity resulƟng from the decreased number of defects in its struc-

ture.172,173,262

6.2.3.1. Dispersions of Hydrazine Reduced GO in oils

rGO was produced from GO using hydrazine reducƟon, via the procedure described in

secƟon 8.3.4, and dispersed in oils using ultrasonicaƟon, as described in secƟon 8.3.5. AŌer

being allowed to seƩle for 24 h the dispersions were photographed (figure 6.6) and analysed

by UV-Vis spectroscopy (figure 6.7) in order to establish the concentraƟon of rGO in the oils.

Figure 6.6: Photographs of rGO synthesised using hydrazine in oils aŌer dispersion and seƩling
for 6weeks. A) E1, B) E2, C) P1, D) P2, E) OSP-18, F) F1 (coloured orange due to themolybdenum
fricƟon addiƟve present in the oil), G) F2, and H) F3.

Unlike for GO the exƟncƟon coefficient for rGO is known and has been reported in the

literature364 and so concentraƟons of rGO dispersions can be calculated using the Beer-

Lambert law. Table 6.4 shows the stable concentraƟon of rGO in each of the oils. As can
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Figure 6.7: UV-Vis spectra of hydrazine reduced GO dispersed in oils.
be seen from these data, rGO did not form stable dispersions in most of the base oils; how-

ever, in OSP-18 and F3 concentraƟons of >60 μgml−1 were observed, indicaƟng that these

oils have beƩer compaƟbility with rGO than their other counterparts.

Table 6.4: The concentraƟons of rGO produced using a hydrazine reducƟon method in oils; de-
termined by the Beer-Lambert law taking the absorbance fromUV-Vis spectroscopy at 660 nm.

Oil ConcentraƟon / μgml−1
E1 5.9
E2 1.2
P1 0.2
P2 1.2

OSP-18 68.5
F1 2.0
F2 0.9
F3 60.9

The dispersion behaviour of rGO in oils differs significantly from that exhibited by GO.

The process of reducing GO has the effect of decreasing the polarity of the graphene sheets

by removing the oxygen funcƟonaliƟes present and so it should be expected that rGO will

disperse beƩer in the less polar oils than GO will.

In reality however, the oils that best disperse rGO are those that sƟll retain some polar

component with the highest concentraƟons of over 60 μgml−1 achieved in OSP-18 and F3.

The least polar oils, P1 and P2 performed worst when dispersing rGO. This agrees with what
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is well known about rGO, that residual oxygen funcƟonaliƟes on the sheets, not removed

by reducƟon, mean it is more polar than prisƟne graphene262 which will interact beƩer with

oils with some level of polarity than those that are enƟrely non-polar.

Dispersing rGO in oils has a key advantage over dispersing GO: that of improved thermal

stability. This means that dispersions are much less likely to suffer changes to properƟes

under real, elevated temperature, operaƟng condiƟons.

One step in the method used to produce these dispersions that may be hindering the

dispersibility of rGO in the oils is the drying step used in the isolaƟon of rGO. This process

has the potenƟal to cause the agglomeraƟon of rGO sheets, making them harder to disperse

if it is not possible which do not break apart on redispersion, reducing their dispersibility.418

6.2.3.2. In situ Reduction of GO in Oils

As has been discussed above, one of the downsides of uƟlising GO as an addiƟve in ther-

mal applicaƟons is that it has the potenƟal to spontaneously reduce in solvents at elevated

temperatures, forming rGO. In order to turn this potenƟal challenge into a useful property,

aƩempts were made to synthesise rGO in situ by heaƟng a dispersion of GO in oil. This

in situ synthesis of rGO avoids the use of hydrazine, reduces the number of reacƟon steps

needed and avoids the need to isolate the rGO before its dispersion in the oil, reduces the

opportunity for the re-agglomeraƟon of sheets to affect the concentraƟon of the dispersion.

Dispersions of in situ rGO in oils were produced as described in secƟon 8.3.6. Briefly,

dispersions of FDGO were produced in oils at 1mgml−1 and then heated to 120 ◦C for 24 h

before being allowed to cool and seƩle. The concentraƟon and stability of rGO in these

dispersions was then determined.

During heaƟng it was observed that the characterisƟc brown colour of GO changed and

darkened to black aŌer between 5 h and 10 h, which is commonly used as an indicaƟon of

its reducƟon to rGO. By the end of the 24 h reacƟon the colour of all the dispersions was

127 of 278



C«�Öã�Ù 6: PÙÊ�ç�ã®ÊÄ Ê¥ GÙ�Ö«�Ä�-Lç�Ù®��Äã N�ÄÊ¥½ç®�Ý ã«ÙÊç¦« FçÄ�ã®ÊÄ�½®Ý�ã®ÊÄ

dark black, and rGO appeared to be well dispersed in all 8 oils (figure 6.8). The dispersions

were then leŌ to cool and stand for a period of weeks in order to establish their stability.

AŌer 4 weeks only 3 of the oils had retained the rGO in suspension at high concentraƟon,

E1, F1, and OSP-18, and were sƟll dark and opaque whilst the remainder had only a very low

concentraƟon of rGO remaining in soluƟon and so had returned to being transparent and

clear or light grey.

Figure 6.8: Photographs of dispersions of in situ reduced GO in oils aŌer (top) immediately and
(boƩom) 4 weeks aŌer dispersion. (A) E1, (B) E2, (C) P1, (D) P2, (E) OSP-18, (F) F1, (G) F2, and
(H) F3.

Another observaƟon from figure 6.8 is that the darkened colour of the dispersions in F2

and F3 is not due to dispersed rGO and so it is believed that the process of reducing GO has

caused some chemical change in the oil. However, as the concentraƟon of these dispersions

is poor this detail was not invesƟgated further.

The seƩled dispersions aŌer 4 weeks were analysed by UV-Vis spectroscopy (figure 6.9)

in order to establish the concentraƟon of rGO remaining in each dispersion. The results are

presented in table 6.5 and as expected from the photographs the data show the concen-

traƟon of rGO is highest in E1 and OSP-18, with F1 also showing some stability. It should,

however, be noted that part of the colour of the F1 dispersion shown in figure 6.8 is due to

the colour of the oil itself and not due to dispersed graphene. Comparing this informaƟon

with the known polarity of the oils, it is apparent that the rGO produced in situ has different

soluƟon behaviour than that produced using hydrazine (figure 6.10), with the highest con-

128 of 278



C«�Öã�Ù 6: PÙÊ�ç�ã®ÊÄ Ê¥ GÙ�Ö«�Ä�-Lç�Ù®��Äã N�ÄÊ¥½ç®�Ý ã«ÙÊç¦« FçÄ�ã®ÊÄ�½®Ý�ã®ÊÄ

Figure 6.9: UV-Vis spectra of dispersions of rGO produced through in situ reducƟon of GO in
oils.

centraƟon dispersion of hydrazine rGO being in OSP-18, whilst the highest concentraƟon of

in situ rGO is found in E1 which is less polar than OSP-18. It is possible that this change is

due to in situ rGO being less polar than rGO produced using hydrazine and the degree of

reducƟon achieved using the in situ reducƟon method is greater than that possible using

hydrazine. However, another factor that must be taken into consideraƟon is that the avoid-

ance of the drying step when producing in situ rGO also impacts on its dispersibility in the

oils.

Table 6.5: The concentraƟons of in situ rGO in oils 4 weeks aŌer the producƟon of disper-
sions; determined by the Beer-Lambert law taking the absorbance from UV-Vis spectroscopy
at 660 nm. As a comparison, the concentraƟons of rGO produced using Hydrazine are also
included in the table.

Oil in situ rGO ConcentraƟon / μgml−1 Hydrazine rGO ConcentraƟon / μgml−1
E1 60.6 5.9
E2 4.0 1.2
P1 0.3 0.2
P2 1.4 1.2

OSP-18 20.4 68.5
F1 11.4 2.0
F2 4.2 0.9
F3 1.7 60.9

In order to beƩer determine if the degree of reducƟon, or the agglomeraƟon of the

129 of 278



C«�Öã�Ù 6: PÙÊ�ç�ã®ÊÄ Ê¥ GÙ�Ö«�Ä�-Lç�Ù®��Äã N�ÄÊ¥½ç®�Ý ã«ÙÊç¦« FçÄ�ã®ÊÄ�½®Ý�ã®ÊÄ

Figure 6.10: Comparisons of the concentraƟons of dispersions in oils of rGOs produced using
hydrazine (red) with that produced in situ (blue).

material is the cause for this change in dispersibility, aƩempts were made to characterise

the in situ rGO. Unfortunately this proved to be a challenge as it has not been possible to

isolate rGO from the oils in order to fully characterise the products of the in situ reducƟon.

In spite of this challenge in isolaƟng in situ rGO some characterisaƟon techniques can

give informaƟon on the chemistry of graphene materials in soluƟon. As has been discussed

in secƟon 3.4, it is common for UV-Vis spectroscopy to be used as a means of characterising

the degree of reducƟon for rGO. Unfortunately all of the oils tested do not transmit light

at wavelengths of ≤ 350 nm making it impossible to asses the degree of reducƟon using

the peak posiƟon in UV-Vis. Instead an alternaƟve technique may be required to assess the

degree of reducƟon. Unfortunately the difficulty of isolaƟng the in situ rGO from the oils

means that the usual techniques for assessing the reducƟon of GO are challenging. TGA is

a commonmethod of assessing the degree of reducƟon in graphene materials (secƟon 3.6),

however residual oils on the graphene sheets will cause significant changes in the burn pro-

file making it difficult to draw reliable conclusions. XPS suffers from similar problems as the

oils themselves contain significant carbon and oxygen atoms in similar bonding environment

to rGO making it hard to isolate the porƟon of the spectra occurring as a result of rGO. For

this reason, an alternaƟve approach will need to be found to test the degree of reducƟon
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of in situ rGO in oil dispersions. One proposed idea for overcoming this challenge would be

the use of impedance spectroscopy to test for changes in conducƟvity of the oils. This topic

will be discussed further in secƟon 6.6.

In spite of the challenges of precisely determining the degree of reducƟon of in situ

rGO, it has been clearly demonstrated that the soluƟon properƟes of these materials have

changed from those of the starƟng GO as a result of heaƟng in the base oils. The reason for

this change can only reasonably be aƩributed to a change in the chemistry of the starƟng

GO and based on the known chemical behaviour of GO under heaƟng, combined with the

colour change observed from brown to black, it is highly likely that this change will be as a

result of the reducƟon of GO to rGO.

6.3. Functionalisation of Graphene Oxide to

Improve Dispersibility

Whist in situ rGO and hydrazine rGO both showed some promise as addiƟves in oil based

nanofluids higher concentraƟon dispersions of graphene materials, at greater stabiliƟes, in

oils should provide more improved properƟes, and so are desirable. The ability of covalent

funcƟonalisaƟon to modify the soluƟon properƟes of graphene materials by changing their

surface chemistry is well known (secƟon 1.7) and so funcƟonalisaƟon of graphene was in-

vesƟgated as a method to increase the concentraƟons and stabiliƟes of nanofluids.

A range of possibile routes for the funcƟonalisaƟon of GO and rGO were considered

in order to improve the compaƟbility of graphene materials with the oils they were to be

dispersed in. While the use of non-covalent modificaƟon provides an easier approach to

improving dispersibility than covalent modificaƟon, the effects of any excess modifier on

the properƟes of the oil would have to be carefully monitored to ensure any changes were

as a result of the graphene addiƟves.
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Another aspect that must be considered is that the fully formulated oils contain carefully

designed packages of addiƟves which control properƟes such as viscosity and fricƟon. The

addiƟon of graphene materials will already have an impact on these properƟes, but it was

decided that it would be best to avoid the further potenƟal complicaƟons that could be

caused by free non-covalent modifiers in the system and so covalent modificaƟon will be

used in this body of work.

6.3.1. Synthesis of ODArGO

As a start point for invesƟgaƟng the impact of covalent funcƟonalisaƟon on the dis-

persibility of graphene materials in oils it was decided to uƟlise a well established synthesis

from the literature. Octadecylamine (ODA) was chosen as a an addiƟve as it was believed

that the long alkyl chain would give good interacƟons with the oils and the amine head

group has the potenƟal to react with oxygen containing funcƟonaliƟes on GO via a selecƟon

of chemistries such as an acid-base reacƟon with carboxylic acids or the formaƟon of an

amide bond. While SOCl2 and EDC can both be used to funcƟonalise GO with ODA a much

simpler procedure was employed. This was adapted from the work of Jang et al. who func-

Ɵonalised GO with octylamine (OA), dodecylamine (DDA), and hexadecylamine (HDA).380

This produced octadecylamine funcƟonalised GO (ODA-GO), which was then be reduced us-

ing hydrazine to give octadecylamine funcƟonalised rGO (ODA-rGO).

The procedure for this reacƟon is described in full in secƟon 8.3.7. Briefly, a suspension

of ODA in ethanol was added to a dispersion of GO in water and heated to 60 ◦C for 16 h.

This formed a suspension of ODA-GO which was then reduced using hydrazine (hydrazine

monohydrate, 1 μl per 3mg of GO, 80 ◦C, 2 h, secƟon 8.3.8) during this Ɵme the brown dis-

persion changed to form an insoluble black powder which was isolated via vacuum filtraƟon

over a nylon membrane and dried at 60 ◦C in vacuo for 24 h.

The dried ODA-rGO was a free flowing, dark grey powder; markedly different to rGO

which normally has a much more granular texture. The colour of the ODA-rGO is also a
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dark grey as opposed to the normal deep black of rGO. The material was characterised, as

described below and then its dispersibility in a range of fluids was assessed.

As a control a batch of rGO was also produced using a comparable method. Briefly, GO

was heated to 60 ◦C in water and ethanol for 16 h before undergoing reducƟon using hy-

drazine hydrate in comparable condiƟons to those described above. A full descripƟon of

the procedure can be found in secƟon 8.3.9. No noƟceable change occurred to the GO aŌer

heaƟng overnight in ethanol, and the material produced by the reducƟon reacƟon had the

appearance of normal rGO and could not be disƟnguished by any characterisaƟon method.

6.3.1.1. Characterisation of ODArGO

AŌer ODA-rGO had been produced and isolated it was important to characterise it in or-

der to assess both if the funcƟonalisaƟon reacƟon had been successful and if the condiƟons

used in the reacƟon had caused any damage to the graphene sheets within the material. In

order to obtain these data a range of funcƟonalisaƟon techniques were used and the results

of these are detailed below.

6.3.1.1.1. TGA

A key factor to determinewhen dealingwith the characterisaƟon of funcƟonalised graph-

enes is the raƟo of funcƟonal groups to graphene sheets. The simplest way to determine

this informaƟon is through the use of TGA, which is discussed in detail in secƟon 3.6.

A TGA profile for convenƟonally produced ODA-rGO is shown in figure 6.11 A alongside

that of the control batch of rGO produced as described in secƟon 8.3.9 (figure 6.11 B). In

both these TGA profiles there is some mass loss below 100 ◦C which is aƩributed to the

evaporaƟon of residual solvent. For this reason the profiles have been normalised to the

mass at 100 ◦C such that any mass losses above this temperature can be compared.

A marked difference is observed between the burn profiles of ODA-rGO and rGO as the

the temperature rises past 190 ◦C. While the burn profile of rGO shows a slow, consistent
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Figure 6.11: TGA in air of A) ODArGO, and B) rGO showing the residual mass against temper-
ature (blue) and their derivaƟves (red). These plots clearly show the extra loss in mass that
occurs for ODArGO at 200-400 ◦C corresponding to the loss of ODA from the surface of the
graphene sheets.

decrease in mass, the profile for ODA-rGO undergoes a much greater mass loss in this tem-

perature range. This difference between the two burn profiles is aƩributed to the thermal

decomposiƟon of ODA off the surface of the rGO sheets. The derivaƟves of the burn profiles

clearly show this difference in thermal stability. Over this temperature range of 190-400 ◦C

amass loss of 52.6% is observed for ODA-rGO, compared to only only 16.1% for unmodified

rGO, a change of 36.5%. This addiƟonal mass loss occurs as a result of the funcƟonalisaƟon

present on ODA-rGO and indicates that the degree of funcƟonalisaƟon of the ODA-rGO pre-

pared is at least 36.5% by mass, equaƟng to a molar percentage of moles of ODA per mole

of carbon of 2.55mol. %. It is possible that the degree of funcƟonalisaƟon is higher than this
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if some funcƟonal groups have sufficient thermal stability to remain present above 400 ◦C.

Once the temperature passes 400 ◦C the rate of mass loss in both materials is similar, as

shown by the derivaƟves, indicaƟng that the majority of funcƟonal groups in ODA-rGO have

decomposed below this point and that above this temperature the change in mass is due to

the thermal decomposiƟon of the rGO sheets themselves.

This data is comparable with that measured by Jang et al. who determined that the

hexadecylamine funcƟonalised rGO (HDA-rGO) produced using a comparable method had

a degree of funcƟonalisaƟon of 37wt. % (2.92mol. %) and that degree of funcƟonalisaƟon

achieved, decreased with the length of the alkyl chain of the modifier.380

6.3.1.1.2. XPS

Of all the possible methods used to characterise f-rGOs, few of them are able to detect

the elements present in the material, and show that the funcƟonalising agent is explicitly

present on the surface of the graphene sheets. XPS is used in order to give analysis of the

elemental composiƟon and bonding environments present in the material. The use of XPS

in the analysis of graphene materials is described in detail in secƟon 3.8. XPS samples of

ODA-rGO were prepared and XPS spectra were recorded using the method described in sec-

Ɵon 8.1.4.1. The data obtained were analysed as described in secƟon 8.1.4.2. ExaminaƟon

of the survey scan from these samples (Appendix D) show the presence of only carbon, oxy-

gen, and nitrogen (silicon is also observed from the substrate and sodium from contami-

naƟon). This gives two key pieces of data: firstly, that there are no unexpected elements

present which would be an indicaƟon of contaminaƟon, and secondly, the presence of a

N1s peak, the absence of which would clearly indicate a lack of the funcƟonalising ODA in

the sample.

Within the survey scan, the two peaks of most interest in the sample are the C1s peak

and the N1s peak. The C1s peak of ODA-rGO is shown in figure 6.12 and the N1s peak is

shown in Appendix D. Fiƫng of the C1s peak allows the carbon containing covalent binding
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environments present within the material to be determined and so any chemical changes

caused by funcƟonalisaƟonwill become apparent. Whilst fiƫng the C1s peak can provide in-

formaƟon on a material’s chemistry the same is not usually possible for the N1s peak due to

its poorer signal to noise raƟo and less disƟncƟon between the binding energies of nitrogen

bonding environments. Nevertheless, the presence or absence of this peak is sƟll instrucƟve

in showing that it is possible that ODA is present on the surface of the rGO sheets.

Figure 6.12: A representaƟve XPS C1s spectrum for ODArGO produced using the method pro-
posed by Jang et al..380 These data show the C1s spectrum (black line), the fit envelope (blue
dashed line) and the fiƩed component peaks (doƩed lines).

It should be noted, however, that the N1s peak is observed in the XPS of both ODA-rGO

and the control rGO (figure 5.9 B). This is believed to be due to the use of hydrazine, which

contains nitrogen, as the reducing agent as it is believed that the reducƟon reacƟon can

cause residual nitrogen containing groups on the rGO produced.246 This is a limitaƟon of

XPS in this scenario and means that the presence of the N1s peak alone can not be used

as proof of the presence of ODA. A comparison of these data with those recorded by Jang

et al. show that C1s spectra of bothmaterials have peaks for carbon-carbon bonding environ-

ments and carbon-nitrogen bonding environments. Slight differences between the levels of

oxygen content based on the C1s peak are observed between the data presented here and

by Jang et al.. However, this is mainly as a result of the fiƫngmethod chosen and our choice
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to fit an asymmetric C−−C peak with the overall lineshapes of both spectra being extremely

similar.

6.3.1.1.3. UV-Vis Spectroscopy

As has been discussed in secƟon 3.4, one of the commonmethods of studying the reduc-

Ɵon of GO to rGO is to monitor the posiƟon of the π → π∗ plasmon peak as it shiŌs from

∼230 nm in GO to ∼270 nm in rGO. In order to assess the degree of reducƟon of the ODA-

rGO produced UV-Vis spectroscopy was performed (figure 6.13). This shows the posiƟon

of the π → π∗ plasmon peak to be 256 nm which indicates a that reducƟon has occurred

during the procedure. However, this shiŌ is not as great as for unmodified hydrazine rGO

which has a peak at 270 nm, indicaƟng that full restoraƟon of conjugaƟon has not occurred,

possibly as a result of the presence of funcƟonalising ODA groups. These data mirror those

presented by Jang et al..

Figure 6.13: UV-Vis spectroscopy of a dispersion of ODArGO produced the the method of Jang
et al. showing the posiƟon of the π → π∗ plasmon peak to be 256 nm.380

6.3.1.1.4. Raman Spectroscopy

Raman spectroscopy of the ODA-rGO is presented in figure 6.14. The spectrum shows

the presence of the D and G bands as would be expected in a defecƟve graphene material
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such as f-rGO as well as small second order bands. As described in secƟon 3.5 the D band

originates from the edges of sp2 regions which may be caused by the presence of defects,

whereas the G band arises from the sp2 regions themselves. This means the D band has a

greater intensity, relaƟve to that of theG band inmaterials with a greater number of defects.

The ID : IG raƟos of bothmaterials were calculated from these spectra and found to be 0.96

± 0.02 for ODA-rGO compared to 1.34 ± 0.01 for rGO.

Figure 6.14: A stack plot of Raman spectra for ODArGO produced by the method described by
Jang et al. (blue) and for rGO produced by a comparable method (red) showing the presence of
D (1350 cm−1) andG (1595 cm−1) bands in all materials aswell as small 2D bands (∼2800 cm−1).
IntensiƟes are normalised to the height of the G and spectra are verƟcally offset for clarity.

This result can be explained by studying the Raman spectrum for GO which generally

has an ID : IG raƟo of around 0.8. It is believed that when GO undergoes reducƟon to

rGO small islands of sp2 carbon form in the graphene sheets as oxygen funcƟonaliƟes are

removed, leading to the change in ID : IG raƟo from ∼0.8 to ∼1.3 observed. In the case of

ODA-rGO then, when reducƟon is performed ODA chains are present on the surface of the

GO sheets, which will impact on the mechanism of the hydrazine reducƟon. As the ID : IG

raƟo of ODA-rGO rises only to 0.96 ± 0.02 this indicates that the ODA-rGO does not have

the same, large number of sp2 domain edges found in unmodified rGO. Instead larger sp2

domains appear to form possibly as a result of steric hindrance by the ODA chains.
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6.3.1.1.5. TEM

TEMwas used to assess the size of the ODA-rGO sheets produced by the above method,

and to determine if the processing used was causing any damage to the sheets. It was also

used to determine if sheets had been fully exfoliated during processing; meaning the mate-

rial could truly be called funcƟonalised graphene. Figures 6.15 A and 6.15 B show the sheets

of ODA-rGO, showing that they are flat, thin sheets with only minor crumpling. SAED was

used to show the graphiƟc character of the material. DiffracƟon paƩerns (figure 6.15 C)

show spots for the diffracƟon of electrons through the material but the spots are extended

with mulƟple spots being present at different angles, meaning that the paƩern is produced

from several stacked sheets that are not bound together.

Figure 6.15: Transmission electron micrographs of ODArGO produced by a synthesis proposed
by Jang et al.. A) and B) representaƟve micrographs of sheets of ODArGO showing that the
sheets are thin, not crumpled and show liƩle sign of damage by processing. C) SAED of an
ODArGO sheet showing rings for the (1 0 1) and (1 1 0) spacings of graphene. D) HREM of a
sheet of ODArGO showing the absence of any damage or holes.

Whilst the characterisaƟon methods described above do provide a great deal of infor-

maƟon about changes in quality, size and structure of the graphiƟc sheets, and show that

funcƟonalisaƟon has no detrimental effects on these properƟes, as well as allowing the de-

tecƟon of funcƟonalising ODA they, unfortunately, do not allow the method of binding be-

139 of 278



C«�Öã�Ù 6: PÙÊ�ç�ã®ÊÄ Ê¥ GÙ�Ö«�Ä�-Lç�Ù®��Äã N�ÄÊ¥½ç®�Ý ã«ÙÊç¦« FçÄ�ã®ÊÄ�½®Ý�ã®ÊÄ

Table 6.6: The concentraƟons of ODArGO dispersions in oils; determined by the Beer-Lambert
law taking the absorbance from UV-Vis spectroscopy at 660 nm. The concentraƟons of com-
parable dispersions of hydrazine rGO are also included as well as the percentage change in
concentraƟon.

Oil ODArGO ConcentraƟon
/ μgml−1

rGO ConcentraƟon
/ μgml−1

RaƟo of concentraƟons
(ODArGO:rGO)

E1 150.8 5.9 25.6
E2 119.2 1.2 99.3
P1 11.1 0.2 55.5
P2 104.1 1.2 86.8
OSP-18 152.5 68.5 2.2
F1 24.0 2.0 12.0
F2 20.3 0.9 22.6
F3 2.6 60.9 0.04

tween the ODA and the graphiƟc sheets to be established. However, for applicaƟons such as

thermal fluids and lubricants the mechanism of funcƟonalisaƟon is not important so long as

the stability and concentraƟons of the dispersions produced is improved by the technique.

6.3.1.2. Dispersibility of ODArGO

The definiƟve characterisaƟon of funcƟonalised graphene graphene materials is a chal-

lenging task and so one possible approach to assessing the success of funcƟonalisaƟon is to

examine the impact that the funcƟonalisaƟon has on the material’s dispersibility.

In order to establish the effecƟveness of the funcƟonalisaƟon of rGO with ODA in the

context of thermal fluids the dispersibility of the ODA-rGO in each of the oils was studied.

In order to achieve this, 25mg of dried ODA-rGO (produced as described in secƟons 8.3.7

and 8.3.8) was dispersed in each of the eight oils at a concentraƟon of 1mgml−1 using probe

sonicaƟon (full dispersion procedure described in secƟon 8.3.5).

The dispersions of ODA-rGO were then leŌ to stand for 24 h before being analysed by

UV-Vis spectroscopy in order to establish the concentraƟon of ODA-rGO that could be sta-

bly dispersed in each oil. The concentraƟons, determined using the Beer-Lambert law are

shown in table 6.6 with the spectra they are calculated from being shown in figure 6.16.

As can be clearly seen from table 6.6 the funcƟonalisaƟon of rGO with ODA has had a
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Figure 6.16: UV-Vis spectra of ODArGO dispersed in Oils. It should be noted that in dispersions
of F1, F2, and F3 a sharp fall in absorbance occurs above a certain wavelength threshold due
to the characterisƟcs of the oil.

significant impact on its dispersibility in the oils with concentraƟon increasing by nearly 100

Ɵmes in some cases, compared to the concentraƟon of rGO that can be dispersed. As the

dispersion protocol is idenƟcal and no other changes have been made to the material it can

be concluded that this improved dispersibility is due to the fact that the rGO has been func-

Ɵonalised with the ODA. This again agrees with the results of Jang et al. who also observed

an increase in the dispersibility of f-rGOs in non-polar solvents at longer funcƟonaliser chain

lengths.

6.3.2. Improved, Solvent-Free in situ Functionalisation

and Reduction of Graphene Oxide

Whilst themethodused tomodifyGOwithODA (secƟon 6.3.1) does have thepotenƟal to

be successful this method contains many steps and is extremely Ɵme consuming. As a result

of this it was decided to aƩempt to find an alternaƟve method to improve the efficiency

of this process. To achieve this, the funcƟonalisaƟon was combined with GO’s ability to

be reduced simply by heaƟng to create a solvent free, in situ method for reducƟon and

funcƟonalisaƟon without the need for a solvent.
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The success of this method is depended upon the careful selecƟon of the funcƟonalising

agent. Promising funcƟonalisers will have two properƟes. Firstly, they will contain a reacƟve

site that can either bind with, or non-covalently interact with oxygen funcƟonaliƟes present

on GO and rGO. The funcƟonal group most commonly used to funcƟonalise these materials

is an amine, which can either react covalently with a range of oxygen funcƟonaliƟes to form

an amide, or non covalently with similar sites on graphene through non-covalent interac-

Ɵons. Another group of reagents that were found to interact successfully were phosphines,

which can interact with GO and rGO in a similar manner. The second concern when pick-

ing a funcƟonaliser for this method of modifying graphene is its boiling point. In order to

ensure full reducƟon of the GO occurs during heaƟng as well as increasing the likelihood of

a funcƟonalisaƟon reacƟon occurring the temperature of the reacƟon must be >100 ◦C. As

this reacƟon is performed in the absence of solvent it is therefore essenƟal that the boil-

ing point of the funcƟonaliser be sufficiently higher than this temperature that it will not

evaporate in the course of the reacƟon.

Alongside this, in order for the funcƟonalisaƟon to have the desired effect of improving

the dispersibility of graphenematerials in oils it is important to consider how these funcƟon-

alisers will interact with the oils themselves. The results shown previously in secƟons 6.2.1

to 6.2.3 indicate that both GO and rGO produce dispersions at higher concentraƟons in base

oils that aremore polar, such as E1 and OSP-18, and aremore challenging to disperse in non-

polar oils such as P1 and P2. For this reason the funcƟonalisers chosen were picked in an

aƩempt to add significant non-polar character to the graphene sheets.

Given the promising results, described above, for the dispersibility of ODA-rGO in oils

the first funcƟonaliser chosen was ODA. As well as being a promising reagent for this in situ

method of funcƟonalisaƟon in its own right, with a long non-polar chain to interact with the

oils, this has the advantage of allowing comparison of the material produced using the in

situ method with that produced by a more convenƟonal method of funcƟonalisaƟon, such

as that discussed in secƟon 6.3.1. In addiƟon to ODA a selecƟon of other modifiers were

also chosen for their chemistries and high boiling points. These are shown in figure 6.17
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and include trioctylphosphine (TOP), trioctylphosphine oxide (TOPO), and oleylamine (OL).

Figure 6.17: Themodifiers chosen to funcƟonalise GO: A) octadecylamine, B) trioctylphosphine,
C) trioctylphosphine oxide, D) oleylamine.

OL ((Z)-Octadec-9-enylamine) is an unsaturated form of ODA which was chosen due to

being chemically similar toODA; giving it good potenƟal to funcƟonalise GO aswell as having

been shown to act as a reducing agent under certain condiƟons.419 As with ODA it is hoped

that the single, long alkyl chain present on OLwill interact well with the non-polar, PAO, base

oils and act to improve the dispersibility of the graphene materials in these oils. TOP and

TOPOare both already known to act as high temperature solvents for carbonmaterials, most

commonly in the synthesis of carbon dots,420 which alongside their high boiling points led

to their selecƟon as potenƟal funcƟonalising agents. Both TOP and TOPO consist of three

octyl chains bound to a phosphorous core with TOPO being an oxidised form of TOP with

the oxygen bound to phosphorous. It is believed that the octyl chains will allow f-rGO to

interact well with both the non-polar PAO oils as well as some of the more polar oils, while

the fact that TOP can be oxidised to TOPO means it could potenƟally aid the reducƟon of

GO to rGO by acƟng as a reducing agent at the same Ɵme as funcƟonalising the GO.421

One step reducƟon and funcƟonalisaƟonwas achieved by using the procedure described

in secƟon 8.3.10. Briefly, as produced graphite oxide was mixed with an excess of the cho-

sen funcƟonalising agent at room temperature. This mixture was then heated to 60 ◦C, al-

lowing those funcƟonalising agents that were solid at room temperature to melt before it
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was then bath sonicated for 60minutes at 60 ◦C in order to exfoliate the graphite oxide to

GO. The reagents were then heated to 180 ◦C for 18 h during which Ɵme any residual water

contained in the graphite oxide evaporated and the GO underwent a colour change from

brown to black, indicaƟve of reducƟon. The product of this reacƟon, f-rGO, was then iso-

lated fromexcess residual funcƟonaliser bywashing via Soxhlet extracƟon for 72 h in toluene

before being dried as a black powder. Alongside requiring fewer reacƟon steps than a tradi-

Ɵonal funcƟonalisaƟon followed by reducƟon approach to graphenemodificaƟon our in situ

reducƟon-funcƟonalisaƟon method also has the advantage that it avoids the use of harsh

reducing agents such as hydrazine which are both potenƟally harmful as well as having neg-

aƟve environmental impacts.

6.3.2.1. Characterisation of In situ f-rGOs

f-rGOs produced using this in situ method of funcƟonalisaƟon were characterised in or-

der to determine whether this method of modificaƟon had been successful using the tech-

niques described below.

6.3.2.1.1. XPS

To determine the chemical binding environments present in the f-rGOs produced anal-

ysis by XPS was performed. Data from survey scans, including elemental composiƟon, is

shown in Appendix D. These spectra show the loading of phosphorous is 2wt. % in both

trioctylphosphine funcƟonalised rGO (TOP-rGO) and trioctylphosphine oxide funcƟonalised

rGO (TOPO-rGO). The loading of nitrogen from each of these scans also correlates with the

expected levels for each of the f-rGOs with both ODA-rGO and oleylamine funcƟonalised

rGO (OL-rGO) having 3wt. % nitrogen. These scans also confirm the absence of any contam-

inaƟng elements that can not be easily explained through the methods used to produce the

samples (e.g. silicon from substrate, sodium fromhuman sweat, and boron fromborosilicate

glassware or glass fibre Soxhlet thimbles).

As is common with other graphene materials the peak of greatest interest is the C1s
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peak as this gives informaƟon on the carbon binding environments present in the material.

Fiƫng the component peaks of the C1s peak gives informaƟon on the carbon containing

chemical binding environments present in the materials. Fits of the C1s peaks for each of

the f-rGOs are shown in figure 6.18. Spectra were fiƩed as described in secƟon 8.1.4.2.

Examining the component peaks of the C1s spectra shows some clear differences between

the different f-rGOs produced using the in situmethod. ODA-rGO and OL-rGO both contain

very liƩle residual carbon to oxygen bonding indicaƟng that reducƟon of GO to rGO during

the reacƟon is almost complete. Instead a significant peak corresponding to carbon-nitrogen

bonding is observed indicaƟng that the funcƟonalisers, ODA and OL are present on the final

f-rGO This is jusƟfied by the fact that these materials both contain a significant N1s peak in

their XPS spectra (N1s spectra and survey scans shown in Appendix D). The C1s spectrum

of TOPO-rGO contains more residual oxygen content indicaƟng that the TOPO may inhibit

the reducƟon of GO to rGO slightly. Finally the C1s spectrum of TOP-rGO shows significant

differences to the other C1s spectra reported here with a significant peak corresponding to

C−OH bonding of equal intensity to that for C−−C bonding as well as peaks corresponding

to other oxygen funcƟonality. This shows that in situ reducƟon and funcƟonalisaƟon of GO

in TOP is significantly less effecƟve than in other funcƟonalising reagents. It is possible that

the reason for this is the lower polarity of TOP than ODA, OL, or TOPO prevents it from

solubilising polar GO leading to aggregaƟon of sheets which would inhibit reducƟon.

In the case of ODA-rGO and OL-rGO the presence or absence of the N1s peak at 400 eV

can also be instrucƟve as it should be possible to observe the nitrogen atomswithin the ODA

and OL funcƟonalising chains. This is parƟcularly the case in in situ f-rGOs as their synthesis

does not involve the use of hydrazine, which is known to inherently cause a degree of nitro-

gen funcƟonalisaƟon on the sheets of rGO produced so any nitrogen detected must arise

from the funcƟonalisers present on the graphene sheets.386 As would be expected based on

this reasoning the N1s peak has been observed in the XPS of ODA-rGO and OL-rGO but is

absent in those of TOP-rGO and TOPO-rGO. N1s spectra for f-rGOs are shown in Appendix D.

However, the lower intensity and symmetric nature of this peak means aƩempƟng to derive
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Figure 6.18: A representaƟve XPS C1s spectrum for A) ODArGO, B) OLrGO, C) TOPrGO, and D)
TOPOrGOproduced using the in situmethod described here. These data show the C1s spectrum
(black line), the fit envelope (blue dashed line) and the fiƩed component peaks (doƩed lines).
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addiƟonal informaƟon through peak fiƫng is not possible.

Similarly, the presence of phosphorous in both TOP-rGO and TOPO-rGO means that the

P2p peak should be detected in XPS at 133 eV for these materials. This peak is observed in

the spectra for TOP-rGO and TOPO-rGObut is absent in the spectra for ODA-rGO andOL-rGO.

P2p spectra for each of the f-rGOs can be found in Appendix D

These data correlate well with the expected chemical composiƟon of all of the in situ

f-rGOs and confirms that funcƟonalisaƟon has been successful.

6.3.2.1.2. UV-Vis Spectroscopy

In order to determine the degree of reducƟon achieved during the in situ reducƟon-

funcƟonalisaƟon reacƟons the f-rGOs were dispersed into water before being analysed by

UV-Vis spectroscopy (figure 6.19). Fromeach spectrumproduced the posiƟon of theπ → π∗

plasmon peak was analysed and are shown in table 6.7.

Figure 6.19: UV-Vis spectroscopy of dispersions of in situ frGO funcƟonalised by ODA, TOP,
TOPO, and OL as well as unmodified rGO in water showing the posiƟon of the π → π∗ plasmon
peak.

The f-rGOs produced using our in situ method all present peak posiƟons of >265 nm

indicƟng that the conjugated structure of the graphene sheets has been restored during the

reacƟon. This is in contrast to the convenƟonally funcƟonalised ODA-rGO produced by the
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Table 6.7: The posiƟon of the π → π∗ plasmon peak in the UV-Vis spectra of dispersions of
frGOs in water. Peak posiƟons for GO and rGO are provided for comparison.

PosiƟon of π → π∗ plasmon peak / nm
GO 230
rGO 270-300

ODArGO (convenƟonal) 256
ODArGO (in situ ) 266

OLrGO 276
TOPrGO 272
TOPOrGO 265

method of Jang et al. 380 which has a peak posiƟon of 256 nm (figure 6.13) indicaƟng less

restoraƟon of the conjugated structure than was achieved using the in situmethod.

The reason for this difference is believed to be a result of the order that reducƟon and

funcƟonalisaƟon are performed in eachmethod. The route of funcƟonalisaƟon used by Jang

et al. to synthesise ODA-rGO involves the reducƟon of funcƟonalised GO, and therefore

it is believed that the presence of ODA chains on the surface of the graphene sheets will

inhibit the ability of hydrazine to restore conjugaƟon of GO and restore the sp2 matrix within

the graphene sheet. The in situ method proposed in this study involves a simultaneous

reducƟon and funcƟonalisaƟon of GO and so reducƟon is not hindered by the presence of

funcƟonal groups on the graphene sheets, allowing the conjugaƟon to be restored more

easily and with less hindrance.

6.3.2.1.3. TGA

ExaminaƟon of the in situ f-rGOs by TGA allowed the thermal stability of the material

produced to be determined, as well as giving an esƟmaƟon of their degree of funcƟonal-

isaƟon. Thermal analysis profiles for in situ f-rGOs and rGO under a flow of nitrogen are

shown in figure 6.20, along with their derivaƟves. Comparison of these data makes it clear

that a significant mass loss occurs in all f-rGOs when heated above 200 ◦C which does not

occur for unmodified rGO. This mass loss can be aƩributed to the removal of funcƟonal

groups present on the surfaces of the rGO sheets and occurs in the temperature range of

200-600 ◦C. The mass loss in this region for each of the f-rGOs were calculated. Over this

same region unmodified rGO displayed a mass loss of only 9.0%, which allows a degree of
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Figure 6.20: TGA profiles for the heaƟng of A) in situ ODArGO, B) in situ TOPrGO, and C)
TOPOrGO, D) OLrGO, and E) rGO in helium between 100-900 ◦C showing the residual mass
as a percentage of the mass at 120 ◦C (blue) and the derivaƟve of this profile (red).

funcƟonalisaƟon for f-rGOs to be approximated. These data are shown in table 6.8.

Table 6.8: The degree of funcƟonalisaƟon, approximated by mass loss in TGA between 200-
600 ◦C, for in situ f-rGOs funcƟonalised using different reagents. *mass loss in TOPrGOmay be
partly due to the loss of residual oxygen content as well as funcƟonalising TOP

FuncƟonaliser Mass loss 200-600 ◦C
/ wt. %

% FuncƟonalisaƟon
/ wt. %

% FuncƟonalisaƟon
/ mol. %

unmodified rGO 9.0 - -
ODA 47.9 38.9 2.84
TOP 17.0* <8.0 <0.28
TOPO 41.8 32.8 1.52
OL 45.1 36.1 2.54

Comparing the degree of funcƟonalisaƟon of the ODA-rGO prepared using the in situ
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method (38.9wt. %) with that prepared by the method of Jang et al.,380 described in sec-

Ɵon 6.3, of 36.5wt. % shows that the in situ method of funcƟonalising and reducing GO in

one step can achieve similar, or even greater, degrees of funcƟonalisaƟon than methods

convenƟonally used to funcƟonalise GO whilst maintaining a simpler experimental protocol

requiring fewer reacƟon steps and avoiding hazardous chemicals such as hydrazine.

Assessment of the degree of funcƟonalisaƟon of the remaining f-rGOs gave degrees

of funcƟonalisaƟon of 32.8wt. % and 36.1wt. % for TOPO-rGO and OL-rGO respecƟvely

while TOP-rGO was calculated to have a degree of funcƟonalisaƟon of 8.0wt. %. These

data indicate that funcƟonalisaƟon of the graphene sheets has occurred with all funcƟonal-

ising agents, and under the condiƟons used the most effecƟve funcƟonalising agent is ODA,

closely followed by OL both in terms of mass and molecular percent. By wt. % TOPO-rGO

has a similar degree of funcƟonalisaƟon to other f-rGOs. However, the increased molecular

mass of TOPO compared to ODA and OL means this represents a decrease in the degree of

funcƟonalisaƟon of 46% when using mol. %. The degree of funcƟonalisaƟon of TOP-rGO is

the lowest of the f-rGOs produced at only 8wt. % (which corresponds to only 0.28mol. %).

In addiƟon the residual oxygen seen in the XPS C1s spectrum of TOP-rGO (figure 6.18) may

also contribute significantly to this mass loss indicaƟng the degree of funcƟonalisaƟon of

this material is even lower than calculated. These results show that all methods of in situ

funcƟonalisaƟon have an effect on graphene, although the effecƟveness of the reacƟon is

dependent upon the precise chemistry of the reagents used.

6.3.2.1.4. Solution State NMR

An interesƟng possibility, as a result of the presence of the phosphorous centre of TOP

and TOPO, is to use 31P NMR to characterise the by-products of the syntheses of TOP-rGO

and TOPO-rGO. It is expected that, since the GO is reduced during the funcƟonalisaƟon re-

acƟon, changes in the oxidaƟon state of TOP and TOPOwill be observed. These changes are

accompanied by large changes in chemical shiŌ (figure 6.21) which can be easily observed

and the transiƟon from TOP to TOPO can be characterised by NMR. The use of phosphorous
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NMR has an addiƟonal advantage in that phosphorous is a relaƟvely uncommon element

meaning that peaks from impuriƟes or solvents are unlikely to be present in the spectra

recorded making them easy to interpret. It should be noted that the exact chemical shiŌs

of peaks in 31P NMR are dependant upon hydrogen bonding and so many species will ex-

hibit significantly different chemical shiŌs depending on solvents or other factors and so

the posiƟon of peaks can not always be directly compared.422

Figure 6.21: SoluƟon state 31P NMR spectra for A) TOPO and B) TOP showing peaks corre-
sponding to the P atoms in TOP at ∼−30 ppm, and TOPO at ∼40 ppm. Extra peaks present in
spectrum B are as a result of impuriƟes in the TOP received from Sigma Aldrich, in the form of
parƟally oxidised trioctyl phosphines, including TOPO.

Whilst it is also possible to use 1H and 13CNMR to study the f-rGOs produced the changes

seen between the spectra of reagents and the by-products of the reacƟons are limited. This

means that the use of NMR is limited when analysing GO funcƟonalised by ODA or OL.

The first spectra recorded in this study were those for pure TOP and TOPO. These data

are presented in figure 6.21 and show the significant chemical shiŌ between themain peaks

in the 31P NMR spectra of TOP and TOPO with the peak for TOP occurring at −32 ppm, while

the peak for TOPO is visible at 42 ppm. In both the spectra some low concentraƟon impu-

riƟes are present. These are accounted for by a range of oxidised octyl phosphine deriva-
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Ɵves. In TOPO (figure 6.21 A) the peak caused by impuriƟes occurs at 47 ppm and is likely to

be caused by the presence of n-octyl-di-n-octylphosphinate (ODOP) or di-n-octylphosphinic

acid (DOPA) (figures 6.22 A and 6.22 B).423 In the purchased TOP then 3 impurity peaks are

observed which correspond to TOPO at 42 ppm, ODOP or DOPA at 53 ppm (figures 6.22 A

and 6.22 B), and n-octylphosphinic acid (OPA), mono-noctylphosphinic acid (MOPA), or di-n-

octylphosphine oxide (DOPO) at 28 ppm (figures 6.22 C to 6.22 E).423

Figure 6.22: ParƟally oxidised forms of TOP and TOPO.

In order to isolate the by-products of the syntheses of TOP-rGO and TOPO-rGO the Soxh-

let washings from these reacƟons (described in secƟon 8.3.10) were evaporated to dryness,

removing the toluene that had been used towash the f-rGO. The residualmaterial contained

the by-products of the reacƟon and was a waxy white solid. This was then dissolved in d8

toluene for analysis by NMR. Full details of this procedure are described in secƟon 8.3.11.

To assess the impact of the GO present on the reacƟon described above, control exper-

iments were also performed in which neat TOP and TOPO were heated under comparable

condiƟons (secƟon 8.3.12). The products of these control reacƟons where then prepared

for analysis by NMR by dispersion in d8 toluene by the method described above.
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The 31P NMR spectra from these samples are shown in figures 6.23 and 6.24. Examin-

ing the spectra for the by-products of the synthesis of TOP-rGO (figure 6.23 B) it is clear

that a significant change has occurred during the reacƟon with the absence of a peak cor-

responding to TOP, at −32 ppm, aŌer the reacƟon. There is however, a large peak present

that corresponds to the P centre in TOPO, at 42 ppm, indicaƟng, that as GO is reduced to

rGO in the reacƟon TOP is simultaneously oxidised to TOPO. Also present in the spectrum of

the products are peaks at 32 ppm and 54 ppmwhich correspond to other oxidaƟon products

of TOP, including those shown in figure 6.22 (ODOP and DOPA at 54 ppm with OPA, MOPA,

and DOPO at 32 ppm). It is possible that some of these other oxidaƟon products will func-

Ɵonalise the GO sheets during the reacƟon, however as these oxidaƟon products will have

similar soluƟon chemistries to TOP and TOPO this should not impact on the behaviour of

the f-rGO produced.

Figure 6.23: SoluƟon state NMR spectra of A) the products of the control reacƟon, heaƟng TOP
to 180 ◦C for 24 h, B)The by-products of the synthesis of TOPrGO, which involves heaƟng TOP
to 180 ◦C for 24 h, C) TOPO as received from Sigma Aldrich, and D) TOP as received from Sigma
Aldrich. These spectra show that aŌer heaƟng, the peak from the spectrum of TOP (red region)
has faded and been replaced by a peak in the same posiƟon as that in the spectrum of TOPO
(blue region). 2 other peaks are also present which are believed to be alternaƟve oxidaƟon
products of TOP (these peaks are also visible in A).

Data from the control reacƟon, heaƟng TOP in the absence of GO, is presented in fig-
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ure 6.23 A and shows a similar absence of the TOP peak at −32 ppm with, instead a peak

corresponding to TOPO present at 42 ppm. This shows that GO is not required for the ox-

idaƟon of TOP to TOPO under the reacƟon condiƟons. This NMR spectrum also exhibits

the same peaks for oxidised TOP (ODOP and DOPA at 53 ppm with OPA, MOPA, and DOPO

at 28 ppm), meaning that the presence of GO is not essenƟal for the synthesis of these by-

products. However, it can be seen from figure 6.23 the presence of the GO does impact on

the raƟo of oxidaƟon products observed.

A notable observaƟon from these experiments is that before heaƟng TOP is a colourless

liquid, while TOPO is awhite solidwith a lowmelƟng point. However, aŌer heaƟng overnight

bothmaterials solidify, when cooled, as white solids. This correlates well with the NMR data

described above showing that TOP is converted to TOPO in the course of the reacƟon.

Spectra produced from the by-products of synthesising TOPO-rGO are shown in fig-

ure 6.24 B. In this case there is liƩle change between the reagents and products with the

peak for TOPO, at 42 ppm present in the spectra for the starƟng material, the by-products

of the funcƟonalisaƟon, and the control experiment: figures 6.24 A, 6.24 B and 6.24 D re-

specƟvely. In all of these spectra the peak occurring at −32 ppm, corresponding to TOP is

not observed. Peaks that arise from the by-products of the oxidaƟon of TOP to TOPO are

also not observed in any significant concentraƟon aŌer the heaƟng of TOPO indicaƟng that

TOPO remains stable under the reacƟon condiƟons and does not form addiƟon forms of

oxidised TOP.

In this case, both the TOPOused as a reagent and the products of the reacƟons arewhite,

waxy, lowmelƟng solids which correlates well with the lack of change recorded in the P NMR

data.

1H and 13C NMR spectra were also recorded for all the materials tested above. However

the presence of peaks for d8-toluene and the similarity of the chemical environments of

carbon and hydrogen in TOP and TOPO make these spectra much less informaƟve than the
31P spectra presented above. However, none of the spectra recorded contradict the conclu-
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Figure 6.24: SoluƟon state NMR spectra of A) the products of the control reacƟon, heaƟng
TOPO to 180 ◦C for 24 h, B)The by-products of the synthesis of TOPOrGO,which involves heaƟng
TOP to 180 ◦C for 24 h, C) TOPO as received from Sigma Aldrich, and D) TOP as received from
Sigma Aldrich. These spectra show liƩle change occurs as a result of heaƟng TOPO.

sions drawn from the 31P NMR data presented above. 1H and 13C NMR spectra are included

in Appendix D.

6.3.2.1.5. TEM

In order to establish that neither the sonicaƟon nor the funcƟonalisaƟon procedure has

an impact on the size, flatness and structure of the f-rGO sheets produced TEM was per-

formed on the in situ produced f-rGOs. RepresentaƟve micrographs for each of these mate-

rials are shown in figure 6.25. The material produced is observed to be composed of thin,

flat sheets of around 1-3 μm across with a liƩle crumpling or folding, especially around the

edges. SAED was also performed on these materials and the paƩerns produced were in-

dexed. All materials were observed to produce overlapping paƩerns of hexagonal spots, as

is expected for graphiƟc materials. In some paƩerns these spots overlap, as a result of ro-

tated, overlaying sheets, to form the rings seen in figures 6.25 A to 6.25 C. One thing to note

from indexing these paƩerns is the absence of a (0 0 2) peak arising from any of the f-rGOs.

This implies that the materials are well exfoliated with no consistent interlayer spacing be-

tween sheets.
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Figure 6.25: TEM micrographs of representaƟve sheets of A) in situ ODArGO, B) TOPrGO, C)
TOPOrGO, D) OLrGO, with insets showing indexed SAED paƩerns from the same sheet. All
samples show similar sheet sizes with no visible damage to sheets or agglomerated material.
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Comparing these micrographs with TEM of convenƟonally produced ODA-rGO, shown

in figure 6.15, demonstrates that these materials appear to have a similar level of folding,

thickness and sheet size.

6.3.2.1.6. Raman Spectroscopy

Raman spectroscopy was again uƟlised to invesƟgate the sp2 to sp3 raƟo of the f-rGOs

produced. ExaminaƟon of the G and D bands for each of the f-rGOs, and their relaƟve inten-

siƟes tells us about any changes in the number of defects in the materials relaƟve to GO and

rGO. Raman spectra of f-rGOs are shown in figure 6.26 along with ID : IG raƟos in table 6.9.

Figure 6.26: Raman spectra of A) rGO and B-E) f-rGOs showing the presence of D (1350 cm−1)
and G (1595 cm−1) bands in all materials as well as small 2D bands (∼2800 cm−1). IntensiƟes
are normalised to the height of the G and spectra are verƟcally offset for clarity.

Table 6.9: The ID : IG raƟos derived from the Raman spectra of f-rGOs and rGO.

Material ID : IG raƟo
rGO 1.34 ± 0.01

ODArGO (Jang et al. 2014) 0.96 ± 0.02
ODArGO (in situ) 1.12 ± 0.01

TOPrGO 1.26 ± 0.02
TOPOrGO 0.87 ± 0.01
OLrGO 1.09 ± 0.00
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Comparing these raƟos to the degree of funcƟonalisaƟon of the f-rGOs derived from

TGA (table 6.8) shows that TOP-rGO has both the lowest degree of funcƟonalisaƟon and

the highest ID : IG raƟo of all the f-rGOs tested. C1s XPS for these materials also shows

a difference between TOP-rGO and the other f-rGOs with TOP-rGO having a significantly

higher content of C−OH bonds than any other f-rGO. This increase in the ID : IG, can be

accounted for by residual oxygen content creaƟng defects between a large number of small

sp2 domains. In other f-rGOs the sp2 domains produced during reducƟon do not have as

many edges (which are the origin of the D band) resulƟng in lower ID : IG raƟos.

6.3.2.2. Dispersion of in situ f-rGOs

As is the case with many graphene materials it is oŌen instrucƟve to examine changes in

dispersibility as a method of assessing chemical changes. For this reason the dispersibility

of the in situ f-rGOs, described above, was determined in each of the oils.

In order to create nanofluids, the f-rGOs were dispersed in the commercial oils provided

by Shell Global SoluƟons. The procedure used is described in secƟon 8.3.13 which created

dispersions comparable to those of ODA-rGOproduced above in secƟon 6.3.1.2. Dispersions

were allowed to seƩle overnight before being analysed in order to allow unstable parƟcles

of graphene materials to seƩle from the dispersion.

6.3.2.2.1. Dispersion of ODArGO

Dispersions of in situODA-rGOwere analysed usingUV-Vis spectroscopy in order to asses

their concentraƟon. RepresentaƟve UV-Vis spectra for a dispersion in each oil is shown in

figure 6.27 with the concentraƟon of each dispersion shown in table 6.10 calculated using

the Beer-Lambert law, taking the absorbance at 660 nm and α =3620mlmg−1 m−1.364

Comparing the concentraƟons of dispersions of in situ ODA-rGO with those of ODA-rGO

produced using the method of Jang et al. 380 and with dispersions of rGO produced using hy-

drazine (figure 6.28) it is clear that these 3materials all exhibit different soluƟon chemistries.
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Figure 6.27: UV-Vis spectroscopy of a dispersions of ODArGO in oils produced using our in situ,
solvent-free reducƟon, funcƟonalisaƟon.

Table 6.10: The concentraƟons of in situ produced ODArGO dispersions in oils; deter-
mined by the Beer-Lambert law taking the absorbance from UV-Vis spectroscopy at 660 nm,
α =3620mlmg−1 m−1.364 The concentraƟons of comparable dispersions of hydrazine rGO are
also included as well as the percentage change in concentraƟon. The spectrum of F1 dropping
below zero at approximately 500 nm is a result of the oil, F1, and is observed in the UV-Vis
spectrum of the pure oil.

Oil ODArGO ConcentraƟon
/ μgml−1

rGO ConcentraƟon
/ μgml−1

RaƟo of concentraƟons
(ODArGO:rGO)

E1 0.0 5.9 0
E2 0.1 1.2 0.1
P1 0.0 0.2 0
P2 1.7 1.2 1.4
OSP-18 19.6 68.5 0.3
F1 5.9 2.0 3.0
F2 20.3 0.9 22.6
F3 29.3 60.9 0.5
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As discussed in secƟon 6.2.3 rGOexhibits the highest dispersibility in themost polar oils, OSP-

18 and F3 with funcƟonalisaƟon of rGO with ODA using the method proposed by Jang et al.

(secƟon 6.3.1.2) causing the dispersibility to increase in almost all oils, due to the change of

surface chemistry of the graphene sheets.

Figure 6.28: A comparison of the concentraƟons of rGO produced using hydrazine (blue),
ODArGO produced using the method of Jang et al. 380 (red), and in situ ODArGO (green) in
oils, measured using UV-Vis spectroscopy and the Beer-Lambert law.

Comparing these results with those recorded for in situ ODA-rGO shows again that the

soluƟon behaviour of this material differs from that of ODA-rGO prepared by the method

of Jang et al..380 In situ ODA-rGO shows its highest dispersibility in OSP-18, F2, and F3, all

of which have a significant polar component. It can therefore be surmised that, in spite of

having a greater degree of reducƟon (by UV-Vis) and a greater degree of funcƟonalisaƟon

(by TGA) that in situ ODA-rGO is more polar than ODA-rGO produced using the method of

Jang et al..380

In spite of the fact that the dispersions produced using in situ ODA-rGO had lower con-

centraƟons than those of convenƟonally produced ODA-rGO, significant differences in con-

centraƟon can be seen between dispersions of in situODA-rGO and those of rGO. This shows,

alongside the other characterisaƟon techniques used, that in situ funcƟonalisaƟon and re-

ducƟon has been successful and caused a change in the soluƟon properƟes of ODA-rGO.
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Therefore rGO funcƟonalised using this in situ method of funcƟonalisaƟon, and the other

funcƟonalising agents described in secƟon 6.3.2 was dispersed in the oils.

6.3.2.2.2. Dispersions of OLrGO in Oils

Dispersions of in situ OL-rGO in oils were produced as described in secƟon 8.3.13 and

analysed via UV-Vis spectroscopy. Spectra from dispersions in each of the oils are shown in

figure 6.29 whilst concentraƟons of OL-rGO, determined using the Beer-Lambert law (taking

the absorbance at 660 nm and α =3620mlmg−1 m−1),364 are shown in table 6.11.

Figure 6.29: UV-Vis spectroscopy of a dispersions of OLrGO in oils produced using our in situ,
solvent-free reducƟon, funcƟonalisaƟon.

These data show that funcƟonalisaƟon with OL once again changes the dispersion prop-

erƟes of the graphene sheets. Comparing the concentraƟons of dispersions of OL-rGO with

those of unmodified rGO (figure 6.30) shows an increase in the concentraƟon of the disper-

sions in a range of oils: in parƟcular, E2, and P2 with some increase being seen in P1 and

F2. These oils are some of the least polar of the selecƟon of oils available and show that the

funcƟonalisaƟon of of graphene sheets with OL has the effect of improving the compaƟbil-

ity of the sheets with non-polar solvents significantly. Similarly, the dispersibility of OL-rGO
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Table 6.11: The concentraƟons of in situ produced OLrGO dispersions in oils; determined by the
Beer-Lambert law taking the absorbance from UV-Vis spectroscopy at 660 nm. The concentra-
Ɵons of comparable dispersions of hydrazine rGO are also included as well as the percentage
change in concentraƟon.

Oil OLrGO ConcentraƟon
/ μgml−1

rGO ConcentraƟon
/ μgml−1

RaƟo of concentraƟons
(OLrGO:rGO)

E1 2.2 5.9 0.4
E2 35.2 1.2 29.3
P1 0.8 0.2 4.0
P2 12.2 1.2 10.2
OSP-18 11.2 68.5 0.2
F1 3.6 2.0 1.8
F2 7.6 0.9 8.4
F3 4.1 60.9 0.1

Figure 6.30: A comparison of the concentraƟons of rGO produced using hydrazine (blue), and
in situ OLrGO (red) in oils, measured using UV-Vis spectroscopy and the Beer-Lambert law.
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in the more polar oils such as OSP-18 and E1 shows a marked decrease when compared to

that of unmodified rGO as a result of this funcƟonalisaƟon. It should be noted however,

that high concentraƟon dispersions were sƟll not achieved in P1, which indicates that the

chemistry of OL-rGO is sƟll not a good match for that of this oil.

6.3.2.2.3. Dispersions of TOPrGO in Oils

As with OL-rGO and ODA-rGO, dispersions of TOP-rGO were analysed using UV-Vis spec-

troscopy with concentraƟons being determined by the Beer-Lambert law. Spectra from dis-

persions in each oil are shown in figure 6.31, with the concentraƟons derived from these

spectra shown in table 6.12. The concentraƟons of the dispersions produced show that, as

for the previously described reacƟons, the funcƟonalisaƟon of rGOwith TOP causes marked

changes in its dispersibility, with greatly improved concentraƟons being observed in disper-

sions using E1, E2, OSP-18, and F2 as solvents compared to dispersions of unmodified rGO.

Figure 6.31: UV-Vis spectroscopy of a dispersions of TOPrGO in oils produced using our in situ,
solvent-free reducƟon, funcƟonalisaƟon.

These changes in dispersibility indicate that the funcƟonalisaƟon of graphene sheets

with TOP has the effect of improving their dispersibility in the more polar oils: those that

are ester based and PAG based. This implies that the addiƟon of the TOP funcƟonal groups

to rGO has the effect of improving the compaƟbility of the graphene sheets with polar oils.
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Table 6.12: The concentraƟons of in situ produced TOPrGO dispersions in oils; determined by
the Beer-Lambert law taking the absorbance from UV-Vis spectroscopy at 660 nm. The concen-
traƟons of comparable dispersions of hydrazine rGOare also included aswell as the percentage
change in concentraƟon.

Oil TOPrGO ConcentraƟon
/ μgml−1

rGO ConcentraƟon
/ μgml−1

RaƟo of concentraƟons
(TOPrGO:rGO)

E1 52.3 5.9 8.9
E2 163.8 1.2 135.8
P1 0.0 0.2 0
P2 0.7 1.2 0.6
OSP-18 90.4 68.5 1.3
F1 12.7 2.0 6.4
F2 138.0 0.9 153.3
F3 45.3 60.9 0.7

This result correlates well with observaƟons made from XPS (secƟon 6.3.2.1.1) show-

ing TOP-rGO to have a significantly higher content of residual oxygen funcƟonality, due to

incomplete reducƟon, than other f-rGOs which will increase the polarity of the graphene

sheets and their compaƟbility with polar oils. The presence of TOP may hinder the interac-

Ɵons between these residual OH groups and the oil as TOP is expected to bind to the graph-

ene sheets at its phosphorous centre leaving its non-polar octyl chains to interact with the

oils. Another factor that must be taken into account is that the degree of funcƟonalisaƟon

achieved for the synthesis of TOP-rGO, whenmeasured by TGA (secƟon 6.3.2.1.3) is only 8%

compared to >30% for the other f-rGOs produced.

This would mean that the solvent oil molecules would have much greater access to the

surface of TOP-rGO than in other f-rGOs allowing them to interact with residual, polar, oxy-

gen funcƟonaliƟes present aŌer the reducƟon of GO and thus increasing the compaƟbility

of TOP-rGO in the polar oils as is observed.

6.3.2.2.4. Dispersions of TOPOrGO in Oils

Once again, the TOPO-rGO produced using the in situ reducƟon and funcƟonalisaƟon

method was dispersed into the oils provided in order to establish the effect of this modifi-

caƟon on the dispersion properƟes of the funcƟonalised graphene.

The dispersions obtainedwere analysed usingUV-Vis spectroscopy (figure 6.33) and then
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Figure 6.32: A comparison of the concentraƟons of rGO produced using hydrazine (blue), and
in situ TOPrGO (red) in oils, measured using UV-Vis spectroscopy and the Beer-Lambert law.

their concentraƟons were determined using the Beer-Lambert law. These concentraƟons

are shown in table 6.13 and show that funcƟonalisaƟon with TOPO has the effect of increas-

ing the dispersibility, compared to that of unmodified rGO, of the funcƟonalised graphene

in ester based oils, E1 and E2. LiƩle effect was seen on the dispersibility of this material in

PAO based oils, P1 and P2, and a decrease in dispersibility was recorded in the PAG based

oil, OSP-18. In the formulated oils, then an increase in concentraƟon is recorded in the least

polar oil mix, F1, with a decrease in concentraƟon, relaƟve to that of unmodified rGO, being

observed in more the more polar mix F3.

Table 6.13: The concentraƟons of in situ produced TOPOrGO dispersions in oils; determined by
the Beer-Lambert law taking the absorbance from UV-Vis spectroscopy at 660 nm. The concen-
traƟons of comparable dispersions of hydrazine rGOare also included aswell as the percentage
change in concentraƟon.

Oil TOPOrGO Concentra-
Ɵon / μgml−1

rGO ConcentraƟon
/ μgml−1

RaƟo of concentraƟons
(TOPOrGO:rGO)

E1 30.7 5.9 5.2
E2 12.8 1.2 10.7
P1 0.32 0.2 1.6
P2 2.1 1.2 7.8
OSP-18 5.7 68.5 0.1
F1 11.4 2.0 5.7
F2 4.4 0.9 4.9
F3 3.1 60.9 0.1
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Figure 6.33: UV-Vis spectroscopy of a dispersions of TOPOrGO in oils produced using our in situ,
solvent-free reducƟon, funcƟonalisaƟon.

These data indicate that TOPO-rGO has the best compaƟbility with oils withmid-polarity.

This is likely to be due to the presence of the 3 octyl groups on each funcƟonalisingmolecule

of TOPO restricƟng the access of solvent oil molecules to the residual polar groups on the

surface of the TOPO-rGO sheets occurring as a result of the reducƟon of GO,. However, the

relaƟve short length of these chains compared to the 18 carbon chains in ODA or OL means

that the decrease in polarity of the f-rGO sheets is not as severe as is seen for ODA-rGO or

OL-rGO. This gives the TOPO-rGO an intermediate polarity between that of unmodified rGO

and that of ODA-rGO and OL-rGO. This explains the decreased dispersibility of this material

in the most polar oil, OSP-18 although its dispersibility does increase in the relaƟvely polar

ester based oils E1 and E2. This change in surface chemistry is sƟll not sufficient to cause

TOPO-rGO to be easily dispersed in the least polar PAO oils, P1 and P2.

6.3.2.2.5. Comparison of Dispersion Concentrations

Whilst the concentraƟon of dispersions of f-rGOs in oils has been discussed above in

the context of the changing surface chemistry of f-rGO due to its modificaƟon, the goal of

this work is to produce high concentraƟon nanofluids for use as lubricants. To this end,

the absolute concentraƟons of f-rGOs are compared in figure 6.35. The aim of producing
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Figure 6.34: A comparison of the concentraƟons of rGO produced using hydrazine (blue), and
in situ TOPOrGO (red) in oils, measured using UV-Vis spectroscopy and the Beer-Lambert law.

nanofluids is to improve the tribological properƟes of the lubricants through the addiƟon of

graphene based addiƟves and it is believed that higher concentraƟons of addiƟve will have

greater effect on the tribological properƟes of the nanofluids. Therefore those combinaƟons

of f-rGO and oil that produce dispersions of the highest concentraƟonwill bemost desirable.

Figure 6.35: Comparison of the concentraƟons of dispersions of f-rGOs in each of the oils.

Due to the large number of combinaƟons of oils and f-rGOs and the volume of each

nanofluid required to properly analyse its properƟes, only those combinaƟons that pro-
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duced the highest concentraƟon dispersions were selected to have their tribological prop-

erƟes tested.

Tribological tesƟng required a larger volume of each nanofluid than was produced to

test the concentraƟon. However, due to the limited volume at which probe sonicaƟon is

effecƟve, scale-up was achieved by producƟon of 25ml batches of nanofluid, as described

in secƟon 8.3.5, which were then combined unƟl 250ml of nanofluid had been produced.

Those dispersions selected for tribological tesƟng included: control dispersions of un-

modified, hydrazine rGO in each of the oils, as well as those dispersions of f-rGO, both pro-

duced in situ and by the method of Jang et al., which exhibited the highest concentraƟons

and best stability as described in secƟon 6.3.2.2. The combinaƟons of f-rGO and oil that

were scaled up for tribological tesƟng are shown in table 6.14

Table 6.14: The combinaƟons of oils and f-rGO addiƟves that were selected for further tribo-
logical tesƟng based on the concentraƟons and stabiliƟes of the dispersions produced.

Oil rGO ConvenƟonal ODA-rGO in situ ODA-rGO OL-rGO TOP-rGO TOPO-rGO
E1 3 3 7 7 3 7

E2 3 3 7 3 3 3

P1 3 7 7 3 7 3

P2 3 7 7 7 7 7

OSP-18 3 3 3 3 3 3

F1 3 7 7 7 7 7

F2 3 7 3 3 3 7

F3 3 7 3 3 3 7

6.4. Properties of Nanoϐluids

Given the successful synthesis of graphene based nanofluids using both convenƟonally

produced and in situ f-rGOs it is important to establish whether the presence of the graph-

ene based addiƟves has an effect on the properƟes of the nanofluids that are key to their

desired applicaƟon. In our case we are most interested in the use of nanofluids as func-

Ɵonal lubricants in automoƟve engines and so the tribological properƟes of the lubricants

are those that will be studied.
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6.4.1. Tribological Properties

In order to assess the changes in the fricƟon and wear properƟes of the nanofluids pro-

duced the coefficient of fricƟon and viscosity of these fluids were measured and compared

to those of the unmodified oils. Whilst viscosity does not directly impact on the perfor-

mance of of the lubricant, it can cause changes in the coefficient of fricƟon of the fluid. The

coefficient of fricƟon is the property that has the greatest impact on the performance of a

lubricant as this determines the fracƟon of the energy that must be used to overcome inter-

nal fricƟon. The lower the coefficient of fricƟon of the lubricant, the less energy is required

to overcome fricƟon. As such decreasing the coefficient of fricƟon of a lubricant is desirable.

The tribological properƟes of the nanofluids were measured in conjuncƟon with Shell

Global SoluƟons in Hamburg. The techniques used are described in detail in chapter 4.

6.4.1.1. Viscosity of Nanoϔluids

IniƟal tesƟng of the properƟes of the nanofluids focussed on viscosity. Control of vis-

cosity is an essenƟal part of the formulaƟon of lubricants as changes in viscosity can cause

significant changes in the other tribological properƟes of the lubricant such as coefficient of

fricƟon. Ideally the use of a modifier should not change the viscosity of the oil whilst sƟll

decreasing its coefficient of fricƟon in order to improve the performance of the lubricant.

It is also essenƟal to examine changes in viscosity at different temperatures and shear

rates as the addiƟon of solid addiƟves, even at the nanoscale, can cause properƟes such as

shear thinning and shear thickening to change as well as the relaƟonship between temper-

ature and viscosity to be modified.

6.4.1.1.1. Kinematic Viscosity

The simplestmeasure of viscosity for nanofluids is the kinemaƟc viscosity (VK), discussed

in detail in secƟon 4.3.1. This was measured according to the ASTM standards: D445-06,
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and D446-07.,400,401 as described in secƟon 8.1.9, at both 40 ◦C and 100 ◦C, which represent

temperatures close to the lower and higher extremes of engine operaƟng temperature. The

kinemaƟc viscosiƟes of the pure oils were measured at 40 ◦C and 100 ◦C to give VK 40 and

VK 100 respecƟvely and these data are shown in table 6.15.

Table 6.15: The viscosity of pure oils at 40 ◦C and 100 ◦C.

Oil Type VK 40 / cSt VK 100 / cSt
E1 Base 3.20 1.30
E2 Base 5.50 1.80
P1 Base 5.40 1.70
P2 Base 30.70 5.80

OSP-18 Base 19.30 4.00
F1 Formulated 156.30 35.50
F2 Formulated 70.34 19.00
F3 Formulated 28.35 9.05

The oils provided by Shell Global SoluƟons have a range of viscosiƟes with F1 being the

most viscous at 156.3 cSt at 40 ◦C and the least viscous being E1 at 100 ◦C with a kinemaƟc

viscosity of 1.3 cSt. Universally across all oils it is notable that the VK 100 is significantly

lower than the VK 40. This is the expected behaviour for viscosity with temperature and this

should be compared to the change in viscosity with temperature that occurs when graph-

ene addiƟves are combined with the oils to establish if the addiƟon of graphene has any

significant impact on this relaƟonship.

In order to establish the effect of graphene on the viscosity of the base oils the disper-

sions of hydrazine rGO, produced as described in secƟons 8.3.5 and 8.3.9, were analysed and

their VK 40 and VK 100 were determined. These values are presented in table 6.16 alongside

the concentraƟons of each dispersion and the percentage change in viscosity compared to

that of the neat oils.

The results presented here were somewhat unexpected and show markedly different

behaviour between base oils and the fully formulated oils. Base oils show small changes

in kinemaƟc viscosity as a result of the addiƟon of rGO (error on measurement is ∼ 1%)

at either 40 ◦C or 100 ◦C. However, much larger changes are observed in the kinemaƟc vis-
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Table 6.16: The viscosity of dispersions of hydrazine rGO at 40 ◦C and 100 ◦C, alongside their
concentraƟons and the percentage change in viscosity compared to neat oils.

Oil rGO ConcentraƟon / μgmL−1 VK 40 / cSt % Change VK 100 / cSt % Change
E1 5.9 3.19 -0.3 1.27 -2.3
E2 1.2 5.27 -4.2 1.84 2.2
P1 0.2 5.21 -3.5 1.72 1.2
P2 1.2 30.75 0.2 5.82 0.3

OSP-18 68.5 19.53 1.2 4.20 5.1
F1 2.0 109.30 -30.1 25.37 -28.5
F2 0.9 49.32 -29.9 13.77 -27.5
F3 60.9 20.24 -28.6 6.54 -27.7

Figure 6.36: The kinemaƟc viscosiƟes of neat oils (blue), compared with those of rGO oil
nanofluids (red) at 40 ◦C and 100 ◦C.
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cosiƟes of fully formulated oils as a result of the formaƟon of rGO nanofluids with a ∼30%

decrease in VK 40 and a ∼28% decrease in VK 100 observed.

There seems to be liƩle correlaƟon between viscosity and concentraƟon of rGO. The

implicaƟon of this is that any changes in viscosity observed are more likely to be due to the

processing used to form the nanofluids than the presence of the rGO. We hypothesise that

the this change in properƟesmay be due to the high-energy ultrasonicaƟon used to produce

nanofluids and that this process may be degrading some component of the oil, causing this

change in viscosity observed.

In order to test this hypothesis the neat formulated oils were sonicated without the pres-

ence of graphene. 25ml batches of neat oils were probe sonicated for 20minutes, as de-

scribed in secƟon 8.3.14, and this process was repeated in order to produce the 250ml of

oil required for viscosity tesƟng. The kinemaƟc viscosiƟes of these sonicated oils were mea-

sured at Shell Global SoluƟons at 40 ◦C and 100 ◦C and it can be assumed that any change in

viscosiƟes observed in these samples are due to the processing the samples have undergone

as this has been the only change.

VK 40 and VK 100 for sonicated base oils are presented in table 6.17 and figure 6.37. This

clearly shows that once again there is a marked difference between the viscosiƟes of the

sonicated and unsonicated oils, of around 20% at 40 ◦C and 18% at 100 ◦C.

Table 6.17: The viscosity of sonicated, neat, formulated oils at 40 ◦C and 100 ◦C, alongside the
percentage change in viscosity compared to unsonicated oils.

Oil VK 40 / cSt % Change VK 100 / cSt % Change
F1 122.80 -21.4 28.20 -20.7
F2 56.98 -19.0 15.80 -16.8
F3 23.66 -16.5 7.60 -16.0

Across all three formulated oils at both 40 ◦C and 100 ◦C it can be seen from figure 6.37

that the viscosity of the unprocessed oil is the highest, followed by that of the pure oil that

has been sonicated, and finally that of the rGO nanofluid being the lowest. It is clear from

the change in viscosity observed between the untreated oils and those that have been son-
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Figure 6.37: The kinemaƟc viscosiƟes of formulated oils with no processing, that have been
sonicated, and of rGO nanofluids at 40 ◦C and 100 ◦C.

icated that the process of sonicaƟon is causing this change in viscosity, as this is the only

change between the samples. It is our hypothesis that this is due to break-up of viscos-

ity modifiers that are present in the fully formulated oils. These modifiers consist of short

chain polymers and sonicaƟon has been shown to be able to cause decomposiƟon of similar

molecules.424,425 This hypothesis is further confirmed by the fact that these drops in viscosity

aŌer sonicaƟon are not seen in dispersions in base oils, which do not contain these viscosity

modifiers.

It is also noted from the data in figure 6.37 that, while a reducƟon in kinemaƟc viscosity

of the sonicated oils is observed, this decrease is not as large as the decrease observed for

the rGO nanofluids. The reason for this has not been established, as the condiƟons used to

generate both sampleswere the same, but it is possible that the rGOpresent in the nanofluid

acts to increase the degree of decomposiƟon of the viscosity modifier or that some of the

viscosity modifier binds to the surface of the rGO sheets meaning it cannot impact on the

viscosity of the oil.
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Following on from the results described above for nanofluids containing rGO it was nec-

essary to analyse the impact that the use of the f-rGOs, described in secƟon 6.3.2, on the

viscosity of the nanofluids produced using them. The combinaƟons of oil and nanofluid

selected, described in secƟon 6.3.2.2.5, were analysed by Shell Global soluƟons in the man-

ner described in secƟon 8.1.9 in order to determine their VK 40 and VK 100. This gave us a

dataset containing a large number of variables, with dispersions of different f-rGOs in differ-

ent fluids all at different concentraƟons measured at both 40 ◦C and 100 ◦C. These data are

presented in table 6.18.

Table 6.18: The kinemaƟc viscosiƟes (VK 40 andVK 100) of nanofluids in a range of base oils con-
taining different frGO addiƟves along with the percentage difference between these viscosiƟes
and those of the pure fluids.

AddiƟve Oil f-rGO ConcentraƟon
/ μgml−1

VK 40
/ cSt

%
Change

VK 100
/ cSt

%
Change

ConvenƟonal
ODArGO

E1 150.8 3.35 4.7 1.33 2.3
E2 122.6 5.57 1.3 1.98 10.0
OSP-18 157.1 20.58 6.6 4.49 12.1

In situ
ODArGO

OSP-18 19.6 19.3 -0.1 4.17 4.3
F2 20.3 51.19 -27.2 14.25 -25.0
F3 29.3 20.28 -28.47 6.54 -27.73

OLrGO

E2 35.3 5.28 -4.0 1.85 2.8
P1 0.8 5.21 -3.5 1.72 1.2
OSP-18 11.2 19.29 -0.1 4.17 4.2
F2 7.6 51.08 -27.4 14.23 -25.1
F3 4.1 20.17 -28.9 6.51 -28.07

TOPrGO

E1 52.5 3.2 0.0 1.27 -2.3
E2 159.1 5.32 -3.3 1.86 3.3
OSP-18 96.3 19.44 0.7 4.21 5.2
F2 138.0 51.04 -27.4 14.22 -25.2
F3 49.2 19.38 -31.6 6.27 -30.7

TOPOrGO
E2 12.8 5.27 -4.2 1.84 2.2
P1 0.3 5.20 -0.2 1.72 0.0
OSP-18 5.7 19.3 -0.3 4.16 4.1

Given the discrepancy observed in the behaviours of the viscosiƟes of the base oils com-

pared to the fully formulated oils observed with rGO also appears to be present with the

f-rGOs the data for the base oils was analysed separately from that for the fully formulated

oils. Taking the data for the base oils first, the first factor considered was whether there is a

link between the concentraƟon of f-rGO in the dispersions and their change in viscosity. In
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Figure 6.38: The kinemaƟc viscosiƟes of unmodified oils and f-rGO oil nanofluids as A) 40 ◦C,
and B) 100 ◦C.
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order to analyse this, the concentraƟon of dispersions was ploƩed against the percentage

change in viscosity when compared to the untreated, neat base oil. These data are pre-

sented in figure 6.39 for both VK 40 and VK 100 and from this chart it is clear that there is no

correlaƟon between the change in viscosity of a nanofluid and its concentraƟon. In addiƟon

it is also notable that the magnitudes of the changes in viscosity observed for the base oil

nanofluids are small. As above, this is a desirable result as for the most usable nanofluids,

as they should have similar viscosiƟes to the original solvent, but with modified tribological

properƟes.

Figure 6.39: A chart to show the lack of correlaƟon between the concentraƟon of f-rGOnanoflu-
ids and the percentage change in kinemaƟc viscosity compared to that of the pure oil. The chart
shows data for both VK 40 (blue circles) and VK 100 (red triangles).

Again, mirroring the results observed for nanofluids containing rGO, those produced us-

ing f-rGOs in fully formulated oils had a much more pronounced change in viscosity than

those uƟlising base oils. The kinemaƟc viscosity data for these nanofluids is ploƩed in fig-

ure 6.40 against the concentraƟon of f-rGO in the nanofluid and as was the case for all pre-

vious dispersions there appears to be no clear correlaƟon between the concentraƟon of

nanofluids and their kinemaƟc viscosity. The fact that nanofluids produced using f-rGOs and
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formulated oils shows the same decrease in viscosity as menƟoned above for other nanoflu-

ids produced using formulated nanofluids. This behaviour is what would be expected if the

hypothesis regarding the decomposiƟon of polymer viscosity modifiers present in the for-

mulated oils due to sonicaƟon is correct.

Figure 6.40: A chart to show the lack of correlaƟon between the concentraƟon of f-rGOnanoflu-
ids in formulated oils and the percentage change in kinemaƟc viscosity compared to that of the
pure oil. The chart shows data for both VK 40 (blue circles) and VK 100 (red triangles).

6.4.1.1.2. Dynamic Viscosity

In order to beƩer understand the changes that the oils undergo during sonicaƟon and

the preparaƟon of nanofluids it was decided to analyse the high shear viscosiƟes of the

sonicated oils compared to the unmodified oils. In order to obtain these data the oils were

analysed using a USV. This process is described in detail in secƟon 4.3.2. The formulated

oils are known to be non-Newtonian, exhibiƟng shear thinning as a result of the viscosity

modifiers used and so it would be expected that this behaviour would be altered as a result

of damage to these addiƟves.

High-shear viscosity was recorded at shear rates of 1 × 106-1 × 107 s−1 at temperatures
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of 100 ◦C, 120 ◦C and 150 ◦C and it was expected that degradaƟon of the viscosity modifiers

would alter the results compared to those of the unmodified oils.

As can be seen in figure 6.41 the process of sonicaƟng the formulated oils has no signifi-

cant effect on their dynamic viscosity in spite of the changes in kinemaƟc viscosity observed.

Small differences between the sonicated and unsonicated samples can be aƩributed to vari-

aƟon between repeat measurements and are not significant.

These results were somewhat unexpected as if the change in kinemaƟc viscosity, de-

scribed above, was due to a complete breakdown of the viscosity modifying addiƟves then

this would also be likely to cause a change in dynamic viscosity. It is believed that the reason

for this disparity is that sonicaƟon of the formulated oils will cause the majority, but not all,

of the viscosity modifier to break down. As the concentraƟon of modifier required to effect

a change on the kinemaƟc viscosity is far lower than that to cause a change in the dynamic

viscosity, this residual modifier will be sufficient to maintain the dynamic viscosity of the oils

even though a significant change is observed in the kinemaƟc viscosity of the same oils.

USV data were not recorded for the base oils as they do not contain viscosity modifiers

meaning that they do not exhibit the same non-Newtonian behaviour as the formulated

oils. As a result, viscosity does not vary with shear rate and, as has been noted above the

kinemaƟc viscosity of the base oils does not change as a result of sonicaƟon of the oils.

We have shown that the addiƟon of rGO has liƩle impact on the viscosity of the oils

when nanofluids have been produced. This is extremely promising in the applicaƟon of rGO

as an addiƟve for the modificaƟon of thermal and tribological properƟes of lubricants as if a

significant change in viscosity had been observed this would have to have been accounted

for through a change in the formulaƟon of oils and the use of viscosity modifiers. The lack of

change in viscosity means that this is not the case and rGO and f-rGO can simply be added

to exisƟng lubricant formulaƟons without affecƟng the viscosity.

One caveat to this is that the processing used to form nanofluids can have a significant
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Figure 6.41: The high shear viscosiƟes of the formulated oils between 1 × 106 s−1 and
1 × 107 s−1 at A) 100 ◦C, B) 120 ◦C, and C) 150 ◦C showing data for both unmodified oils and for
those that have been subjected to sonicaƟon.
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impact on the kinemaƟc viscosity of the oils whichwe aƩribute to decomposiƟon of viscosity

modifying addiƟves present in the formulaƟons. The result of this is that care must be taken

to form the nanofluid prior to the addiƟon of addiƟve package, which contains the viscosity

modifier, to the base oil.

6.4.1.2. Friction &Wear Properties of Nanoϔluids

The promising lack of change in the viscosity of oils as a result of rGO and f-rGO addi-

Ɵves, described above,means they have good potenƟal for improving thewear of properƟes

of nanofluids and means that any changes in wear properƟes observed are not a result of

changes in viscosity. The dispersions produced were analysed using MTM in order to deter-

mine their coefficient of fricƟon. The measurement of coefficients of fricƟon was discussed

in secƟon 4.4 and the methods used are described in secƟon 8.1.11. Briefly, the tesƟng

protocol involved placing the samples into the MTM and running the samples using Ameri-

can iron and steel insƟtute (AISI) 52100 steel balls and discs with a 36N load which exerts a

contact pressure of ∼1GPa. The test protocol is made up of 2 segments, to study both the

boundary fricƟon regime and the hydrodynamic fricƟon regime for the nanofluids. These

steps will be referred to as the boundary step and the hydrodynamic step, respecƟvely.

The boundary step consists of measurement of fricƟon at a constant speed of 0.05m s−1

and load of 36N for 60minutes. The hydrodynamic step ramps the measurement speed up

from 0.01-4m s−1 over a period of 5minutes at a constant force of 36N. All measurements

are taken at a constant temperature of 120 ◦C, whichmirrors that expectedwithin an engine.

The measurement protocol begins with the hydrodynamic step, and then switches to

running the boundary step for 60minutes and then alternates between the two steps for a

total of 180minutes, ending with a final hydrodynamic step. The repeated tesƟng protocol

allows the surfaces to become fully coated with the lubricant and to allow any tribofilm to

form on the surface which could impact on the tribological properƟes of the system.
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6.4.1.2.1. Tribological Properties of Nanoϔluids Containing rGO and f-rGO

In line with the tesƟng of viscosity performed on the nanofluids, the first dispersions to

be tested for tribological properƟes were nanofluids containing hydrazine rGO as well as the

f-rGOs described earlier in this chapter. The solvents used to test these addiƟves were the

base oils E1, E2, P1, P2, and OSP-18. The selecƟon of combinaƟons of base oils and addiƟves

was discussed in secƟon 6.3.2.2.5 and the producƟon of these dispersions in secƟons 6.3.1.2

and 6.3.2.2.

The combinaƟons of addiƟves and lubricants that were chosen for further tesƟng were

analysed using MTM in both the boundary and hydrodynamic lubricaƟon regimes, in order

to establish the effect of the addiƟves on the tribological properƟes of the lubricants.

Data from the boundary regime secƟon of themeasurements are presented in table 6.19

and figure 6.42. In order to obtain the data presented in table 6.19 the percentage change

in coefficient of fricƟon between each nanofluid and the base fluid used to create it was

calculated at each Ɵme point. An average of all of these percentage changes was then cal-

culated to give an overall average percentage change in the coefficient of fricƟon for each

nanofluid.

When the effects of different rGO addiƟves on given base oils are examined it quickly be-

comes apparent that different base fluids respond differently to the presence of graphene

based addiƟves. However, the nature of the addiƟve and its concentraƟon do not appear to

impact on the change in coefficient of fricƟon. This is shown most clearly in figure 6.42. In

this figure, the solid blue line represents the coefficient of fricƟon, in the boundary regime,

of the neat oil while the other lines are for nanofluids containing different f-rGO addiƟves.

It is observed that for the most polar base oils, E1 and OSP-18, the presence of any of the

graphene based addiƟves causes an increase in coefficient of fricƟon of 10-30% for E1 and

30-60% for OSP-18 (aside from some variaƟon within the first 60minutes of the measure-

ment).
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Table 6.19: The mean coefficient of fricƟon, and percentage change in coefficient of fricƟon
under boundary condiƟons compared to that of the unmodified base oil, for nanofluids uƟlising
base oils as a solvent and f-rGOs as addiƟves.

Oil AddiƟve ConcentraƟon
/ μgml−1

Mean Coefficient
of FricƟon

% Change

E1

Oil - 0.064 -
rGO 5.9 0.074 16.2
ConvenƟonal ODArGO 150.8 0.83 28.9
TOPrGO 52.5 0.72 11.5

E2

Oil - 0.066 -
rGO 1.2 0.044 -33.6
ConvenƟonal ODArGO 122.6 0.050 -23.9
OLrGO 35.3 0.054 -17.0
TOPrGO 12.8 0.040 -38.6
TOPrGO 159.1 0.047 -28.8

P1

Oil - 0.079 -
rGO 0.2 0.080 0.3
OLrGO 0.8 0.069 -12.0
TOPOrGO 0.3 0.079 -0.1

P2 Oil - 0.066 -
rGO 1.2 0.068 5.0

OSP-18

Oil - 0.067 -
rGO 68.5 0.119 83.2
ConvenƟonal ODArGO 157.1 0.099 52.0
in situ ODArGO 19.6 0.088 34.4
OLrGO 11.2 0.084 29.1
TOPrGO 96.3 0.102 57.1
TOPOrGO 5.7 0.098 51.1
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Figure 6.42: The tribological behaviour of nanofluids containing f-rGOs as addiƟves in A) E1, B)
E2, C) P1, D) P2, and E) OSP-18 under the boundary tesƟng regime with the behaviour of the
untreated fluid (solid blue line) provided as a comparison.

183 of 278



C«�Öã�Ù 6: PÙÊ�ç�ã®ÊÄ Ê¥ GÙ�Ö«�Ä�-Lç�Ù®��Äã N�ÄÊ¥½ç®�Ý ã«ÙÊç¦« FçÄ�ã®ÊÄ�½®Ý�ã®ÊÄ

Figure 6.43: The mean coefficient of fricƟon, under boundary condiƟons, of unmodified oils
and f-rGO oil nanofluids.

In the least polar oils, P1 and P2, there is no consistent change in tribological properƟes

of the nanofluids, with variaƟon in the coefficient of fricƟon over the measurement Ɵme

being observed for all samples, at some Ɵmes being higher than that of the pure oil and at

other Ɵmes being lower with liƩle consistent paƩern. However, taking the average of these

changes in coefficient of fricƟon over themeasurement Ɵme shows that the average change

in coefficient of fricƟon is close to zero (table 6.19).

Finally, E2 shows markedly different behaviour to the other base oils with a universal

decrease in the coefficient of fricƟon, relaƟve to that of the untreated oil, being observed for

all samples containing graphene based addiƟves with decreases of 20-40% being observed.

This indicates that E2 has the greatest potenƟal as a base fluid for lubricants containing

graphene based addiƟves. E2 has a polarity that is between the least polar oils, P1 and P2,

and the most polar oils, E1 and OSP-18. It is likely that the reason for this is that the surface

energy of f-rGOs is closest to that of E2 meaning they form a more stable dispersion, with

improved tribological properƟes.

Whilst, in general, the choice of f-rGO does not seem to determine the change in coef-

ficient of fricƟon there is one excepƟon to this. In all combinaƟons tested nanofluids pro-

duced using OL-rGO as an addiƟve have some of the lowest coefficients of fricƟon under
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boundary condiƟons. This is most notable in P1, where nanofluids using rGO and TOP-rGO

as addiƟves exhibit the same coefficient of fricƟon as the unmodified oil, whilst those us-

ing OL-rGO as an addiƟve showed a 12% decrease in coefficient of fricƟon. This can be

explained by the fact that P1 is non-polar and so its chemistry matches well with the long

alkyl chain present on the surface of OL-rGO. Similar behaviour is also exhibited however

for nanofluids using OL-rGO in E2 and OSP-18, which are significantly more polar. In both

these oils OL-rGO nanofluids have relaƟvely low coefficients of fricƟon but are not the best

performing nanofluids.

Once again, as for viscosity there appears to be liƩle to no correlaƟon between the con-

centraƟon of the nanofluids and the impact of the addiƟve on the coefficient of fricƟon

under boundary condiƟons. The reasons for this behaviour are as yet unclear as it was ex-

pected that both concentraƟon and the compaƟbility of the addiƟve with the base fluid

would be the factors to have the greatest impact on coefficient of fricaƟon. It appears how-

ever, that the choice of base fluid is what has the greatest impact on the properƟes of a

nanofluid, most likely due to the interacƟon between the f-rGO addiƟve and the base oil.

Overall, the majority of nanofluid produced using graphene addiƟves exhibited higher

coefficients of fricƟon than those of the unmodified oils. However, certain combinaƟons

were an excepƟon to this and OL-rGO in P1 and all f-rGOs in E2 had improved coefficients of

fricƟon relaƟve to those of the unmodified oils. Therefore, further invesƟgaƟons on graph-

ene based nanofluids should focus on oils with mid polariƟes such as E2, or combinaƟons

which have well matched surface chemistries such as OL-rGO in P1.

Alongside the measurement of the coefficient of fricƟon in the boundary regime, dis-

cussed above, the procedure also allows for analysis of the coefficient of fricƟon at higher

speed: the hydrodynamic regime. Whilst the data for the boundary regime is being recorded

the measurement protocol switches every 60minutes to record data in the hydrodynamic

regime. These data are presented in figure 6.44.

For the most part, the data recorded in the hydrodynamic regime mirrors the paƩerns
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Figure 6.44: The coefficient of fricƟon of nanofluids containing rGO and f-rGOs uƟlising formulated oils as solvents along with the data for the pure
formulated oils for A-D) E1, E-H) E2,I-L) P1, M-P) P2, and Q-T) OSP-18 under the hydrodynamic condiƟon secƟon of the tesƟng regime aŌer A,E,I,M,Q)
0minutes, B,F,J,N,R) 60minutes, C,G,K,O,S) 120minutes, and D,H,L,P,T) 180minutes of tesƟng in the boundary regime.
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seen from the data recorded under boundary condiƟons with nanofluids using E1, and P2

giving liƩle change in the coefficient of fricƟon and dispersions using OSP-18 increasing in

coefficient of fricƟon as a result of the addiƟves. Dispersions using E2, as above, behave

differently then the other base oils and show a decrease in coefficient of fricƟon across all

measurement speeds, caused by the use of the addiƟve but independent of its chemistry

(figures 6.44 E to 6.44 H). The main difference between the data recorded in the boundary

condiƟons and that in hydrodynamic condiƟons is in the behaviour of the nanofluids using

P1 as a solvent (figures 6.44 I to 6.44 L). In these fluids there appears to be more differ-

ence in coefficient of fricƟon as a result of the different addiƟves, with OL-rGO showing the

greatest decrease in coefficient of fricƟon with all other addiƟves showing slight decreases.

This change is not mirrored in the boundary regime where a slight decrease in coefficient of

fricƟon is observed for OL-rGO and no change is observed for the remaining addiƟves. This

implies that the addiƟon of f-rGOs to P1 to form nanofluids improves the tribological proper-

Ɵes of the fluid, but does not have such a great effect on the surfaces within the test system

leading to the decrease in coefficient of fricƟon in the hydrodynamic regime observed here.

This implies that the addiƟves in these dispersions are parƟcularly stable, and remain held

in the fluid under test condiƟons rather than becoming deposited on the surfaces within the

apparatus and affecƟng fricƟon performance under boundary condiƟons.

As was the case in boundary condiƟons dispersions using OL-rGO as an addiƟve showed

favourable results, with this addiƟve frequently showing the greatest decrease in coeffi-

cient of fricƟon for any nanofluid, notably in E2 and P1, but also in OSP-18, where all f-

rGOs caused an increase in coefficient of fricƟon, nanofluids containing OL-rGO showed the

smallest increases at all measurement speeds. Alongside this, nanofluids using TOP-rGO

also performed well in E1 showing the lowest coefficient of fricƟon aŌer 180minutes of any

E1 nanofluid.

Whilst the majority of combinaƟons of graphene addiƟve and base fluid did not cause a

decrease in the coefficient of fricƟon, either in the hydrodynamic or the boundary regime,

certain combinaƟons of fluids did show improved tribological properƟes. Those nanofluids

187 of 278



C«�Öã�Ù 6: PÙÊ�ç�ã®ÊÄ Ê¥ GÙ�Ö«�Ä�-Lç�Ù®��Äã N�ÄÊ¥½ç®�Ý ã«ÙÊç¦« FçÄ�ã®ÊÄ�½®Ý�ã®ÊÄ

that uƟlise E2 as a base fluid universally showed improvement in both the boundary and

hydrodynamic tesƟng regimes, indicaƟng that both the properƟes of the fluid, and its inter-

acƟon with the surfaces of the MTM were improved. Alongside this, a combinaƟon of P2

and OL-rGO showed improved properƟes in the hydrodynamic regime with only slight im-

provements in the boundary regime, indicaƟng that the lubricity of the fluid has increased,

whilst not impacƟng significantly on the properƟes of the surfaces of the MTM.

Alongside the coefficient of fricƟon of the fluids produced, the wear caused on the mov-

ing components during tesƟng is also significant. This is difficult to assess in a quanƟtaƟve

manner using the test methods employed, however it was noted by the operator perform-

ing the MTM tesƟng that no noƟceable wear was observed on the components of the MTM

implying that the graphene based addiƟves do not act as an abrasive and cause significant

extra wear, which would be an extremely negaƟve quality.

6.4.1.2.2. Tribological Properties of nanoϔluids containing in situ rGO

A final group of samples that was analysed were the nanofluids produced by in situ re-

ducƟon of GO in base oils. Once again, only those combinaƟons that produced high concen-

traƟon dispersions were sent forward for tribological tesƟng, those using E1 and OSP-18 as

base fluids. These dispersions were produced as described in secƟon 6.2.3.2 with GO being

dispersed in oils via sonicaƟon before the mixture was heated to 120 ◦C for 24 h in order to

reduce the GO to rGO.

As for previous nanofluids, the tribological properƟes of the in situ rGO nanofluids were

determined by MTM as described in secƟon 8.1.11 and the coefficients of fricƟon under

both boundary and hydrodynamic regimes were recorded.

The coefficients of fricƟon against Ɵme in the boundary regime for the dispersions of in

situ rGO in E1 and OSP-18 as well as the untreated base oils, for comparison, are shown in

figure 6.45. These results show that the presence of the rGO addiƟve has a clear impact

on the coefficient of fricƟon under boundary condiƟons in both E1 and OSP-18, causing an
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increase in both cases. However, also in both cases the value of the coefficient of fricƟon is

not constant over Ɵme.

Figure 6.45: The coefficient of fricƟon of dispersions of rGO produced by in situ heaƟng of GO
in base oils E1 and OSP-18 compared to the coefficient of fricƟon for the pure, untreated base
oils under the boundary condiƟons of the tesƟng regime.

In the boundary tesƟng regime in the MTM the rotaƟon speed is low (compared to the

hydrodynamic region) and as a result the main component to fricƟon between components

results from the surfaces of these components as opposed to the lubricant layer between

them. It therefore follows that the reason for the change in coefficient of fricƟon observed

is due to the presence of a rGO layer forming on the surface of components and increasing

boundary fricƟon between them, implying that the dispersions of rGO do not remain stable

under the test condiƟons.

Figure 6.45 shows that for the dispersion of in situ rGO in E1 the coefficient of fricƟon is

only marginally higher than that for untreated E1. However, aŌer 60minutes a marked in-

crease in coefficient of fricƟon is observed. It is hypothesised that the reason for this change

is due to the destabilisaƟon of the dispersion at the 60minute mark, when tesƟng in the hy-

drodynamic region occurs, causing the rGO to deposit on the surfaces of the components,

having a significant impact on the boundary fricƟon.
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Conversely for the dispersion of in situ rGO in OSP-18 an increase in the coefficient of

fricƟon under boundary condiƟons is observed immediately, indicaƟng that the rGO is hav-

ing an immediate impact on the surfaces within the MTM, possibly due to the formaƟon

of a tribofilm. However, in this case the increase in coefficient of fricƟon stops aŌer the

hydrodynamic tesƟng at ∼60minutes and this value begins to fall and stabilises. However,

the final value is sƟll significantly above that for untreated OSP-18. This behaviour could be

explained by the slow formaƟon of a layer of rGO over the surface of the components during

the first 60minutes, causing a rise in the coefficient of fricƟon. This film is then disrupted by

tesƟng under hydrodynamic condiƟons causing the coefficient of fricƟon to fall and stabilise

as the system reaches equilibrium.

Overall, these data show that, in spite of being a method to from stable nanofluids, the

synthesis of in situ rGO in oils acts to increase the coefficient for fricƟon of the oil under

boundary condiƟons, which is not desirable for most lubricant applicaƟons.

The tribological behaviour of the dispersions of in situ rGO under hydrodynamic condi-

Ɵons were also examined. The tesƟng protocol used was as described in secƟon 8.1.11.1

and this protocol was run at set intervals of 60minutes during the tesƟng of the boundary

regime, giving data at 0minutes, 60minutes, 120minutes and 180minutes. These data are

shown in figure 6.46. In the hydrodynamic regime the speeds are higher than in the bound-

ary regime and the lubricant is pulled into the gap between the surfaces meaning that the

greatest contribuƟon to the coefficient of fricƟon is due to the lubricant itself as opposed to

the surfaces of the components

Figures 6.46 A to 6.46 D show the coefficients of fricƟon against speed for nanofluids

using E1 as a base fluid, while figures 6.46 E to 6.46 H contains data for nanofluids using

OSP-18.

It is clear from these data is that the hydrodynamic fricƟon behaviour of the unmodified

lubricants does not change significantly with Ɵme, aside from the data taken at 0minutes

in OSP-18 (figure 6.46 E) where some Ɵme is required for the instrument and lubricant to
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Figure 6.46: Tribological behaviour in the hydrodynamic regime of both nanofluids containing
in situ rGO (red dashed line) and unmodified base fluids (solid blue line) for nanofluids uƟlising
E1 as a base fluid aŌer A) 0minutes, B) 60minutes, C) 120minutes, and D) 180minutes of
tesƟng in the boundary regime and for those uƟlising OSP-18 as a base fluid aŌer E) 0minutes,
F) 60minutes, G) 120minutes, and H) 180minutes of tesƟng in the boundary regime.
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bed in before consistent tribological behaviour is achieved. However, the data taken at

60minutes, 120minutes and 180minutes shows consistent trends. Readings taken from

nanofluids containing in situ rGO do not display this consistency with the tribological be-

haviour in the hydrodynamic regime changing at different recording points for both E1 and

OSP-18 based nanofluids. Measurements taken at 0minutes for both E1 and OSP-18 (fig-

ures 6.46 A and 6.46 E) the coefficient of fricƟon for the nanofluid does not differ from that

of the untreated base fluid significantly over the range of speeds tested. However, this is not

the case for measurements taken aŌer 60minutes, 120minutes and 180minutes of tesƟng

under the boundary regime as can be seen in figures 6.46 B to 6.46 D and 6.46 F to 6.46 H.

For samples using E1 as a base fluid the coefficient of fricƟon of the nanofluid rises rel-

aƟve to that of the untreated base fluid and conƟnues to do so with Ɵme spent in under

the boundary tesƟng condiƟons (figures 6.46 A to 6.46 D). This implies that the condiƟons

within the MTM are causing a degradaƟon of the dispersion over Ɵme, reducing its tribolog-

ical performance. This correlates with our hypothesis based on the data collected under the

boundary regime: that the rGO in dispersion is destabilised during the measurement, and

as it no longer forms a good dispersion both deposits on the surfaces whilst also impacƟng

on the hydrodynamic properƟes of the lubricant.

Samples that use OSP-18 as a base fluid display subtly different behaviour as the elapsed

Ɵme under the boundary tesƟng regime increases (figures 6.46 E to 6.46 H). For these

nanofluids the coefficient of fricƟon under the hydrodynamic regime increases sharply dur-

ing the first 60minutes under boundary condiƟons and then remains relaƟvely constant for

the remainder of themeasurement period. Again this correlateswith our hypothesis ofwhat

is occurring in these nanofluids based on the data recorded under boundary condiƟons with

the dispersion rapidly destabilising during the first 60minutes before reaching a steady state

with inferior tribological properƟes to those of the untreated base fluid.

Overall, the tesƟng of the hydrodynamic coefficient of fricƟon of these in situ nanofluids

mirrored the changes observed in the boundary coefficients of fricƟon, with both nanofluids
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in E1 and OSP-18 exhibiƟng increases in coefficient of fricƟon, which is not desirable in the

applicaƟons these lubricants are used in.

It was noted by the operator performing the tests that no addiƟonal wear was observed

on the components when tesƟng the nanofluids meaning that the in situ rGO addiƟves were

not acƟng as an abrasive.

6.4.1.2.3. Tribological Properties of Nanoϔluids using Formulated Oils

Following on from the analysis of nanofluids produced using base oils, described above,

the properƟes of nanofluids produced using formulated oils were also assessed under the

same condiƟons.

Dispersions of hydrazine reduced GO as well as f-rGOs in fully formulated oils were anal-

ysed under boundary condiƟons and it was noted that in these oils, the addiƟon of the f-rGO

addiƟves had a much greater effect on the tribological properƟes of these oils.

The coefficients of fricƟon of these nanofluids during the boundary step of the mea-

surement protocol are shown in figure 6.47, along with the average percentage change in

coefficient of fricƟon over the measurement period in table 6.20.

Table 6.20: A table showing the percentage change in kinemaƟc viscosity versus the percent-
age change in coefficient of fricƟon under boundary condiƟons for nanofluids containing f-rGO
dispersed in formulated oils compared to the unmodified formulated oils.

Oil AddiƟve % change
VK 40

% change
VK 100

% Change in Coefficient
of FricƟon

F1 rGO -30.1 -28.5 87.6

F2
rGO -29.9 -27.5 58.0
in situ ODArGO -27.2 -25.0 43.7
TOPrGO -27.4 -25.2 39.4

F3

rGO -28.6 -27.7 42.3
in situ ODArGO -28.5 -27.7 50.2
TOPrGO -31.6 -30.7 51.8
OLrGO -28.9 -28.1 52.2

These data clearly shows that there has been a significant change in coefficient of fricƟon

due to the addiƟon of rGO based addiƟves with the average increase in coefficient of fricƟon
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Figure 6.47: The coefficient of fricƟon of nanofluids containing rGO and f-rGOs uƟlising formu-
lated oils as solvents along with the data for the pure formulated oils for A) F1, B) F2, and C)
F3 under the boundary condiƟon secƟon of the tesƟng regime.
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Figure 6.48: The coefficient of fricƟon of nanofluids containing rGO and f-rGOs uƟlising formu-
lated oils as solvents along with the data for the pure formulated oils.

being >39% for all combinaƟons when compared to the pure oils. Whilst the presence of

the addiƟve may play a part in this change; we believe that the processing used to form the

nanofluidsmaybe the factor causing themajority of this change. Wehave already noted that

the formaƟonof these nanofluids has a the effect of causing a significant change in kinemaƟc

viscosity due to the decomposiƟon of polymer viscosity modifiers in the formulated oils

(secƟon 6.4.1.1) and have shown that this is due to the sonicaƟon used in the preparaƟon

of nanofluids rather than the presence of the f-rGO addiƟves.

RelaƟng the viscosiƟes, and coefficients of fricƟon for the neat, unmodified, formulated

oils it can be seen that oilswith lower kinemaƟc viscosiƟes have higher coefficients of fricƟon

under boundary condiƟons (table 6.21). This an expected behaviour for these oils. The

impact of this, however, is that the changes in viscosity that are observed as a result of the

sonicaƟon used to form nanofluids (described in secƟon 6.4.1.1.1) are also likely to be the

cause of the changes in coefficient of fricƟon described above: not the presence of the f-rGO

addiƟves.

These same nanofluids were also analysed to determine the impact of graphene based

addiƟves under hydrodynamic condiƟons, where the characterisƟcs of the lubricant fluid

have the greatest effect on the coefficient of fricƟon.

195 of 278



C«�Öã�Ù 6: PÙÊ�ç�ã®ÊÄ Ê¥ GÙ�Ö«�Ä�-Lç�Ù®��Äã N�ÄÊ¥½ç®�Ý ã«ÙÊç¦« FçÄ�ã®ÊÄ�½®Ý�ã®ÊÄ

Table 6.21: The mean coefficients of fricƟon, under boundary condiƟons, and kinemaƟc vis-
cosiƟes for the unmodified, formulated oils.

Oil VK 40 / cSt VK 100 / cSt FricƟon Coefficient
F1 156.30 35.50 0.052
F2 70.34 19.00 0.064
F3 28.35 9.05 0.066

Figure 6.49: The coefficient of fricƟon of nanofluids containing rGO and f-rGOs uƟlising for-
mulated oils as solvents along with the data for the pure formulated oils for A-D) F1, E-H)
F2, and I-L) F3 under the hydrodynamic condiƟon secƟon of the tesƟng regime aŌer A,E,I)
0minutes, B,F,J) 60minutes, C,G,K) 120minutes, and D,H,L) 180minutes of tesƟng in the
boundary regime.
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Data from measurements taken under hydrodynamic condiƟons for dispersions of rGO

and f-rGO in the formulated oils F1, F2, and F3 aŌer 0minutes, 60minutes, 120minutes

and 180minutes under the boundary tesƟng regime are shown in figure 6.49. These data

clearly demonstrate that the in all cases, the rise in coefficient of fricƟon observed under

boundary condiƟons is mirrored under hydrodynamic condiƟons, when the measurement

speed is increased. This is the expected result based on the hypothesis, discussed above,

that the process of sonicaƟon used to form the nanofluids is causing decomposiƟon of the

polymer-based viscosity modifiers in the formulated oils and affecƟng their viscosity as the

behaviour of lubricants in the hydrodynamic regime is heavily influenced by the properƟes

of the fluid component of the lubricant.

These large changes in both coefficient of fricƟon and kinemaƟc viscosity mean that the

sonicaƟon of formulated oils, such as these, is not likely to be a successful method for the

producƟon of nanofluid based lubricants due to the risk of damage to other components

within the lubricant such as viscosity modifiers. A more promising approach is to combine

graphene based addiƟves to the neat base oil and form the nanofluid before further addiƟve

packages are combined into the system as demonstrated in secƟon 6.4.1.2.1.

6.5. Conclusion

The goal of the work presented in this chapter was to improve the tribological properƟes

of lubricants for use in automoƟve applicaƟons. In order to achieve this, a range of nanoflu-

ids were produced using modified graphenes as addiƟves, using modifiers to improve the

concentraƟon of graphenes achievable in each of the oils. This work fell into three secƟons:

the modificaƟon of graphene to produce f-rGOs, the dispersion of these f-rGOs in commer-

cial oils to produce nanofluids, and the tribological tesƟng of the nanofluids produced to

assess the impact of the f-rGOs on the performance of the oils as lubricants.

FuncƟonalisaƟon of graphenematerials was performed through the covalent funcƟonal-
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isaƟon of rGO. Firstly ODA-rGOwas produced using awell known literaturemethod for other

novel f-rGOs to be compared to. Following this, a novel method for the simultaneous func-

ƟonalisaƟon and reducƟon of GO was presented, which involved the heaƟng of GO in the

funcƟonalising agent, in the absence of solvent. The process was shown, using techniques

including TGA and XPS to simultaneously reduce the GO whilst also causing the funcƟonalis-

ing agent to adhere to the graphene sheets. Using this method ODA-rGO, OL-rGO, TOP-rGO,

and TOPO-rGO were produced and characterised.

The f-rGOs produced were then dispersed in a range of commercial oils provided by

Shell Global SoluƟons using ultrasonicaƟon in order to form nanofluids. The concentraƟon

and stability of these nanofluids was assessed using UV-Vis spectroscopy. Changes in the

dispersibility of the f-rGOs produced also act as an indicaƟon that funcƟonalisaƟon has been

achieved successfully. It was shown that the concentraƟons achieved for each of the f-rGOs

could be correlated to the polarity of the base oils with ODA-rGO and TOP-rGO dispersing

best in more polar oils, while OL-rGO and TOPO-rGO were shown to disperse best in oils

with the lowest polarity.

In order to assess the impact of these f-rGO addiƟves, those combinaƟons of oil and

addiƟve that gave the highest concentraƟon, most stable nanofluids were produced on a

larger scale in order to have their tribological properƟes assessed. The impact of the f-rGO

addiƟves on the kinemaƟc viscosity, dynamic viscosity and the coefficient of fricƟon of fric-

Ɵon of the dispersions produced were analysed at Shell Global SoluƟons and, for nanofluids

produced using base oils, therewas liƩle or no effect on viscosity as a result of the f-rGO addi-

Ɵves. However, this was not the case for nanofluids using formulated oils as a solvent which

exhibited significant changes in viscosity as a result of the addiƟon of f-rGO. Further tesƟng,

through analysis of sonicated oils which did not contain f-rGO showed that this change in

viscosity was due to the process of sonicaƟon used to disperse the f-rGOs and produce the

nanofluids rather than the f-rGO itself. This behaviour was aƩributed to the degradaƟon

of the polymer viscosity modifiers present in the formulated oils as a result of ultrasonica-

Ɵon. This hypothesis was not conclusively proven and so this topic is one that merits further
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invesƟgaƟon.

Alongside the viscosity tesƟng of the f-rGO nanofluids, their coefficients of fricƟon were

also tested in both the boundary and hydrodynamic fricƟon regimes using a MTM. The re-

sults of these tests showed that the impact of the f-rGO addiƟves depended on the exact

combinaƟon of oil and addiƟve used, with some combinaƟon causing an increase in the co-

efficient of fricƟon while others caused a decrease. However, it seems that the change in

coefficient of fricƟon tends to be dependent on the oil chosen, rather than the chemistry of

the f-rGO addiƟve or its concentraƟon.

As with their viscosity, nanofluids using formulated oils as solvents exhibited far greater

changes in coefficient of fricƟon than those using base oils, with a significant increase in

coefficient of fricƟon observed for all combinaƟons. However, this increase is believed to

be, once again, due to the breakdown of viscosity modifiers during sonicaƟon rather than

as a result of the f-rGO addiƟve.

As a result of this work, we can conclude that while graphene based addiƟves can be

successfully used to form stable nanofluids in commercial lubricants, the impact of these

addiƟves on the tribological properƟes of these lubricants is complex and cannot be easily

predicted. Whilst some combinaƟons of oil and addiƟve acted to improve the performance

of the lubricant, others acted to hinder it with liƩle apparent paƩern as to the outcome for

a give nanofluid.

6.6. Further Work

Whilst a large number of combinaƟons of base oils and addiƟves were tested in the

aƩempt find addiƟves that could improve the tribological properƟes of lubricants, no cor-

relaƟon between the properƟes of the lubricants and the concentraƟon of addiƟves was

ever observed. This may be in part due to the fact that each combinaƟon of lubricant and

addiƟve was only able to be tested at one concentraƟon, its maximum concentraƟon.
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In order to establish the impact of concentraƟon on the performance of graphene ma-

terials as lubricant addiƟves it would be ideal to take some of the combinaƟons of f-rGO

and base oil that gave good improvements in coefficients of fricƟon and recreate these dis-

persions at a range of concentraƟons before, once again, tesƟng their tribological proper-

Ɵes. Whilst it could be expected that dispersions with the highest concentraƟons of addiƟve

would give the greatest change in tribological properƟes, in pracƟce it has been observed

that this is not always the case with, in some examples, extremely low concentraƟons of

addiƟves having significant impact on tribological properƟes.

One of the factors thatwas not able to be determinedwithin the Ɵmescale of this project

was the degree of reducƟon achieved during the in situ reducƟon of FDGO to rGOperformed

in oils, as discussed in secƟon 6.2.3.2. Determining this was challenging due to the difficulty

of isolaƟng the rGO from the oils aŌer it had been formed in situ , leading to challenges

in using the usual techniques for determining degree of reducƟon such as TGA, XPS, and

UV-Vis. A proposed idea to overcome this would be to uƟlise the change in properƟes that

occurs during reducƟon from insulaƟng GO to conducƟng rGO.

It is likely that, in an electrically insulaƟng base fluid, this change of conducƟvity of the

addiƟve could be detected through the use of impedance spectroscopy, which can monitor

extremely small changes in the electrochemical properƟes of amaterial such as conducƟvity

and resisƟvity. One caveat to this is that this changewill only be detectable in insulaƟng base

oils and so it will sƟll not be possible to detect these changes in conducƟng base fluids such

as the PAG based OSP-18.

Given the conclusions drawn regarding the impact of sonicaƟon on the fully formulated

oils (secƟon 6.4.1.1 and secƟon 6.4.1.2.3) and our hypothesis that the changes in tribolog-

ical properƟes and viscosity observed are due to the degradaƟon of the polymer viscosity

modifiers present in the formulated oils a further avenue of study would be to study the

viscosity modifiers in detail.

Due to the nature of commercial oils, which are produced by mixing pre-formulated
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packages of addiƟves with base oils to obtain a lubricant with the desired properƟes, the

idenƟty of many of the addiƟves used is not disclosed. If the idenƟty of the viscosity mod-

ifiers used in the formulated oils could be determined then sonicaƟon could be performed

on these materials in isolaƟon which could firstly confirm our hypothesis that sonicaƟon is

causing degradaƟon of these components. Following on from this, with careful analysis of

any breakdown products formed, variaƟon of the intensity and duraƟon of the sonicaƟon

could allow the breakup of these modifiers to be minimised whilst sƟll allowing graphene

based addiƟves to be dispersed, providing a route to produce nanofluids by addiƟon to a

fully formulated oil. AlternaƟvely it would be of interest to study the tribological proper-

Ɵes of nanofluids, produced by mixing f-rGOs with base oils which had then been mixed

with commercial addiƟve packages to examine the impact of these addiƟves on the a fully

formulated oil without the impact of sonicaƟon on the viscosity modifier.

Finally, whilst thorough tesƟng of the tribological properƟes of the nanofluids produced

using graphene based addiƟves was able to be performed, the impact of these addiƟves on

the thermal properƟes of the lubricants was not assessed during this project. Whilst not

as significant to engine performance as tribological properƟes, the thermal properƟes of a

lubricant are sƟll important. For this reason, it would be interesƟng to determine if these

addiƟves have an effect on the thermal properƟes of lubricants; principally the thermal con-

ducƟvity and specific heat capacity.

Measurement of thermal conducƟvity could be performed using the bespoke THW in-

strument that’s development is described in secƟon 4.2.1, while the measurement of spe-

cific heat capacity could be performed using DSC.
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MĊĆĘĚėĊĒĊēęĔċTčĊėĒĆđPėĔĕĊėęĎĊĘ

Ĕċ LĎĖĚĎĉĘ
One of the key properƟes of a lubricant in an internal combusƟon engine is its ability

to transfer heat away from moving components and dissipate it into the cooling system.

Failure to do this can lead to premature wear on moving parts, or even complete failure

of the system due to excessive heat build up. Producing lubricants with enhanced thermal

conducƟvity would allow the efficiency of these systems to be greatly improved as more

power could be generated in a similar system without excess heat build up.

Another key component in internal combusƟon engines are coolants. These act to carry

heat away from the lubricants, and other components, that are contained within the engine

and carry it away through the cooling system to a radiatorwhere it can befinally dissipated to

the atmosphere. For similar reasons as with lubricants, improving the thermal conducƟvity

of these lubricants will enhance the efficiency of engines. Improving the ability of these

fluids to transfer thermal energy will allow the same amount of thermal energy to be carried

away by a smaller volume of fluid, allowing the size of the cooling system, and thus overall

weight of the engine to be decreased, improving the power to weight raƟo of the unit.

As has been discussed in secƟon 1.4.4 graphene’s excellent thermal conducƟvity means

that its inclusion in nanofluids, such as those produced in lubricants in chapter 6, or disper-

sions of graphene materials in coolants, is likely to have an posiƟve impact on the thermal

conducƟvity of these fluids.

In order to assess the thermal transport properƟes of fluids such as lubricants and cool-

ants an important quality to test is their thermal conducƟvity, or the amount of thermal
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energy that can be transferred through the fluid by conducƟon.

In order to test the impact that the presence of graphene addiƟves in nanofluids would

have on the thermal properƟes of dispersions two properƟes were tested: thermal conduc-

Ɵvity and specific heat capacity. The methods used to measure these characterisƟcs are

described in chapter 4. Whilst specific heat capacity can be determined using DSC it was

necessary to design and produce a bespoke instrument to measure the thermal conducƟv-

ity of liquids. This process is detailed below.

7.1. Design and Manufacture of the THW In-

strument

The method chosen to determine the thermal conducƟvity of the nanofluids produced

was the THW method. An introducƟon to this means of measurement has been discussed

in secƟon 4.2.1.

7.1.1. Theoretical Model

The main difficulty with the THWmethod comes in modelling the behaviour of the wire

enabling thermal conducƟvity to be determined from resistance. Early instruments tried to

be fully rigorous in themodels they producedwhich led to increasingly complex instruments

and calculaƟons aƩempƟng to account for the effects of convecƟon, the ends of the wire,

and the material surrounding the sample. However, Healy et al. showed that by careful

instrument design these effects all become negligible and so the simplest model, ignoring

these effects, can be used to process data from a well designed instrument.426

In this, simplest, case the wire is modelled as an infinite line heat source of constant

heat flux per unit length, which loses heat radially, solely via conducƟon, into an infinite,

incompressible medium of constant thermal diffusivity. In order to allow our instrument to
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follow these assumpƟons it was designed to meet certain constraints, listed below:

• The diameter of the wire must be sufficiently narrow, relaƟve to its length, that it can

be assumed to be of infinite length - this allows the effects of the ends of the wire to

be negated.

• The sample volume must be sufficiently large, relaƟve to the volume of the wire, that

it can be considered to be infinite - this allows the effects of the sample chamber itself

to be negated.

• The measurement Ɵme must be short enough that the effects of convecƟon are neg-

ligible on the hot wire.

• The wire must be composed of a material with an extremely linear temperature to

resistance raƟo.

Provided the above constraints are adhered to when designing the instrument then the

behaviour of the wire can be described using equaƟon 7.1: the Fourier equaƟon for one

dimensional transient heat in cylindrical coordinates.426

∂T

∂t
= κ

r

∂

∂r

(
r

∂T

∂r

)
(7.1)

In this equaƟon T is the temperature at Ɵme t, r is the distance from the wire and κ is

thermal diffusivity of the medium. As long as our instrument adheres to the assumpƟons

described above, the soluƟon to equaƟon 7.1 is well known and can be found in the litera-

ture427 to be:

T (t) − T0 = ∆T = q

4πλ
ln
( 4κ

D2C
t
)

(7.2)

In this case T0 is a reference temperature, D is the diameter of the wire, q is the power

applied to thewire during themeasurement, and ln C = γ (γ being Euler’s constant). Whilst
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equaƟon 7.2 enables us to calculate a link between thermal conducƟvity and temperature

change in the wire, this is not what is measured by the THW instrument, which records the

resistance in the wire. It is therefore necessary to make use of the well known link between

temperature and the resisƟvity (ρ) of a material (equaƟon 7.3).

ρ(T ) = ρ0 (1 + α (T − T0)) (7.3)

T0 is a reference temperature with ρo being the resisƟvity at that temperature and α is

the thermal resisƟvity coefficient. Conversion of resisƟvity to resistance relies on the relaƟon

shown in equaƟon 7.4.

R = ρ
l

A
(7.4)

In this equaƟon l is length and A is the cross secƟonal area of the material. Therefore,

uƟlising equaƟons 7.3 and 7.4 it is possible to possible to calculate the temperature of the

wire from its resistance:

R = ρ0l

A
(1 + α (T − T0))

T = T0 + RA

ρ0lα
− 1

α

(7.5)

ConverƟng a change in resistance (∆R) to a change in temperature (∆T ) equaƟon 7.5

becomes:

∆R = ρ0lα

A
∆T (7.6)

Combining this link between the resistance of thewire and its temperature (equaƟon7.6)
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with the soluƟon to the Fourier equaƟon (equaƟon 7.2) gives us an equaƟon that allows us

to derive thermal conducƟvity by measuring the resistance of the hot wire:

∆R = ρ0lαq

A4πλ
ln
( 4κ

D2C
t
)

(7.7)

EquaƟon 7.7 is the key equaƟon in the calculaƟon of thermal conducƟvity. The fact that

ρ0, l, α, q, A, κ, D, and C are all constants at any given temperature means a plot of ∆R

against ln twill be a straight linewhich has a gradient definedby
ρ0lαq

A4πλ
meaning the gradient

of the graph is inversely proporƟonal to thermal conducƟvity (λ).

In spite of all of the values menƟoned above being constants at any given temperature,

precise measurement of all of these would be a challenge and errors measuring them could

impact on the accuracy of thermal conducƟvity calculaƟons. Therefore, the most common

approach is to calibrate instruments used to measure thermal conducƟvity using fluids with

known conducƟviƟes close to those that are of interest. The calibraƟon process will be

outlined in detail in secƟon 7.1.2.5.

7.1.2. Instrument Design

Whilst the process of measuring the thermal conducƟvity of fluids is well known, as

discussed in secƟon 4.2.1 there are sƟll few examples of commercially available instruments

that are able to measure thermal conducƟvity of liquids to the degree of precision required

for the analysis of nanofluids.

It was therefore decided that, in order tomeasure thermal conducƟvity of the nanofluids

produced, to produce our own THW instrument. From the range of devices described in the

literature we aimed to pick and choose features that wouldmake our device as accurate and

as easy to build as possible. The instrument was required to be able to measure the thermal

conducƟvity of fluids over a range of temperatures with good certainty and reproducibility.

It was therefore decided that making use of computerised data acquisiƟon was essenƟal in
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order to improve both usability and precision of the instrument.

The start point of the design was the ASTM standard test method for measurement of

thermal conducƟvity of liquids, D2717-95(2009).396 This document details a THW instru-

ment, made up of a thin, Teflon coated, plaƟnum wire encased inside a glass vessel. How-

ever, it was decided that the precise glass components of this design would be both too

fragile, and challenging to produce to make it a pracƟcal approach. For this reason, rather

than following the ASTM standard exactly, it was decided to derive our own design, based

both on the standard document and the range of designs in the literature. The key details

of this design follow below

7.1.2.1. Measurement Cell

Instead of the glass design, specified in the ASTM standard, it was decided that a more

pracƟcal approach would be to construct the measurement cell out of metal both for ease

of producƟon and durability. The measurement cell of our instrument was produced from a

cylindrical tube ofmachined aluminiumwith a flange at either ends. For ease of cleaning the

boƩom of the cell is sealed with a flat metal plate, bolted onto the flange which seals using a

rubber O-ring Removing this plate allows easy access to the boƩomof the cell for cleaning of

the instrument. In keeping with this, it was decided that the rest of the instrument’s outer

shell should be constructed from machined aluminium in order to protect the electronic

components. The dimensions of the measurement cell were chosen in order for it to have

an internal volume that matches the volume that nanofluids are produced in. The volume

of the measurement cell produced was 72ml. However, as a result of displacement due

to the hot wire and its support, the sample volume required to take a measurement was

significantly lower than this, at 28ml.

Photographs and schemaƟcs of the final instrument are shown in figure 7.1. Full tech-

nical drawings and dimensions for the instrument’s casing can also be found in Appendix

A.
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Figure 7.1: (leŌ) A photograph of the assembled THW instrument (right) A schemaƟc of the
instrument, showing: the micrometer for wire tension adjustment, the spring to maintain con-
stant wire tension, the external thermocouple, and the outer casing of the instrument. The
O-ring shown is sandwiched between the base plate and the cell body to create a waterƟght
seal.
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7.1.2.2. Hot Wire

The hot wire is the key part of the THW instrument and its properƟes are vital to the suc-

cess of the measurements. It is possible to make the hot wire out of a range of substances;

however, those that perform best are materials with an extremely linear resistance to tem-

perature relaƟonship such as plaƟnum or tantalum. In our case plaƟnumwas chosen due to

the greater availability of fine diameter wire. The wire used has a diameter of 50 μm with a

9 μm Teflon coaƟng. The insulaƟng layer present on the plaƟnum hot wire allows the ther-

mal conducƟvity of electrically conducƟng liquids, such as water and water based coolants

to be measured. This prevents current leakage into electrically conducƟng fluids, which can

impact on the accuracy of results. The use of an insulated wire was originally proposed by

Nagasaka and Nagashima who also proposed a series of mathemaƟcal correcƟons to the

THW model in order to account for the presence of this insulaƟng layer.428 However, is has

since been shown that these correcƟons are of negligible impact as long as the thickness

of the insulaƟng layer is less than the diameter of the wire.429 In our instrument the hot

wire is mounted in a rigid brass housing which has a half cylinder profile. This provides a

strong base to mount the wire on and affords it some protecƟon, whilst sƟll leaving the wire

accessible for cleaning. (figure 7.2)

An important design concern is that the hot wire must remain under tension in spite of

any thermal expansion that occurs in the instrument. Several methods have been proposed

to achieve this including: construcƟng the wire and support of the same material to make

relaƟve thermal expansion zero,430 and uƟlising a fixed spring assembly to tension the hot

wire.431

In order to isolate the hot wire from the effects of thermal expansion, both on the wire

itself and the support it is mounted on, the top end of the hot wire in our instrument is

aƩached to a small spring. The top of this spring is connected to a micrometer screw gauge

which allows the tension on this spring, and thus on the wire itself, to be adjusted. The mi-

crometer is used to set the tension on the spring such that the spring is sufficiently stretched
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Figure 7.2: (leŌ) A photograph of the plaƟnum hot wire mounted on its brass support (right) A
schemaƟc showing the mounƟng for the plaƟnum wire, along with the posiƟon of the internal
thermocouple.

that if the wire were to expand, relaƟve to its support, the spring would take up the slack

and the wire would remain under tension: sƟll acƟng as a linear heat source. However, it is

also important that the tension on the spring not be too high, as this protects the wire from

snapping if it were to contract relaƟve to its support. The spring and micrometer assembly

of the instrument are shown in figure 7.1.

7.1.2.3. Temperature Control

One of the key requirements for recording thermal conducƟvity data is the ability to take

measurements over a range of well controlled temperatures. In order to achieve this cer-

tain elements were designed into the THW instrument. The instrument has been designed

in such a way that the measurement cell can be immersed into a thermostaƟcally controlled

bath in order to set and maintain the measurement temperature. Temperature control was

provided by a recirculaƟng cooler which can pass thermally controlled fluid through the out-

side of a jacketed vessel; inside this vessel sits the measurement cell, surrounded by water

to act as a thermal buffer (figure 7.3). In order to measure the temperature that readings
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are taken at a pair of thermocouples are employed, one inside the measurement cell and

the other outside, immersed in the bath surrounding the cell (figures 7.1 and 7.2). The

choice to use a pair of thermocouples was made as it ensures that the temperature inside

the bath is equilibrated with that inside the cell before measurements are taken, increasing

the reliability of the instrument.

Figure 7.3: A schemaƟc showing the jacketed vessel used to control the temperature of the
THWmeasurement cell in A) cross secƟon, and B) plan view. The vessel is composed of hollow
glass that is filled with coolant from a recirculaƟng water bath. A glass lip surrounds the top
of the vessel onto which the top flange of the measurement cell sits, suspending the cell within
the vessel. The vessel is filled with water to act as a temperature buffer.

7.1.2.4. Electronics

With the measurement cell design and construcƟon complete, aƩenƟon turned to the

electronics required to record thermal conducƟvity measurements. As menƟoned in sec-

Ɵon 7.1.1 the main goal of the instrument is to measure the resistance of the hot wire,

which can then be converted to thermal conducƟvity. In order to achieve this the instru-

ment makes use of a Wheatstone bridge circuit. This is a simple arrangement of four resis-

tors which allows the resistance of an unknown component to be determined An example of

a Wheatstone bridge circuit is shown in figure 7.4. If the resistances of R1, R2, and R3 and
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VS

R 1

R
2

R
W

R 3

V

V

Figure 7.4: A basic Wheatstone bridge circuit.

VS , the supply voltage, are all accurately known then it is possible to determine the resis-

tance of the unknown component, RW using equaƟon 7.8 which is derived from Kirchhoff’s

laws.

V =
(

R2

R1 + R2
− R3

R3 + RW

)
VS (7.8)

It is possible to simplify this situaƟon further by replacing one of the resistors, R2, with

a variable resistor. This resistor can then be adjusted such that the voltage on the voltmeter,

V , reads zero. In this configuraƟon the Wheatstone bridge circuit is refereed to as being “in

balance” and it is possible to simplify equaƟon 7.8 to give the form shown in equaƟon 7.9.

R2

R1 + R2
= R3

R3 + RW

RW = R3 (R1 + R2)
R2

− R3

(7.9)

Instead of the usual pracƟce of using a variable resistor to balance the Wheatstone

bridge circuit our design, based on that of Bleazard and Teja, makes use of a switchable
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decade array of resistors with very low temperature coefficients.432,433 These resistors are ar-

ranged in such a way as to allow precise control of resistance over the range of 2000-3000Ω

at a resoluƟon of 0.1 Ω. A circuit diagram for this setup is shown in figure 7.5. This has the

advantage over a variable resistor of ensuring that the resistance of all components in the

Wheatstone bridge is accurately known at any Ɵme, which is not possible with a variable

resistor. This, in turn, significantly reduces the error in the thermal conducƟvity measure-

ments made.

Whilst the above components are essenƟal to making accurate thermal conducƟvity

measurements certain other electronic circuitry is required simply to operate the instru-

ment. The key parts are outlined below.

In order to balance the bridge before the start of the measurement it is necessary to

apply a load across theWheatstone bridge. However, if this were done using the full voltage

load, VS , it would cause the temperature of the wire and sample to rise, due to the current

passing through the wire. Therefore the instrument is designed to be able to provide a

reduced power supply for the purpose of balancing the bridge. This supply, of 0.1 V and the

full supply of 10 V can be switched as required using a relay.

As the measurement taken by the instrument is one of resistance, it is important that

the internal resistance of the apparatus does not change during the recording of data as this

would cause driŌ in the results obtained. The main likely cause for this would be changes in

the temperature of components due to the high current loads imposed. In order to prevent

this, a “warm-up” step was introduced into the operaƟng protocol. In order to allow the

instrument to warm up without placing a current load onto the hot wire, changing the tem-

perature of the sample, an extra resistor was added into the circuit with a similar resistance

to that of the wire (8 Ω). This could be switched in to the circuit in place of the hot wire,

though the use of relays, allowing the circuit to be loaded so it can reach thermal equilib-

rium. The component most suscepƟble to thermal variaƟon is R3 as, although it has a very

low temperature coefficient, its current load is ∼0.55 A (meaning it dissipates around 3W).
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Figure 7.5: The decade array of resistors used to replace the variable resistor in our hot wire apparatus.
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For this reason R3 is mounted on a block of metal to act as a heat sink and help the resistor

maintain a stable temperature while the instrument is in use.

7.1.2.5. Calibration

In order to obtain accurate measurements of thermal conducƟvity from the apparatus

it is necessary to calibrate it using a fluid of a known thermal conducƟvity. If done properly,

this will produce a calibraƟon curve which allows the conversion of the data output by the

instrument into thermal conducƟvity. This calibraƟon will account for all other constants

that affect the output of the instrument. As discussed in secƟon 7.1.1 ploƫng ln t against

∆R will give a graph with a straight line with the equaƟon:

∆R = ρ0lαq

A4πλ
ln
( 4κ

D2C
t
)

(7.10)

which has a gradient of
ρ0lαq

A4πλ
. The goal of calibraƟon will be to determine a calibraƟon

constant, m, such that

d∆R

d ln t
= ρ0lαq

A4πλ
= m

λ
(7.11)

This allows simple conversion of gradient to thermal conducƟvity without it being re-

quired to measure the value of all the other constants included in the mathemaƟcal model.

DeterminaƟon of m requires measurements to be taken for a fluid of known thermal

conducƟvity over the operaƟonal temperature range of the instrument (5-65 ◦C). Ideally the

fluid chosen should have as close a thermal conducƟvity to the fluids of interest as possible

and for this reason it was decided that high purity water would be used as a calibrant. The

thermal conducƟvity of water has been widely reported in the literature.434

The instrument was run using high purity water at intervals of 5 ◦C between 5 ◦C and

65 ◦C, repeaƟng 20 Ɵmes at each temperature. The data obtained was processed (as de-
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scribed in secƟon 7.1.3) in order to obtain a gradient for each measurement. These gradi-

ents were then ploƩed against the thermal conducƟvity of water to produce a calibraƟon

graph which can be used to calculate thermal conducƟvity for any fluid from the output of

the instrument.

7.1.2.6. Computer Control and Data Acquisition

Themeasurements taken by the instrument were recorded using a NaƟonal Instruments

(NI) data acquisiƟon (DAQ) card, which is also used to electronically control the instrument,

giving an easily and precisely repeatable measurement protocol every Ɵme the instrument

is used.

The DAQ card is configured to monitor inputs from the voltage across the Wheatstone

bridge, the power supply voltage, and the thermocouples. However, in order to provide full

computer control a series of outputs from the DAQ card were also configured to control the

operaƟon of the instrument. These consist of 1 analogue output channel of 0.1 V to be used

as a supply voltage when balancing the bridge circuit as well as a series of digital outputs

which are used to operate relays controlling switching the hot wire with the fixed resistor,

acƟvaƟng the full voltage supply or the 0.1 V supply and switching the voltage supply on and

off. Together, these outputs and inputs allow for automated running of the instrument with

only minimal input from the user. In order to implement this automaƟon it was decided to

make use of the NI LabVIEW soŌware package as this provides drivers for the NI DAQ card

used and could be used to automate the operaƟon of the instrument. A brief version of the

procedure used to take thermal conducƟvity measurements is outlined below.

To take ameasurement a sample is placed in the cell and this is themplaced into the ther-

mally controlled bath and allowed to equilibrate. Meanwhile the electronics are allowed to

warm up by seƫng the full supply voltage, VS , to 10 V and ensuring the hot wire is switched

out of the circuit for the fixed resistor. In order to ensure all components reach thermal

equilibrium the Ɵme of this warmup period can be adjusted within the LabVIEW program.
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Through experimentaƟon and monitoring for thermal driŌ in the voltage output of the in-

strument it was discovered that 90minutes was a sufficient warmup Ɵme. As the fixed re-

sistor, used in place of the hot wire, has a similar resistance to the wire it is possible to use

this Ɵme to roughly balance the bridge and the bridge voltage is displayed by the front-end

of the LabVIEW script to allow this.

In the meanƟme, the temperature of the thermostaƟc bath can be set and the sample’s

temperature can be allowed to equilibrate. This is achieved by monitoring both the internal

and external thermocouples on the instrument, waiƟng for them to both show the same

temperature. AŌer the warmup and equilibraƟon are complete, the electronics can then be

set up to record a measurement. The LabVIEW script prompts the relays to switch the full

voltage supply for the 0.1 V supply, and to switch the hot wire into the Wheatstone bridge

in place of the fixed resistor. At this point the decade array of resistors should be adjusted

to precisely balance the bridge and the value of R2 recorded, allowing RW0 to be calculated.

As soon as the bridge is balanced measurements can then immediately begin. The LabVIEW

script will prompt the full voltage supply to be restored and data acquisiƟon can begin. The

DAQ card is set to record the voltage across theWheatstone bridge at a frequency of 1000Hz

over a period of 3 s. This Ɵme period is kept short as aŌer this Ɵme the data no longer fits

the models described in secƟon 7.1.1 due to the effects of convecƟon and so is no longer

useful in determining thermal conducƟvity. At the end of themeasurement the voltage load

is removed from the wire and the system is allowed to relax for a few seconds. The script

then repeats the measurement procedure as many Ɵmes as requested and automaƟcally

saves the data as individual .txt files containing the Ɵme and voltages.

In order to increase the automaƟon of the script it wasmodified in order to allow a delay

to be introduced aŌer a set of measurements had been taken. This allows the instrument to

monitor the thermal conducƟvity of a system at a constant temperature, at set intervals over

a long Ɵme period without input from the user, assuming the bridge balance remains con-

stant which it has been observed to during tesƟng. A copy of the LabVIEW script is included

in Appendix B
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7.1.3. Data Processing

As has been described above, the transient hotwire instrumentwe have designed allows

us to measure ∆R over Ɵme as a current is passed through the wire. Making use of the

models described in secƟon 7.1.1 it is then possible to process this data to give the thermal

conducƟvity of the fluid surrounding the wire using a plot of ∆R against ln(t). From this

plot the gradient of the linear region can be used to determine the thermal conducƟvity.

In order to achieve repeatable and efficient data processing a Python script was created

in order to both idenƟfy the linear region of the data from the hot wire instrument, and

then plot a line of best fit over this data range to extract the gradient, which can then be

converted to thermal conducƟvity. In order to achieve these goals a linear regressionmodel

was used to obtain the line of best fit for the data, due to the fact the ideal data from the

models should be linear.

As menƟoned above, for the calculaƟon of thermal conducƟvity, a plot of ∆R against

ln(t) is needed. However, the raw output from the instrument is not in this format and so

some iniƟal processing is necessary. The output file from the THW is made up of 2 data

streams: Ɵme, and voltage. The conversion of t to ln(t) is trivial, although the first data

point (t = 0) must be removed from the data before this operaƟon as ln(0) is undefined.

Conversion of V to ∆R is more involved and requires the use of the resistances within the

Wheatstone bridge, discussed in secƟon 7.1.2.4. The value for R2 (the resistance of the

variable resistance, figure 7.4) is recorded at the Ɵme the experiment was run and this value

is imported into the Python script and, with the values of R1 and R3 (2000.0 Ω and 10.0 Ω

respecƟvely), is used to calculate the resistance of the hotwire at the start of the experiment

(RW0 via equaƟon 7.12. The resistance of the hot wire at Ɵme t (RWt) can then be calculated

(equaƟon 7.13) using the voltage at Ɵme t (Vt) and the supply voltage, VS (10.0 V). Taking

the difference betweenRWt andRW0 (equaƟon 7.14) gives∆R at any given Ɵme, t. ∆R can

then be ploƩed against ln(t). An example of the data processed and ploƩed by the Python

script is shown in figure 7.6.
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RW0 = R3(R1 + R2)
R2

− R3 (7.12)

RWt = R3

(
VS(R1 + R2)

R2VS − Vt(R1 + R2)
− 1

)
(7.13)

∆R = RWt − RW0 = R3

(
VS (R1 + R2)

R2VS − Vt (R1 + R2)
− R1 + R2

R2

)
(7.14)

Figure 7.6: An example of the ploƩed output of the THW data from the Python script used for
data processing with the raw data shown as blue crosses, and the line of best fit determined
by the program shown as a red line.

Having ploƩed the data in the appropriate form, the main remaining challenge is the

process of isolaƟng the linear region of the data from the full data set. Due to experimental

variability, and the frequency at which data is recorded, this linear region does not occur

over the same values of ln(t) on each use of the instrument, parƟcularly if themeasurement

temperature is changed. The approach taken to idenƟfy the region of interest in the data

made use of the coefficient of determinaƟon (R2) that can be extracted from any linear

regression trend-line and gives informaƟon on how closely aligned the raw data is with that

trend-line. This means, when ploƫng a linear trend line, that the value of R2 will be at its
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maximum when the data it is based on is also linear.

The Python script produced idenƟfied the linear region of the data by performing linear

regression over data sets with every possible start and end point (above a minimum dataset

length of 100 data points) and to select the data range with the highest value of R2, which is

the region that fits the linear regressionmost closely, and therefore that which is most linear

in character. The linear regression model from this data range was then saved which gave

the gradient of the linear porƟon of the graph. This gradient, as discussed in secƟon 7.1.1,

is inversely proporƟonal to the thermal conducƟvity of the sample being measured. Once

the unit has been calibrated, as described in secƟon 7.1.2.5, it is then possible to convert

this gradient into a thermal conducƟvity.

Whilst the above procedure was a great aid in removing the subjecƟve element of data

processing for the THW instrument, the large number of repeat readings taken (>20 at each

temperature) meant that running the processing script on each of these data sets was a

Ɵme consuming process. To aid this, the script was modified so that it could automaƟcally

detect the output files saved in a given directory, eliminate those that had been previously

processed, and perform analysis on each remaining file in turn, automaƟcally repeaƟng this

process for results taken at different temperatures or Ɵmes, without the need for any user

input. The results were saved as both a pictorial graph, in .png format (for quick visual

confirmaƟon that results are valid, an example of which is shown in figure 7.6), and as a

.csv file containing all the numerical results generated for the files in that folder. This greatly

improved the efficiency of processing data from the THW instrument. A full copy of the code

used to process the data has been included in Appendix C.

7.2. Dispersion of GO in Coolant

In an aƩempt to test the impact of GO as an addiƟve on the thermal properƟes of an

applied thermal fluid dispersions of GO were produced in an automoƟve coolant provided
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by Shell Global SoluƟons. This coolant is composed of approximately 97% disƟlled water,

combined with a commercial addiƟve package containing corrosion inhibitors, heat transfer

agents, and surface tension modifiers.

Due to the fact that the coolant is largely water based, potenƟal graphene addiƟves

that will form stable dispersions will need to be hydrophilic, and therefore GO is an ob-

vious choice. In order to test the ability of the coolant to disperse GO, as produced GO

(synthesised using the Hummers method described in secƟon 8.3.1) was dispersed in the

commercial coolant by ultrasonicaƟon, as described in secƟon 8.3.5, but at a concentraƟon

of approximately 5mgml−1. Since as produced graphite oxide is synthesised as a slurry of

graphite oxide in water the concentraƟon of this slurry must be determined to allow dis-

persions of known concentraƟons to be produced. This was achieved via TGA. As produced

graphite oxide was heated to 100 ◦C and held at this temperature unƟl a constant mass was

achieved. Mass loss at this temperature is likely to be due to the evaporaƟon of solvent, and

so the residual mass can be used to determine the concentraƟon of graphite oxide in the

slurry. For the graphite oxide used in this study, concentraƟon was found to be 5.8%.

It was observed that the dispersions produced were of an opaque brown colour due to

the high concentraƟon of GO suspended and that no GO was seen to seƩle out, indicaƟng

excellent stability of GO in the coolant.

As a result of the success of these trial dispersions it was decided to scale up the produc-

Ɵon of these nanofluids to produce a sufficient volume to use in a full scale engine test. This

required 50 l of the GO-coolant dispersion to be produced. Doing this using the lab scale

method of sonicaƟon used elsewhere in this work would be extremely impracƟcal and Ɵme

consuming as the effecƟve sonicaƟon volume for the probe sonicator is limited to 50ml. In

order to pracƟcally achieve the producƟon of nanofluids at the volumes required a different

setup for sonicaƟonwas devisedwhich involved the use of a reservoir of coolant flowing, via

a peristalƟc pump, to a glass vessel surrounding the probe sonicator. Allowing the nanofluid

to flow through the system ensures that a far greater volume of liquid can be sonicated. A
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Figure 7.7: A schemaƟc of the flow sonicaƟon setup uƟlised for large volume producƟon of
nanofluids.

schemaƟc for this setup is shown in figure 7.7 and full details of the process used are pre-

sented in secƟon 8.3.23.

Briefly, dispersions were produced by sonicaƟng 3 l batches of coolant, mixed with 6 g

of as produced graphite oxide for 2.5 h at 40% sonicaƟon intensity. This aimed to produce

a dispersion of GO with a concentraƟon of 2mgml−1. The peristalƟc pump was set at a flow

rate such that all of the coolant in the system would undergo sonicaƟon. This process was

repeated to produce 51 l of dispersed GO in coolant.

The dispersion produced using this method was stable over a period of months, with

no change in colour, turbidity or sedimented material at the boƩom of the vessel. Due

to the limitaƟons of UV-Vis spectroscopy of GO (discussed in secƟon 6.2.1) the concentra-

Ɵon of the dispersion produced was determined gravimetrically. One factor that must be

considered when doing this is that the addiƟve package in the coolant will not evaporate

and so its residual mass must be taken into account. 5ml samples of pure coolant and GO-

coolant nanofluids were heated under vacuum at 80 ◦C and were weighed at regular Ɵme

intervals unƟl the residual mass in the vials was constant. SubtracƟng the mean residual

mass of the pure coolant from that of the GO-coolant dispersion, gave the residual mass

of GO which could then be used to determine concentraƟon. The results are presented in
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table 7.1 and show that the GO-coolant dispersion had a final concentraƟon of 0.5mgml−1.

Full details of this process are found in secƟon 8.1.15. This was significantly lower than the

theoreƟcal maximum concentraƟon for this dispersion of 2mgml−1, however, the GO that

was dispersed was stable over a long period of Ɵme and well dispersed.

Table 7.1: Residual masses aŌer heaƟng under vacuum at 80 ◦C unƟl constant mass was
achieved for 5ml vials of pure coolant and GO-coolant dispersions.

Pure coolant residual / mg 43.8
GO-coolant residual mass / mg 68.8

GO residual mass / mg 25.0
GO ConcentraƟon / mgml−1 0.5

When tesƟng the coolant in applicaƟons its pH is required to be in the range of 7-9 in

order to avoid corrosion. This is unfortunate as GO is acidic an so was observed to cause a

drop in pH of the coolant. To counteract this small quanƟƟes of 5M NaOH were added to

the coolant GO dispersion in order to raise the pH back to 8. The GO-coolant dispersion was

shipped to Shell Global SoluƟons to allow its potenƟal in a full scale system to be tested.

7.3. Thermal properties of Dispersions of GO

Given that the main applicaƟon of coolants is to draw heat away from components it

should be evident that the key properƟes of interest for GO-coolant nanofluids are their

thermal properƟes. In order to invesƟgate the effects of the addiƟon of GO on the thermal

properƟes of the GO-coolant dispersion the specific heat capacity and thermal conducƟvity

of dispersions were studied using DSC and the THWmethods as described in secƟons 4.2.1

and 4.2.2 respecƟvely.

7.3.1. Speciϔic Heat Capacity

The specific heat capacity of both the pure coolant and the GO-coolant dispersion were

determinedbyDSC. Theprocedure used to obtain these data followedASTME1269-11 and is

described in detail in secƟon 8.1.12.398 In brief, the liquid being tested is placed into hermet-
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ically sealed DSC pans and its heat flux is measured over the temperature range of interest.

The heat flux of an empty pan is then subtracted from this value to give the heat flux of the

sample. This value is then used to calculate the specific heat capacity of the sample using a

standard - in this case pure coolant measured by Shell Global SoluƟons.

When tesƟng the specific heat capacity of liquids it is very important that the mass of

the sample being tested does not change over the course of the measurement, as this will

significantly affect the heat capacity calculated. As the coolant is majority water then evapo-

raƟonwill be an issue and could cause a change is mass. In order tomiƟgate this, 2 steps are

taken. Firstly, hermeƟcally sealed DSC pans should be used to prevent any solvent that does

evaporate from escaping and causing a change in mass. Secondly, the temperature range of

measurement should be carefully chosen to minimise evaporaƟon, and the potenƟal build

up of high pressure in the pan due to the formaƟon of gasses.

When studying the coolant, the ideal temperature range for measurement of specific

heat capacity would match that of the engines it would be used in (∼120 ◦C). However, as

the main component of the coolant is water, this would cause significant evaporaƟon (in

engines this is avoided by pressurisaƟon of the system). In spite of the pans being hermet-

ically sealed, any significant pressure rises will result in the pans bursƟng. Therefore, when

measuring specific heat capacity of the coolant, temperatures lower than the operaƟng tem-

perature must be used . For this reason specific heat capacity was measured over the range

of 20-45 ◦C.

The specific heat capaciƟes of pure coolant and the GO-coolant dispersion, are shown in

figure 7.8. These data show that the addiƟon of GO to the coolant causes an increase in the

specific heat capacity of the coolant with over a 7% rise in specific heat capacity observed

at 45 ◦C. This is promising behaviour for the GO-coolant dispersion as higher heat capaciƟes

are favourable for coolants, since a smaller volume of coolant will be able to absorb the

same amount of thermal energy. However, as a result of the limitaƟons of this technique,

discussed above, it is not possible to determine what the change in specific heat capacity
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of the GO-coolant dispersion would be at the operaƟng temperatures of the engine. The

only way to determine the full impact of the GO on the coolant under operaƟng condiƟons

would be to perform a full scale engine test on the coolant.

Figure 7.8: The specific heat capacity of pure coolant (red doƩed line) and a GO-coolant dis-
persion (solid blue line) as determined by DSC.

7.3.2. Thermal Conductivity

In addiƟon to tesƟng the specific heat capacity of the coolant-GO dispersion, aƩempts

weremade to test its thermal conducƟvity using the instrument described in secƟon 7.1. Ini-

Ɵal tests were performed on the pure coolant, in order to measure its thermal conducƟvity.

Unfortunately, whenever measurements were taken with coolant in the measurement

cell the plaƟnum hot wire would break aŌer approximately 50 measurements being taken.

The reasons for this occurring are not enƟrely clear and this behaviour had not been ob-

served when calibraƟng the instrument using high purity water. For this reason it is believed

that one of the components of the addiƟve package, used to create the coolant, is causing
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degradaƟon of the plaƟnum wire, causing it to snap under the tension it is placed under by

the instrument.

In spite of this, it was possible to collect some limited thermal conducƟvity data from

the coolant and the GO-coolant dispersion. The procedure used to collect these data is

described in secƟon 8.1.13. Briefly, the thermostaƟc water bath was used to control the

temperature of the measurement cell. Once the thermocouples inside and outside the cell

were displaying the same temperature then the bridge was balanced and the instrument

was used to measure the thermal conducƟvity of the sample. This was repeated 20 Ɵmes

at a given temperature before the thermostaƟc bath was used to increase the temperature

of the system by 5 ◦C and the measurement repeated at the new temperature.

Ideally the range of temperatures over which the thermal conducƟvity is measured over

should match up with the operaƟng temperatures of the coolant in applicaƟons. However,

as discussed previously the coolant is generally used in pressurised cooling systems at tem-

peratures of 120 ◦C and due to the limitaƟons of the thermostaƟc bath used it was not possi-

ble to exceed measurement temperatures of 80 ◦C. On top of this it appears that the degra-

daƟon of the hot wire in the coolant is exacerbated at increased temperatures, meaning

that no thermal conducƟvity values for the coolant were able to be obtained at tempera-

tures above 45 ◦C.

The thermal conducƟvity of the pure coolant and the GO-coolant dispersion between

5-45 ◦C are shown in figure 7.9 and table 7.2. These data clearly show that the addiƟon

of GO to the coolant caused an increase in thermal conducƟvity of the coolant across all

temperatures measured, with a percentage increase of 1.0-8.3%.

As a result of the challenges of measuring the thermal conducƟvity of coolant and cool-

ant dispersions with our instrument, further studies from this point were carried out on

water, and dispersions of GO in water to determine the impact of GO on the thermal prop-

erƟes of water based fluids.
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Table 7.2: The thermal conducƟvity of the GO coolant dispersion produced comparedwith that
of the pure coolant, alongside the percentage increase.

Temperature / ◦C Thermal ConducƟvity / Wm−1 K−1 Percentage Increase / %Pure Coolant GO-Coolant Dispersion
5 0.560 ± 0.002 0.577 ± 0.003 3.1
10 0.570 ± 0.001 0.580 ± 0.002 1.8
15 0.577 ± 0.002 0.589 ± 0.002 2.0
20 0.586 ± 0.002 0.593 ± 0.002 1.0
25 0.584 ± 0.002 0.611 ± 0.004 4.6
30 0.596 ± 0.003 0.646 ± 0.006 8.3
35 0.607 ± 0.002 0.643 ± 0.004 6.0
40 0.619 ± 0.003 0.633 ± 0.003 2.1
45 0.633 ± 0.003 0.640 ± 0.006 1.2

Figure 7.9: The thermal conducƟvity of pure coolant (blue triangles) and the GO-coolant dis-
persion (red diamonds) over a range of temperatures.
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One concern that cannot be ignored when uƟlising GO as an addiƟve in thermal fluids is

the fact that GO undergoes reducƟon to rGO when held at an elevated temperature in sol-

vents as discussed in secƟon 1.6.1.3. As the operaƟng temperature of the coolant is around

120 ◦C it is likely that under these condiƟons reducƟon would occur. If this were to occur

then this could either have a posiƟve or negaƟve effect on the thermal conducƟvity of the

dispersion as a result of the properƟes of the rGO formed.

rGO is well known to have a higher thermal conducƟvity than GO, as a result of its less

defecƟve structure and as a result of this it might be expected that the thermal conducƟvity

of a dispersion of GO would increase as a result of the conversion of GO to rGO. However, it

should not be ignored that this reducƟon also has a significant impact on the soluƟon prop-

erƟes of the dispersed material. rGO is known to be significantly less dispersible in polar

solvents than GO is and so it is likely that the thermal reducƟon of a high concentraƟon dis-

persion of GO will lead to a significant decrease in the concentraƟon of addiƟve that can be

maintained in soluƟon which would have a negaƟve impact on the thermal conducƟvity of

the dispersion. Therefore, the overall impact on the thermal conducƟvity of the dispersion

will depend on the balance of these two factors, which could lead to either a rise or a fall in

thermal conducƟvity as a result of the reducƟon of GO.

In order to invesƟgate the impact of heaƟng, and the potenƟal reducƟon of GO, on the

thermal conducƟvity of dispersions, dispersions ofGO inwaterwere produced at 2.5mgml−1

and their thermal conducƟviƟes at a a range of temperatures, from 5-75 ◦C were measured.

These data are presented in figure 7.10 and table 7.3.

These data clearly show that the presence of GO in the water dispersion has an effect

on the thermal conducƟvity. At temperatures below 40 ◦C it is not possible to determine if

the presence of GO has had an effect on the thermal conducƟvity of the dispersion due to

the errors on the data recorded. However, above 40 ◦C it can be seen that a clear increase

in thermal conducƟvity occurs as a result of the presence of GO. One observaƟon that was

made when recording these data is that the colour of the GO dispersion changed as a re-
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Table 7.3: The thermal conducƟvity of the GO-water dispersion produced compared with that
of pure water, alongside the percentage increase.

Temperature / ◦C Thermal ConducƟvity / Wm−1 K−1 Percentage Increase / %Pure Water GO-Water Dispersion
5 0.568 ± 0.003 0.575 ± 0.012 1.4
10 0.578 ± 0.003 0.587 ± 0.012 1.6
15 0.588 ± 0.003 0.597 ± 0.012 1.5
20 0.598 ± 0.004 0.603 ± 0.012 0.9
25 0.606 ± 0.004 0.606 ± 0.014 -0.1
30 0.615 ± 0.004 0.631 ± 0.025 2.7
35 0.622 ± 0.004 0.630 ± 0.024 1.2
40 0.630 ± 0.004 0.645 ± 0.022 2.5
45 0.636 ± 0.004 0.652 ± 0.010 2.4
50 0.642 ± 0.004 0.665 ± 0.009 3.6
55 0.648 ± 0.004 0.674 ± 0.018 4.1
60 0.653 ± 0.004 0.676 ± 0.013 3.6
65 0.657 ± 0.004 0.682 ± 0.011 3.8
70 0.661 ± 0.004 0.691 ± 0.013 4.4
75 0.664 ± 0.004 0.699 ± 0.015 5.2

Figure 7.10: The thermal conducƟvity of water (blue triangles) and the GO-water dispersion
(red diamonds) over a range of temperatures.
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sult of being heated from brown to black which can be an indicaƟon of reducƟon. It was

also observed that some parƟcles of graphene material had dropped out of soluƟon in the

instrument.

In order to assess the degree of reducƟon that has occurred to the GO during the mea-

surement of thermal conducƟvity the dispersion, aŌer measurement, was analysed by UV-

Vis spectroscopy. Using the posiƟon of the π → π∗ plasmon peak the extent of reducƟon

could be determined. Measurements were taken on the GO dispersion prior to tesƟng of

thermal conducƟvity, the soluƟon aŌer tesƟng, and on a dispersion of the parƟculates that

dropped out of soluƟon during thermal conducƟvity tesƟng. These data are shown in fig-

ure 7.11. The posiƟon of the π → π∗ plasmon peak for each of these spectra is shown in

table 7.4. These data clearly show no significant change in the either the posiƟon of the

π → π∗ plasmon peak, or the line shape in UV-Vis spectroscopy as a result of the mea-

surement of thermal conducƟvity described above implying that no reducƟon of GO has

occurred and so any changes in thermal conducƟvity reported are due to the quanƟty of GO

in the dispersion and not its reducƟon to rGO.

Table 7.4: The posiƟon of the π → π∗ plasmon peak in the UV-Vis spectra of dispersions GO in
water before and aŌer measurement of thermal conducƟvity.

PosiƟon of π → π∗ plasmon peak / nm
Before 230.5

SoluƟon AŌer 230.8
ParƟcles AŌer 230.2

From previous work on the reducƟon of GO by heaƟng in solvents it is known that this

reacƟon can take some Ɵme and the full reducƟon possible under these condiƟons may

not have occurred during the measurements detailed above. For this reason, the program

controlling the THW instrument was adapted to measure the thermal conducƟvity of the

dispersion, held at a set temperature, at knownƟme intervals. Thismeasurement procedure

is described in detail in secƟon 8.1.13. Dispersions of GO were created by sonicaƟng as

produced graphite oxide in water and their thermal conducƟviƟes were tested at elevated

temperatures over a period of 24 h to determine the effect of elevated temperature on the
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Figure 7.11: UV-vis spectroscopy of the dispersion of GO prior to thermal conducƟvity tesƟng
(blue line), the soluƟon aŌer tesƟng (red doƩed line), and a dispersion of the parƟcles that
dropped out of soluƟon during tesƟng (black dashed line).

thermal conducƟvity of the dispersion. The thermal conducƟvity of a 2.5mgml−1 dispersion

of GO in water, held at 60 ◦C over a period of 24 h is shown in figure 7.12.

These data clearly show that, over the first few hours of the measurement, there is a

decrease in the measured thermal conducƟvity of the GO dispersion before the thermal

conducƟvity stabilises at 0.63±0.03Wm−1 K−1 aŌer 5 h at 60 ◦C. From this behaviour it is

evident that some change is occurring over the measurement period which is affecƟng the

thermal conducƟvity of the dispersion.

In order to assess if any change was occurring in the degree of reducƟon of the GO in

the dispersion during the thermal conducƟvity measurement the posiƟon of the π → π∗

plasmon peak was analysed both before and aŌer the thermal conducƟvity measurement

and these data are shown in figure 7.13 and table 7.5. The fact that there is no significant

change in peak posiƟon indicated that no significant reducƟon is occurring to the GO ad-

diƟve in the nanofluid as a result of heaƟng to 60 ◦C for 24 h. Therefore the decrease in

thermal conducƟvity over Ɵme is likely to be due to a decrease in the concentraƟon of the
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Figure 7.12: The thermal conducƟvity of a dispersion of 2.5mgml−1 dispersion of GO over a
period of 24 h whilst being held at 60 ◦C.

GO modifier over Ɵme.

Figure 7.13: UV-vis spectroscopy of the dispersion of GO prior to thermal conducƟvity tesƟng
(blue line), and the soluƟon aŌer tesƟng (red doƩed line).
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Table 7.5: The posiƟon of the π → π∗ plasmon peak in the UV-Vis spectra of dispersions GO in
water before and aŌer measurement of thermal conducƟvity for 24 h at 60 ◦C.

PosiƟon of π → π∗ plasmon peak / nm
Before 230.5
AŌer 233.5

Whilst the thermal conducƟvity of the GO dispersion begins significantly higher than

that of pure water at 60 ◦C, by the end of the thermal conducƟvity measurement it has

fallen significantly and is around the same as that of pure water. This could cause problems

when uƟlising graphene dispersions in applicaƟons, as consistent thermal conducƟvity is an

essenƟal property.

One factor that must be considered is that the dispersions tested here are of GO in pure

water and not in commercial coolant. This means that whilst results described here are

likely to be similar in commercial coolant they may not be exactly the same. One factor

that may have a significant impact is that the commercial coolant contains surfactants and

dispersants, which could aid in maintaining the dispersion of GO and may reduce the fall in

thermal conducƟvity observed for dispersions of GO in pure water. However, the problems

discussed above that were encountered when tesƟng thermal conducƟvity of coolant using

our instrument prevented this from being tested.

7.4. Conclusion

Changes to both the thermal conducƟvity and specific heat capacity of thermal fluids

have great potenƟal to improve their performance in engines, by increasing both the amount

of heat transferred and the rate at which it can be carried away. Improving both of these

qualiƟes will allow equivalent engine performance from power units with smaller coolant

reservoirs and thus with lighter weights.

The methods used to test these properƟes have been discussed in secƟon 4.2. In this

chapter the development and tesƟng of a THW instrument for the measurement of thermal

conducƟvity of liquids. This THW instrument was then used to analyse the thermal conduc-
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Ɵvity of dispersions of graphene materials in both water and a commercially used coolant

provided by Shell Global SoluƟons.

In order to further invesƟgate the thermal properƟes of dispersions of GO in coolant,

it was decided to test the performance of this dispersion in a power unit. This required a

large volume of the coolant-GO dispersion to be produced. In order to achieve this a flow

sonicaƟon setupwas used in order to produce large volumes of graphene dispersions. Using

gravimetric methods the concentraƟon of this dispersion was determined to be 0.5mgml−1.

This dispersion was shipped to Shell Global SoluƟons for full scale engine tesƟng.

In order to assess the impact of these graphene addiƟves on the thermal properƟes of

dispersions, nanofluids of GO were produced in both water and commercial coolant. The

thermal conducƟvity and specific heat capacity of these dispersions were then measured.

Using DSC it was shown that the addiƟon of GO to the coolant caused a rise in the specific

heat capacity across a range of temperatures. This means that a given volume of coolant

has the potenƟal to absorb more thermal energy than is possible for pure coolant, meaning

the performance of the coolant is improved by the addiƟon of GO.

The thermal conducƟvity of the dispersions produced was also assessed using the THW

method and it was shown that in both coolant and pure water that the addiƟon of GO addi-

Ɵves caused an increase in thermal conducƟvity over the range of temperatures tested. One

effect of tesƟng thermal conducƟvity at elevated temperatures was that some changes in

the dispersion were noted due to the heaƟng of GO including a darkening in colour as well

as some solid material dropping out of soluƟon. These changes were invesƟgated in more

detail, with UV-Vis spectroscopy being used to show that no reducƟon had occurred to the

GO during the thermal conducƟvity measurement. However, the thermal conducƟvity of a

dispersion of GO held at 60 ◦C was shown to fall over Ɵme indicaƟng that some change was

occurring to the dispersion over Ɵme and this was aƩributed to a change in the concentra-

Ɵon of the suspended GO. Therefore more work should be put into improving the stability

of GO dispersions in order to maintain the improved thermal conducƟvity seen at the start
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of the measurement.

These data show that dispersions of GO in coolants and other aqueous thermal fluids

can be produced relaƟvely easily and that these addiƟves have a significant impact on the

thermal properƟes of these dispersions, improving both the thermal conducƟvity and spe-

cific heat capacity. However, care must be taken with these dispersions when working at

elevated temperatures to ensure that the reducƟon of GO to rGO does not destabilise the

fluid under these condiƟons. This change from GO to rGO changes both the thermal and

dispersions properƟes of the addiƟve, and so further invesƟgaƟon of the impact of these

changes will be needed.

7.5. Further Work

Given the improved thermal conducƟvity of dispersions of GO, in both water and the

commercial coolant observed in the data above it is clear that graphene based nanoflu-

ids show great promise for increasing the thermal conducƟvity of thermal fluids. However,

some challenges were discovered in this iniƟal study which could be overcome, depending

on the outcome of some of the work proposed in this secƟon.

The first challenge encountered in this work was the incompaƟbility of the hot wire in-

strument designed with the commercial coolant used to disperse the graphene, hindering

thermal conducƟvity measurements of coolant dispersions. If there was more Ɵme that

could be dedicated to this maƩer it would be ideal to further invesƟgate the reason that

the coolant damages the hot wire. Whilst the easiest method to determine this would be to

establish the contents of the addiƟve package used to create the coolant, this informaƟon is

extremely commercially sensiƟve and so unlikely to be obtained. An alternaƟve method to

allow tesƟng the thermal conducƟvity of commercial coolant dispersions may be to change

the materials used in the instrument, both to join the ends of the wire to the instrument,

and to use a hot wire with a different insulaƟng layer than Teflon or to replace the plaƟnum
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wire with a tantalum one. By making these changes, it would be hoped that dispersions

using the commercial coolant would no longer cause the hot wire to become damaged and

break during measurements, enabling more data on commercially relevant dispersions to

be collected.

Whilst it has been shown that the addiƟon of GO to both water and coolant is able to in-

crease the thermal conducƟvity of dispersions over a range of temperatures, the impact of

rGO on thermal conducƟvity was not invesƟgated. TheoreƟcally rGO should cause greater

increases in thermal conducƟvity than GO due to its less defecƟve electronic structure al-

though forming dispersions of it in aqueous fluids such as water and coolant is more of a

challenge. In order to produce high concentraƟon dispersions of rGO, to give the greatest

increases in thermal conducƟvity, it may be possible to employ some of the techniques for

increasing the dispersibility of rGO described in chapters 5 and 6. Of parƟcular interest is

the potenƟal to form rGO through in situ reducƟon of a GO dispersion, as described in sec-

Ɵon 6.2.3.2. This has the advantage that the condiƟons used to produce the rGO are the

same as the operaƟng condiƟons of the engines the coolants are used in. Therefore, if it is

possible to produce dispersions of rGO that remain stable aŌer synthesis these dispersions

should also remain stable under the condiƟons they will be applied in.

Finally, these studies were all performed on dispersions at a single concentraƟon of GO.

InvesƟgaƟng the impact of changing the concentraƟon of the graphene addiƟve on the ther-

mal properƟes of the dispersion would be of great interest as a balance must be struck be-

tween increasing the concentraƟon of the addiƟve and obtaining a stable dispersion when

aiming to improve thermal properƟes. Another potenƟal area of interest would be to in-

vesƟgate the effect of uƟlising graphite oxide as an addiƟve, compared to GO at the same

concentraƟon.

Whilst the work in this chapter has focussed on the thermal properƟes of aqueous dis-

persions of graphene materials for use as coolants, it would also be informaƟve to test the

thermal properƟes of graphene nanofluids for use as lubricants, such as those produced in
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chapter 6. Lubricants also play an essenƟal role in the transfer of heat away from compo-

nents in engines, which in turn is essenƟal in reducing wear and so examining the impact

of graphene addiƟves on their thermal properƟes could be of interest in determining their

potenƟal in automoƟve applicaƟons.
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8.1. Analytical Methodology

8.1.1. Solution State Nuclear Magnetic Resonance

Spectroscopy

NMR spectroscopy in the soluƟon state was performed on a Bruker Avance-400 NMR

spectrometers. 1H, 13C, and 31P spectra were recorded with chemical shiŌs reported in

δ (ppm) relaƟve to residual solvent protons (1H), an external sample of tetramethylsilane

(TMS) (13C) or an external sample of 85% H3PO4 (31P).

8.1.2. Transmission Electron Microscopy

TEM was performed on a JEOL 2100 FEG TEM operated at 80 kV under high vacuum

condiƟons. Samples were deposited on 300 mesh copper lacey carbon grids. Solid samples

were first dispersed into volaƟle solvents (EtOH, MeOH or EtO2) using mild bath sonicaƟon

and then deposited onto grids by dropping from a pipeƩe. Samples already in the form of

dispersions or liquid were simply deposited from their liquid states onto grids using pipeƩes.

8.1.3. Raman Spectroscopy

Raman spectra were obtained using a Jobin Yvon LabRam EvoluƟon HR spectrometer

in a back scaƩered confocal configuraƟon using a Nd:YAG laser (521 nm, 2.33 eV) equipped
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with a CCD detector. All spectra were referenced to the A1g Raman acƟve mode of silicon at

520 cm−1. Samples were prepared by deposiƟon from their liquid state, or by dispersion in

EtOH, MeOH or EtO2 by mild bath sonicaƟon followed by deposiƟon onto glass microscope

slides.

8.1.4. X-Ray Photoelectron Spectroscopy

8.1.4.1. Data Collection

XPS was performed at the NEXUS facility at Newcastle University on a Kratos AXIS Nova

spectrometer using a monochromaƟc Al Kα source (1486.6 eV). Samples were drop cast

onto small pieces of silicon (approximately 1 cm×1 cm which had been cleaned with meth-

anol) from a dispersion in either methanol or diethyl ether to from a conƟnuous film of

material across the surface of the silicon. The dispersions were produced by extremely brief

bath sonicaƟon in order to disperse the material with minimal impact.

8.1.4.2. Fitting of Data

The XPS spectra recorded were analysed using the CASA XPS soŌware package. Spectra

were background corrected using a Tougaard background. The C−−C peak was then fiƩed to

these background corrected spectra using the line shape of the C1s peak of pure graphite

(325 mesh) and the posiƟon of this peak corrected to 285 eV. AddiƟonal peaks were then

fiƩed to the spectra based on the likely funcƟonaliƟes within the sample, constrained to

peak posiƟons reported in the literature ± 0.1 eV270,386 using GL(30) line shapes with full

width, half maximums constrained to 1.0-1.5.

8.1.5. Thermogravimetric Analysis

TGA was performed on a Perkin-Elmer Pyris 1 TGA under helium, nitrogen or air. Carbon

samples (10-20mg) were heated in a ceramic boat from 30-120 ◦C at 10 ◦Cminute−1, the
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temperature was then held for 60minutes at 120 ◦C. AŌer this Ɵme the sample was heated

to 900 ◦C at 10 ◦Cminute−1.

8.1.6. UV-Vis Spectroscopy

UV-Vis spectroscopy was performed on an Anglient Technologies Cary 5000 UV-Vis-NIR

spectrometer. Spectroscopy was performed over a range of 175-1300 nm with samples run

in quartz cuveƩes with a path length of 1 cm.

8.1.7. ASAP Mass Spectrometry

ASAP-MS was performed on a on a Xevo QToF mass spectrometer fiƩed with an ASAP

ion source (Waters Corp, Manchester, United Kingdom). PosiƟve ions were recorded from

50-1000Da.

8.1.8. High Performance Liquid Chromatography

HPLC was performed on a series 200 Perkin Elmer HPLC system using a methanol/water

gradient on a 15 cm X-Bridge C18 column at a detector wavelength of 220 nm. Prior to HPLC

samples were filtered over nylon membranes (Whatman, 0.45 μm pore size) to remove rGO

that could clog the instrument.

In order to determine the concentraƟon of NMP and DMF using HPLC calibraƟon curves

were produced by recording chromatograms for aqueous dispersions of NMP and DMF, un-

der idenƟcal condiƟons, in the concentraƟon range 0.05-0.5 vol. %. Ploƫng the peak in-

tensity from the chromatogram against the concentraƟon allowed a calibraƟon graph to be

produced for each fluid and linear regression was used to produce an equaƟon to convert

peak intensity to concentraƟon.
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8.1.9. Testing of Kinematic Viscosity

TesƟng of kinemaƟc viscosity was performed at Shell Global SoluƟons in Hamburg, ac-

cording to ASTM standards: D445-06, and D446-07.400,401 Viscosity was determined using

a Herzog HVM 472 viscometer. A known volume of the sample to be tested was passed

through the instrument and the Ɵme taken for this to occur recorded and converted into

viscosity. These measurements were repeated at 40 ◦C and 100 ◦C in order to obtain VK 40

and VK 100 respecƟvely.

8.1.10. Testing of Dynamic Viscosity

The tesƟng of Dynamic viscosity was performed at Shell Global SoluƟons in Hamburg

using an USV produced by PCS instruments: model U115 LS-5477. Measurements were

performed over the shear range of 1 × 106-1 × 107 s−1 at temperatures of 100 ◦C, 120 ◦C and

150 ◦C. The apparatus was flushed with neutral reference fluids between tests to ensure no

traces of sample remain.

8.1.11. MTM Testing for Measurement of Coefϔicient of

Friction

The tesƟng of coefficients of fricƟon of dispersions were performed at Shell Global Solu-

Ɵons tesƟng facility in Hamburg. Measurements were performed using a PCS Instruments

MTM: model MTM213 V2479. The MTM was set up using an AISI 52100, 3/4 ” steel ball

and flat disc. 35ml of oil was then added to the chamber and the instrument was heated to

120 ◦C. Once the temperature was stable measurement could then begin.
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8.1.11.1. Hydrodynamic Step

In the test step for the hydrodynamic regime the ball was loaded against the disc with

a force of 35N, giving a contact pressure of ∼1GPa. The ball and disc were then driven to

rotate against one and other at a 50% slide-roll raƟo with a starƟng speed of 4m s−1. The

speed was decreased in steps down to 5mms−1 over a period of 5minutes. At each step a

torque transducer was used to measure the fricƟon between the ball and the disc.

8.1.11.2. Boundary Step

In the measurement step tesƟng the boundary regime the load remained the same as in

the hydrodynamic regime. The ball and disc were then rotated, with a 50% slide-roll raƟo

at a constant speed of 50mm s−1 and the fricƟon was measured via the torque transducer

every 60 s. The measurement was maintained for a period of 60minutes.

8.1.11.3. Test Protocol

The full protocol for tesƟng of the coefficient of fricƟon of lubricants consisted of a com-

binaƟon of repeated hydrodynamic and boundary steps. AŌer an iniƟal hydrodynamic step

the lubricant was tested under the boundary regime for 60minutes to promote the forma-

Ɵon of chemical films and run-in the surfaces. Following this, a second hydrodynamic step

was performed, to examine the impact of changes to the surfaces due to film formaƟon and

running-in. The boundary and hydrodynamic steps were then repeated alternately unƟl

180minutes have elapsed aŌer which the test finished with a final hydrodynamic step.

8.1.12. Determination of Speciϔic Heat Capacity by

Differential Scanning Calorimetry

DSCwas performed on a Perkin Elmer DSC 8000. The procedure used tomeasure specific

heat capacity was that detailed in ASTM E1269-11.398 The instrument was first purged with
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dry nitrogen. In order to prevent evaporaƟon of volaƟle components high pressure stainless

steel pans (volume 60 μL, part number 319-0218) with a viton O-ring seal were used. First,

the heat capacity of a well known substance was measured as a standard. Two empty, clean

pans and lids were weighed and heated from 20-50 ◦C at 20 ◦Cminute−1 and the heat flow

recorded. The instrument was then cooled and a sapphire disc (with a mass similar to the

sample mass to be used) was placed into one of the pans and its mass recorded. The same

heaƟng profile as before was run and the heat flow recorded.

In order to record the specific heat capacity of a sample, the same procedure as de-

scribed above was used, replacing the sapphire standard with the unknown sample. AŌer

heaƟng the pan should be reweighed to ensure no mass loss has occurred. If >0.3% of the

starƟng mass has been lost then the measurement is not valid and should be repeated.

In order to determine the specific heat capacity, the difference in heat flow between

the empty pan and the sample was measured at a given temperature. As the specific heat

capacity of sapphire is well known, the measurements recorded for the sapphire disc were

used to calculate a calibraƟon factor for the instrument and pans, and this could be used to

determine the specific heat capacity of the sample. Full details of this methodology can be

found in ASTM E1269-11.398

8.1.13. Determination of Thermal Conductivity by the

Transient Hot Wire Method

Measurement of thermal conducƟvity was performed on a bespoke THW instrument.

The details of this instrument and the measurement procedure will be outlined below.

8.1.13.1. Instrument Design

The body of the THW instrument was produced frommachined aluminium tomatch the

technical drawings in Appendix A. At the top of the instrument, a micrometer screw gauge
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aƩaches to the top end of a spring. The lower end of this spring is aƩached to a sliding piece

of Delrin, allowing the spring to move freely.

The support for the hot wire was constructed from a brass tube with Delrin plugs in each

end. The sliding Delrin piece moves through the top end plug and aƩaches to the top of the

hot wire. The wire itself is a 50 μm plaƟnumwire (99.99% purity with a 9 μm Teflon coaƟng

(Goodfellow)). The base of the wire was aƩached to the lower Delrin plug.

Two K type thermocouples were included in the instrument, one inside the measure-

ment cell and one outside. The signal from these are amplified before being read by the

DAQ card. The final composiƟon of instrument is shown in figures 7.1 and 7.2 and compo-

nent diagrams are shown in Appendix A.

8.1.14. Electronics Design

Control of the instrument and data acquisiƟon was performed using a NI USB-6008 DAQ

card. The electronics for the hot wire were set up using a Wheatstone bridge configuraƟon,

with the hotwire as one of the resistors in the circuit. Instead of a variable resistor to balance

the bridge, a decade array of resistors was used, allowing for resistance to be set in a range

of 2000-3000Ωwith a resoluƟon of 0.1 Ω. All resistors used had extremely low temperature

coefficients in order to reduce error as a result of changes in temperature.

Several relays, controlled by the DAQ card allow the hot wire to be switched in and out

of the circuit, replaced by a fixed resistor, the full voltage supply to be switched to a low

voltage supply, and a third to remove the supply voltage from the circuit completely. The

power supply for the circuit was able to provide a voltage of 1.25-10 V.

Full circuit diagrams for the instrument can be found in Appendix A and the procedure

used to measure thermal conducƟvity is outlined below.
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8.1.14.1. Thermal Control

Temperature control of the instrument was achieved using a Grant LTD6G recirculaƟng

cooler aƩached to the outer jacket of a jacketed glass vessel. The measurement cell of the

instrument was placed into the interior of the vessel which was filled with water to help sta-

bilise the temperature. The two thermocouples are then used to determine when thermal

equilibrium throughout the instrument has been reached.

8.1.14.2. Varied Temperature Measurement

In order to measure the thermal conducƟvity of liquids across a range of temperatures

the procedure outlined below was used. The supply voltage was set to 10 V, the hot wire

switched out of the circuit, and the instrument was allowed to warm up and thermally equi-

librate for 90minutes.

AŌer this Ɵme, the bath temperature was set to the lowest temperature of the range of

interest and the sample was allowed to reach thermal equilibrium with the bath. The 10 V

supplywas then switched for the 0.1 V supply and the hotwire introduced to the circuit. This

allows the Wheatstone bridge circuit to be balanced using the decade resistor array, which

is achieved when the bridge output voltage is 0 V. Once this has been achieved then the full

supply voltage can be returned, and the change in bridge voltage as the wire’s temperature

changes can be recorded over Ɵme. This measurement was repeated 20 Ɵmes. AŌer each

measurement, the bath temperature was increased by 5 ◦C and allowed to equilibrate again.

The measurement procedure was repeated for each temperature in the desired range to

give a range of thermal conducƟviƟes at different temperatures.

The measurement procedure was controlled through the DAQ card using NI LabVIEW

and a full copy of this program can be found in Appendix B.
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8.1.14.3. Constant Temperature Measurement

In order tomeasure the thermal conducƟvity of liquids at a set temperature over a period

of Ɵme the procedure outlined below was used. The supply voltage was set to 10 V, the hot

wire switched out of the circuit, and the instrument was allowed to warm up and thermally

equilibrate for 90minutes.

AŌer this Ɵme, the bath temperature was set to the desired measurement temperature

and the samplewas allowed to reach thermal equilibriumwith the bath. The 10 V supplywas

then switched for the 0.1 V supply and the hot wire introduced to the circuit. This allows the

Wheatstone bridge circuit to be balanced using the decade resistor array, which is achieved

when the bridge output voltage is 0 V. Once this has been achieved then the full supply

voltage can be returned, and the change in bridge voltage as thewire’s temperature changes

can be recorded over Ɵme. This measurement was repeated 20 Ɵmes. This measurement

procedure was then repeated every 60minutes over a period of 24 h.

The measurement procedure was controlled through the DAQ card using NI LabVIEW

and a full copy of this program can be found in Appendix B.

8.1.14.4. Data Processing

The data recorded by the LabVIEW script was processed using a Python script. This cal-

culated thermal conducƟvity, from the instrument’s output of voltage against Ɵme. The

Wheatstone bridge was used to convert the bridge voltage into the resistance of the hot

wire. A plot of the change in resistance against the natural log of the Ɵme will have a linear

region, with a gradient inversely proporƟonal to thermal conducƟvity.

In order to determine the posiƟon and gradient of this linear region, linear regression

was used. Python was used to determine theR2 coefficient of the lines of best fit over every

possible rangewithin the dataset. This is ameasure of the goodness of fit, so the parameters

of the line of best fit that give the highest R2 value is taken to be the linear region, and this
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region, taken with the calibraƟon coefficient is used to calculate thermal conducƟvity from

the resistance of the hot wire.

A copy of the Python script used to process the data can be found in Appendix C.

8.1.15. Gravimetric Measurement of the Concentration

of GO-coolant dispersion

Measurement of the concentraƟon of the GO-coolant dispersion, produced on a large

scale as described in secƟon 8.3.23, was performed gravimetrically . 5ml of dispersion was

placed into each of 5 28ml vials and their masses recorded. These vials were placed into

a vacuum oven (<10mbar at 80 ◦C to evaporate the coolant, leaving the GO. The mass of

these vials was recorded every 24 h unƟl their masses were consistent for three consecuƟve

measurements.

As the coolant contains a wide range of addiƟves that are non-volaƟle, 5 vials containing

5ml of pure coolant were also subjected to the same treatment and their masses recorded.

The mean residual mass of the pure coolant was subtracted from the residual mass of GO-

coolant dispersion. This gave the residual mass of GO, which was then used to calculate the

concentraƟon.

As a control, 5 empty 28ml vialswere also subjected to the same condiƟons andweighed

every 24 h to prove that the mass of the vials does not change and contribute to the calcu-

laƟon of concentraƟon under the condiƟons used.
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8.2. Details of Laboratory Equipment Used

8.2.1. Ultrasonic Probe

Probe sonicaƟon was performed using a Cole Parmer ultrasonic processor (750W) with

a 1/2 ” probe.

8.2.2. Ultrasonic Bath

Bath sonicaƟon was performed in an in a Bandelin Sonorex Digitec DT 100 H ultrasonic

bath (320W, 35 kHz).

8.2.3. Centrifuge

CentrifugaƟon was performed in an Eppendorf 5804 centrifuge using 40ml centrifuge

tubes with an Eppendorf high-speed fixed-angle rotor (F-34-6-38).

8.2.4. Vacuum Oven

Drying under vacuum was performed in a Binder VD series vacuum oven at a pressure

of <10mbar at the temperatures specified in the method.

8.2.5. Freeze Drying

Freeze drying was performed in a SP scienƟfic BenchTop Pro freeze drier. Samples were

frozen using liquid nitrogen and then the pressure reduced and held below the triple point

of water to allow sublimaƟon to occur.
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8.3. Details of Experimental Methodology

8.3.1. Synthesis of Graphite Oxide

Graphite oxide was synthesised using the method originally proposed by Hummers and

Offeman.208 QuanƟƟes were scaled from the described method as required. Powdered

graphite (10 g, 325 mesh) and sodium nitrate (NaNO3, 5 g) were dispersed by sƟrring in con-

centrated sulphuric acid (H2SO4 230ml, 1.83 S.G.) and cooled to 0 ◦C using a Grant LTD6G

recirculaƟng cooler. Potassium permanganate (KMnO4, 30 g) was added carefully in small

aliquots ensuring that the temperature of the reacƟon did not rise above 10 ◦C. Once ad-

diƟon was completed the temperature was raised to 35 ◦C for 30minutes. 460ml of high

purity water was then added causing the reacƟon to heat to >90 ◦C. This elevated tempera-

ture was maintained for 15minutes by external heaƟng from the recirculaƟng cooler. AŌer

allowing to cool to room temperature the reacƟon was poured into 1.4 l of high purity wa-

ter and quenched by the addiƟon of H2O2 (∼10ml, 30%), causing a colour change from

deep brown to a yellow/brown soluƟon, unƟl effervescence of gas ceased from the reac-

Ɵon. The graphite oxide produced was allowed to seƩle overnight. Once the supernatant

became clear it was decanted and replaced by high purity water. This process was repeated

unƟl the graphite oxide begins to swell and absorb water, darkening in colour and no longer

seƩling. Final washings were performed by centrifugaƟon at 11 000 r.p.m. (∼15 500 g) for

12minutes, replacing the supernatant with high purity water aŌer each washing unƟl the

supernatant remained at a neutral pH aŌer centrifugaƟon. The solid material was then iso-

lated as a dark brown, gel-like substance containing approximately 95%water bymass (from

TGA).
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8.3.2. Exfoliation of Graphite Oxide

Graphite oxide was converted to GO by ultrasonicaƟon. Samples were dispersed in high

purity water at concentraƟons of 1-5mgml−1 and probe sonicated for 20minutes (40% am-

plitude, pulsed 5 s on, 5 s off, elapsed Ɵme 40minutes) with a water/ice bath to control

temperature. This produced a dispersion of GO.

8.3.3. Freeze Drying of Graphene Oxide

In order to remove residual water from GO freeze drying was used. A dispersion of GO

was produced using the method described in secƟon 8.3.2 and transferred into a round bot-

tom flask. The contents of this flask was then shell frozen using liquid nitrogen, ensuring an

even layer of material over the inside of the flask for opƟmum drying, before being aƩached

to a freeze drier and dried for 72 hours to form a light brown, sponge like foam of FDGO.

8.3.4. Reduction of Graphene Oxide Using Hydrazine

Monohydrate

Hydrazine reducƟon was performed using a procedure adapted from Park et al. 269 GO

was dispersed in high purity water at approximately 5mgml−1 to which hydrazine monohy-

drate was added (1 μl per 3mg of GO). This was then sƟrred and heated to 80 ◦C for 5 h

during which Ɵme the dark brown colour of the GO dispersion is replaced by a black colour.

As reducƟon occurs the decreased solubility of rGO means that it begins to precipitate out

as a black powder or sponge. To isolate rGO the reacƟon is vacuum filtered over a polycar-

bonate membrane (Whatman Cyclopore, track etched, 0.2 μm pore size, 47mm diameter)

and then dried in a vacuum oven (60 ◦C, <10mbar) for 24 h.
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8.3.5. General Procedure for the Dispersion of Graphene

Materials by Probe Sonication

Graphene materials were dispersed in fluids via probe sonicaƟon for 20minutes (40%

amplitude, pulsed 5 s on, 5 s off, elapsed Ɵme 40minutes) at a nominal concentraƟon of

1mgml−1 (25mg of graphene material in 25ml of fluid) in 28ml glass vials with a water/ice

bath to control temperature.

8.3.6. In situ Reduction of GO in Oils

FDGO (25mg) was added to oils (25ml) in 28ml vials at a concentraƟon of 1mgml−1

and then dispersed by probe sonicaƟon for 20minutes (40% amplitude, pulsed 5 s on, 5 s

off, elapsed Ɵme 40minutes) while being cooled by a water/ice bath. The dispersions pro-

duced were then transferred to 50ml round boƩom flasks and heated to 120 ◦C for 24 h

under reflux condensers with sƟrring. During this Ɵme the brown colour of GO gradually

became black. AŌer the reacƟon was complete the dispersions were allowed to cool and

then transferred to 28ml vials.

8.3.7. Functionalisation of GO with ODA

FuncƟonalisaƟon of GO with ODA was performed using a procedure reported by Jang

et al. 380 GO dispersion containing 0.5 g of GO was diluted to 1mgml−1 in high purity water

(total volume 500ml). ODA (1.35 g) was dissolved in ethanol (100ml) and gradually added

to the GO dispersion. The reacƟon was then heated, with sƟrring to 60 ◦C for 16 h to form

ODA-GO.
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8.3.8. Chemical Reduction of ODA Functionalised GO

Using Hydrazine

ReducƟon of ODA-GOwas performed using a procedure adapted from Jang et al. 380 and

Park et al. 269 Hydrazine monohydrate was added to the product of secƟon 8.3.7 (167 μl, 1 μl

per 3mg of GO) and the reacƟon was heated to 80 ◦C for 2 h with sƟrring to form a black,

insoluble powder, ODA-rGO. This was isolated via vacuum filtraƟon over a nylon membrane

(Millipore, 0.45 μm pore size, 47mm diameter) followed by thorough washing with meth-

anol and drying in vacuo (60 ◦C, <10mbar) for 24 h.

8.3.9. Synthesis of rGO as a Control

As a control for the synthesis of ODA-rGO described in secƟons 8.3.7 and 8.3.8 a GO dis-

persion containing 0.5 g of GO was diluted to 1mgml−1. 100ml of ethanol was then added

to the dispersion before it was heated to 60 ◦C for 16 h. Hydrazine monohydrate ((167 μl,

1 μl per 3mg of GO) was then added and the reacƟon was heated to 60 ◦C with sƟrring for

2 h. The resulƟng rGO was isolated via vacuum filtraƟon over a nylon membrane (Millipore,

0.45 μm pore size, 47mm diameter) followed by thorough washing with methanol and dry-

ing in vacuuo (60 ◦C, <10mbar) for 24 h.

8.3.10. One Step, Solvent Free, Functionalisation and

Reduction of GO

In situ reducƟon and funcƟonalisaƟon of GO was achieved by mixing graphite oxide

(0.5 g) with ODA (20 g). The mixture was heated to 60 ◦C and bath sonicated for 60minutes

to exfoliate graphite oxide to GO. The reacƟon was then placed into an oil bath and heated

to 115 ◦C, without a condenser, to allow residual water from the GO to evaporate. Once

the volume ceased to change then the temperature was raised to 180 ◦C for 18 h, causing
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a colour change from brown to black as GO was converted to rGO. The reacƟon was then

cooled to room temperature, allowing the ODA to solidify. The residual mixture of ODA and

ODA-rGO was dissolved in toluene and washed by Soxhlet extracƟon with toluene for 72 h

before being dried in vacuo (60 ◦C, <10mbar) for 24 h leaving ODA-rGO.

This procedure was adapted with other high boiling reagents to funcƟonalise graphene:

OL to form OL-rGO, TOP to form TOP-rGO and TOPO to form TOPO-rGO.

8.3.11. Extraction and Preparation of Residual TOP and

TOPO for 31P NMR

In order to isolate the residual TOP and TOPO from the preparaƟon of TOP-rGO and

TOPO-rGO described above in secƟon 8.3.10 the washing produced from the Soxhlet extrac-

Ɵon were isolated and rotary evaporaƟon was used to remove the toluene. This leŌ a waxy

white/yellow solid.

For analysis by NMR the solids described abovewere dissolved into d8 toluene and pipet-

ted into an NMR tube.

8.3.12. Heating of TOP and TOPO and preparation for

NMR as a control

Control experiments to examine the effect of prolonged heaƟng on TOP and TOPO were

performed under condiƟons comparable to those described in secƟon 8.3.10. 10ml of TOP

or 10 g of TOPO were placed into a 50ml round boƩomed flasks and heated, in an oil bath,

to 180 ◦C, with sƟrring, for 24 h. AŌer this Ɵme the reagents were allowed to cool.

In order to analyse the products of these reacƟons using NMR the products were dis-

solved into d8 toluene and pipeƩed into NMR tubes for analysis.
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8.3.13. Dispersion of Functionalised Reduced Graphene

Oxides in Base Oils

To produce dispersions of f-rGOs in base oils 25mg of the chosen f-rGO was added to

25ml of the selected base oil in a 28ml glass vial and probe sonicated for 20minutes (40%

amplitude, pulsed 5 s on, 5 s off, elapsed Ɵme 40minutes) with a water/ice bath to con-

trol temperature. This produced a dispersion of f-rGO with a maximum concentraƟon of

1mgml−1.

8.3.14. Sonication of Oils to Determine the Impact on

Viscosity

SonicaƟon of unmodified oils was performed by adding 25ml of the selected oil to a

28ml glass vial and probe sonicated for 20minutes (40% amplitude, pulsed 5 s on, 5 s off,

elapsed Ɵme 40minutes) with a water/ice bath to control temperature.

8.3.15. Production of NMP Predispersed rGO

To produce NMPrGO 25mg of rGO was added to 25ml of NMP in a 28ml vial. This was

then subjected to probe ultrasonicaƟon for 20minutes (40% amplitude, pulsed 5 s on, 5 s

off, elapsed Ɵme 40minutes) with a water/ice bath to control temperature. The produced

dispersion was poured into MeCN (250ml, HPLC grade) and then isolated using vacuum

filtraƟon over a nylon membrane (Millipore, 0.45 μm pore size, 47mm diameter). The ma-

terial isolated is NMPrGO.
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8.3.16. Production of NMP Predispersed rGO without

washing using MeCN

Unwashed NMPrGO was produced in the same way as described in secƟon 8.3.15 ex-

cept aŌer sonicaƟon NMPrGO was isolated directly from NMP using vacuum filtraƟon over

a nylon membrane (Millipore, 0.45 μm pore size, 47mm diameter).

8.3.17. Production of DMF Predispersed rGO

DMFrGOwas prepared as described in secƟon 8.3.15 except that DMFwas used in place

of NMP. The material isolated via filtraƟon is DMFrGO.

8.3.18. Production of DMF Predispersed rGO without

washing using MeCN

Unwashed DMFrGOwas produced in the sameway as described in secƟon 8.3.17 except

aŌer sonicaƟonDMFrGOwas isolated directly fromDMFusing vacuumfiltraƟonover a nylon

membrane (Millipore, 0.45 μm pore size, 47mm diameter).

8.3.19. Production of Dispersions of NMPrGO

Dispersions of NMPrGO in different solvents were prepared by the following procedure.

NMPrGO (produced by the procedure described in secƟon 8.3.15) was placed into a 28ml

vial and 25ml of the desired solvent was then added. The mixture was then probe soni-

cated for 20minutes (40% amplitude, pulsed 5 s on, 5 s off, elapsed Ɵme 40minutes) with

a water/ice bath to control temperature. The dispersion produced was then centrifuged at

7500 r.p.m. (∼7200 g) for 20minutes to pull out any unstable parƟcles leaving a stable dis-

persion of NMPrGO in the solvent used. The dispersions produced by this method have a
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maximum concentraƟon of 1mgml−1.

8.3.20. Production of Dispersions of DMFrGO

Dispersions of DMFrGO in different solvents were prepared using the same procedure

described in secƟon 8.3.19 with DMFrGO (produced by the procedure described in sec-

Ɵon 8.3.17) in place of NMPrGO.

8.3.21. Sonication of NMP to Test for Fragmentation

25ml of NMP was sonicated in a 28ml vial using a probe sonicator for 20minutes (40%

amplitude, pulsed 5 s on, 5 s off, elapsed Ɵme 40minutes) with a water/ice bath to control

temperature.

8.3.22. Production of Control Dispersions of rGO

8.3.22.1. Basic Dispersion of rGO in Water and Aqueous NMP and

DMF

Dispersions of rGO for control experiments were produced by the following procedure.

rGO (25mg) added to a 28ml vial with 25ml of solvent and then probe sonicated for a period

of 20minutes (40% amplitude, pulsed 5 s on, 5 s off, elapsed Ɵme 40minutes). The resulƟng

dispersion was centrifuged at 7500 r.p.m. (∼7200 g) for 20minutes in order to remove any

unstable parƟcles. Dispersions were also prepared in low concentraƟons of NMP and DMF

(0.1-0.5%) by the samemethod. The dispersions produced by this method have amaximum

concentraƟon of 1mgml−1.
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8.3.22.2. Predispersion of rGO Using Water as a Control

As a control, 25mg of rGO was added to 25ml of water in a 28ml vial. This was then

subjected to probe sonicaƟon for 20minutes (40% amplitude, pulsed 5 s on, 5 s off, elapsed

Ɵme 40minutes) with a water/ice bath to control temperature. The produced dispersion

was poured intoMeCN (250ml, HPLC grade) and then isolated using vacuumfiltraƟon over a

nylon membrane (Millipore, 0.45 μm pore size, 47mm diameter). The material isolated was

then placed into a 28ml vial and 25ml of water was then added. The mixture was probe

sonicated for 20minutes (40% amplitude, pulsed 5 s on, 5 s off, elapsed Ɵme 40minutes)

with awater/ice bath to control temperature. The dispersion producedwas then centrifuged

at 7500 r.p.m. (∼7200 g) for 20minutes to pull out any unstable parƟcles leaving a stable

dispersion of rGO in water.

8.3.23. Dispersion of GO in Coolant

GO was dispersed in the coolant provided by Shell Global SoluƟons through ultrasonica-

Ɵon. As produced graphite oxide was dispersed in coolant using the flow sonicaƟon appa-

ratus described in secƟon 7.2. The capacity of the reservoir was 3 l whilst the capacity of

the sonicaƟon vessel was kept to 25ml with the probe sonicator inserted into it to ensure

sonicaƟon efficiency remained high.

Dispersion was performed by sonicaƟng 3 l batches of coolant, mixed with 6 g of as pro-

duced graphite oxide (103 g of slurry) for 2.5 h at 40% sonicaƟon intensity. The peristalƟc

pump was set at a flow rate such that all of the coolant in the system would undergo soni-

caƟon twice. This process was repeated 17 Ɵmes to produce 51 l of GO-coolant dispersion.
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Appendix A

Technical Drawings for the THW Instrument
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Appendix B

LabVIEW Script for Operation of the THW
Instrument
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LabVIEW Script for Constant Temperature
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Appendix C

Python Code for Processing Hot Wire Data

1 # −*− cod ing : u t f −8 −*−
2 impor t os
3 impor t numpy as np
4 impor t m a t p l o t l i b . p yp l o t as p l t
5 from s c i p y impor t s t a t s
6 impor t c s v
7 from date t ime impor t da te t ime
8

9 def g e t F o l d e r L i s t ( d i r e c ) :
10 Fo l d e r = [ ]
11 f o l d e r L i s t = os . l i s t d i r ( d i r e c )
12 f o r fo lderName i n f o l d e r L i s t :
13 i f not ( fo lderName [ −3 : ] == ’ . py ’
14 or fo lderName [ −4 : ] == ’ . pyc ’
15 or fo lderName [ −4 : ] == ’ . c s v ’
16 or fo lderName [ −4 : ] == ’ . pdf ’
17 or fo lderName [ −4 : ] == ’ . t x t ’ ) : # e x c l ude unwanted f i l e s
18 Fo l d e r . append ( s t r ( fo lderName ) )
19 r e t u r n Fo l d e r
20

21 i f __name__ == ’ __main__ ’ :
22

23 f o l d e r _ l i s t = g e t F o l d e r L i s t ( ’ . / ’ )
24

25 m i n f i t l e n = 100# minimum number o f f i t p o i n t s
26 i n t e r v a l = 2# s tep i n t e r v a l
27

28 p r i n t f o l d e r _ l i s t
29

30 f o r f o l d e r i n ( f o l d e r _ l i s t ) :
31

32 def g e t F i l e L i s t ( d i r e c ) :
33 d a t a F i l e s = [ ]
34 f i l e L i s t = os . l i s t d i r ( f o l d e r )
35 f o r f i l eName i n f i l e L i s t :
36 i f ( f i l eName [ −4 : ] == ’ . t x t ’ ) : # impor t s a l l . t x t f i l e s
37 i f not ( f i l eName [ 0 ] == ’ R ’ ) : # excep t those s t a r t i n g wi th

↪→ R
38 d a t a F i l e s . append ( s t r ( f i l eName ) )
39 r e t u r n d a t a F i l e s
40

41 def g e t P r o c e s s e d L i s t ( d i r e c ) :
42 Proces sed = [ ]
43 p r o c e s s e d L i s t = os . l i s t d i r ( f o l d e r )
44 f o r PFN i n p r o c e s s e d L i s t :
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45 i f ( PFN [ −4 : ] == ’ . png ’ ) : # impor t s a l l . png f i l e s
46 Proces sed . append ( s t r ( PFN ) )
47 r e t u r n P roces sed
48

49 p r i n t ’ S t a r t i n g ’ + f o l d e r
50 f i l e _ l i s t = g e t F i l e L i s t ( ’ . / ’ )
51 p r o c e s s e d _ l i s t = g e t P r o c e s s e d L i s t ( ’ . / ’ )
52

53 s t r i p p e d _ l i s t = [ ]
54 f o r done i n p r o c e s s e d _ l i s t :
55 s t r i p p e d = done . s t r i p ( ’ . png ’ )
56 s t r i p p e d _ l i s t . append ( s t r ( s t r i p p e d ) )
57

58 p r o c e s s e d_ t x t = [ x + ’ . t x t ’ f o r x i n s t r i p p e d _ l i s t ]
59

60 new_ f i l e s = l i s t ( s e t ( f i l e _ l i s t )−s e t ( p r o c e s s e d_ t x t ) )
61 p r i n t ’ Unprocessed f i l e s a re : ’
62 p r i n t n ew_ f i l e s
63

64 g r a d i e n t s = [ ]
65 i n t e r c e p t s = [ ]
66 equa t i on s = [ ]
67 rsq_maxs = [ ]
68 e r r o r s = [ ]
69 b e s t _ s t a r t s = [ ]
70 bes t_ends = [ ]
71 l e n f i l e _ l i s t = l en ( n ew_ f i l e s )
72 t ime = [ ]
73 l n t ime = np . l o g ( t ime )
74 r l n t ime = np . reshape ( ln t ime , l en ( l n t ime ) )
75 t l n t ime = np . t r an spo se ( r l n t ime )
76

77 f i n a l _ l i s t = [ f o l d e r + ’ / ’ + x f o r x i n n ew_ f i l e s ]
78

79 f o r f i l e s i n ( f i n a l _ l i s t ) :
80 p r i n t ’ S t a r t i n g ’ + f i l e s
81 rawdata =np . gen f romtx t ( f i l e s ) # ge t s raw data
82

83 data =np . d e l e t e ( rawdata , 0 , 0 ) # removes t =0 data po i n t
84

85 ( t ime , v o l t a g e ) = np . h s p l i t ( data , 2 ) # s p l i t s data i n t o t ime and
↪→ v o l t a g e a r r a y s

86

87 l n t ime = np . l o g ( t ime ) # t a ke s the l o g o f the t ime a r r a y
88 R _ f i l e = f o l d e r + ’ /R . t x t ’
89 R_2=np . gen f romtx t ( R _ f i l e ) # ge t s the va l ue o f R_2
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90

91 R_1 = 2000 .0 # f i x e d r e s i s t o r v a l u e s i n ohms
92 R_3 = 10 .0
93

94 R_w0 = ( ( R_3 * ( R_1+R_2 ) ) / R_2−R_3 ) # c a l c u l a t i o n o f R_w at ba l ance
95

96 V_s = 10 .0 # supp l y v o l t a g e
97

98 R_w = R_3 * ( ( ( V_s * ( R_1 + R_2 ) ) / ( ( R_2 * V_s ) −( v o l t a g e * ( R_1 + R_2 ) )
↪→ ) ) −1) # c a l c u l a t i o n o f R_w from vo l t a g e

99

100 de l t a_R = R_w − R_w0 # c a l c u l a t e de l t a_R
101

102 r d e l t a _ R = np . reshape ( de l ta_R , l en ( de l t a_R ) ) # reshape a r r a y s to
↪→ be 1D

103 r l n t ime = np . reshape ( ln t ime , l en ( l n t ime ) ) # reshape a r r a y s to be 1
↪→ D

104

105 t d e l t a _ R = np . t r an spo se ( r d e l t a _ R ) # t r an spo se a r r a y s
106 t l n t ime = np . t r an spo se ( r l n t ime ) # t r an spo se a r r a y s
107

108 l f l = i n t ( l e n f i l e _ l i s t )
109 num= i n t ( 1 + ( f i n a l _ l i s t . i ndex ( f i l e s ) ) )
110

111 r sq = 0
112 rsq_max = 0
113 s t a r t = 0
114 end = 0
115

116 f o r s t a r t i n range ( 0 , l en ( t l n t ime )−m i n f i t l e n , i n t e r v a l ) :
117 f o r end i n range ( s t a r t + m i n f i t l e n , l en ( t l n t ime ) , i n t e r v a l ) :
118

119 s lope , i n t e r c e p t , r _va lue , p_va lue , s t d _ e r r = s t a t s .
↪→ l i n r e g r e s s ( t l n t ime [ s t a r t : end ] , t d e l t a _ R [ s t a r t : end ] )

120

121 r sq = 0
122 r sq += r _ v a l u e **2
123

124 i f r s q > rsq_max :
125 b e s t _ s t a r t = s t a r t
126 best_end = end
127 rsq_max = r sq
128 be s t _ e r r o r = s t d _ e r r
129 bes t_g r ad = s l ope
130 b e s t _ i n t e r c e p t = i n t e r c e p t
131 equa t i on = ’ y= ’ + s t r ( s l ope ) + ’ x + ’ + s t r ( i n t e r c e p t )
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132

133 g r a d i e n t s . append ( ( be s t _g r ad ) )
134 i n t e r c e p t s . append ( ( b e s t _ i n t e r c e p t ) )
135 equa t i on s . append ( ( equa t i on ) )
136 rsq_maxs . append ( ( rsq_max ) )
137 e r r o r s . append ( ( b e s t _ e r r o r ) )
138 b e s t _ s t a r t s . append ( ( b e s t _ s t a r t ) )
139 bes t_ends . append ( ( best_end ) )
140

141 f i t = t l n t ime [ b e s t _ s t a r t : best_end ]* be s t_g r ad + b e s t _ i n t e r c e p t
142 r edu ced t l n t ime = t l n t ime [ b e s t _ s t a r t : best_end ]
143

144 p r i n t f i l e s
145 p r i n t ”R squared ”
146 p r i n t rsq_max
147 p r i n t ” G r ad i en t : ”
148 p r i n t be s t _g r ad
149 p r i n t ” I n t e r c e p t ”
150 p r i n t b e s t _ i n t e r c e p t
151

152 p r i n t ’ L i n e o f bes t f i t ’
153 p r i n t equa t i on
154

155 p r i n t ” From : ”
156 p r i n t b e s t _ s t a r t
157 p r i n t t l n t ime [ b e s t _ s t a r t ]
158 p r i n t ” to : ”
159 p r i n t best_end
160 p r i n t t l n t ime [ best_end ]
161

162 p l t . f i g u r e ( 1 )
163 p l t . p l o t ( t l n t ime , t de l t a_R , ” x ” )
164 p l t . p l o t ( r educed t l n t ime , f i t , ”−r ” )
165 p l t . s a v e f i g ( f i l e s [ : −4]+ ’ . png ’ )
166 p l t . c l f ( )
167

168 e l s e :
169 p r i n t ’ no f i l e s found ’
170

171 b e s t _ s t a r t _ t im e s = t l n t ime [ b e s t _ s t a r t s ]
172 bes t_end_t imes = t l n t ime [ bes t_ends ]
173 b e s t _ s t a r t _ t im e s = b e s t _ s t a r t _ t im e s . t o l i s t ( )
174 bes t_end_t imes = bes t_end_t imes . t o l i s t ( )
175

176 f i l e l a b e l = [ ’ F i l e Name ’ ]
177 f i l e _ l i s t = f i l e l a b e l + n ew_ f i l e s
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178 g r a d l a b e l = [ ’ G r ad i en t ’ ]
179 g r a d i e n t s = g r a d l a b e l + g r a d i e n t s
180 i n t e r c e p t l a b e l = [ ’ I n t e r c e p t ’ ]
181 i n t e r c e p t s = i n t e r c e p t l a b e l + i n t e r c e p t s
182 e q u a t i o n l a b e l = [ ’ Equa t i on ’ ]
183 equa t i on s = e q u a t i o n l a b e l + equa t i on s
184 r s q_max l abe l = [ ’ R Squared ’ ]
185 rsq_maxs = r sq_max l abe l + rsq_maxs
186 e r r o r s l a b e l = [ ’ E r r o r ’ ]
187 e r r o r s = e r r o r s l a b e l + e r r o r s
188 b e s t s t a r t l a b e l = [ ’ S t a r t Po i n t ’ ]
189 b e s t _ s t a r t s = b e s t s t a r t l a b e l + b e s t _ s t a r t s
190 s t a r t t i m e l a b e l = [ ’ S t a r t Time ’ ]
191 b e s t _ s t a r t _ t im e s = s t a r t t i m e l a b e l + b e s t _ s t a r t _ t im e s
192 be s t e nd l a b e l = [ ’ End Po i n t ’ ]
193 bes t_ends = be s t e nd l a b e l + bes t_ends
194 end t ime l abe l = [ ’ End Time ’ ]
195 bes t_end_t imes = end t ime l abe l + bes t_end_t imes
196

197 f i l e name = date t ime . now ( ) . s t r f t i m e ( ”%Y%m%d−%H%M%S ” )
198 R e s u l t s _ f i l e = f o l d e r + ’ / ’ + f i l e name + ’ R e s u l t s . c s v ’
199 c svHand le = open ( R e s u l t s _ f i l e , ’wb ’ )
200 w r i t e r = c s v . w r i t e r ( c s vHand le )
201 w r i t e r . wr i te row ( f i l e _ l i s t )
202 w r i t e r . wr i te row ( g r a d i e n t s )
203 w r i t e r . wr i te row ( equa t i on s )
204 w r i t e r . wr i te row ( i n t e r c e p t s )
205 w r i t e r . wr i te row ( rsq_maxs )
206 w r i t e r . wr i te row ( e r r o r s )
207 w r i t e r . wr i te row ( b e s t _ s t a r t s )
208 w r i t e r . wr i te row ( b e s t _ s t a r t _ t im e s )
209 w r i t e r . wr i te row ( bes t_ends )
210 w r i t e r . wr i te row ( bes t_end_t imes )
211 c svHand le . c l o s e ( )
212 p r i n t ’ p r i n t i n g ’ + f i l e name
213

214 p r i n t ’ F i n i s h e d ’ + f o l d e r
215 p r i n t ” done ”
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Appendix D

Characterisation of GO & rGO

TGA in nitrogen of GO (blue) and hydrazine rGO (red) along with the dreivaƟves of these plots
(doƩed lines).

UV-Vis spectra ofGO (blue) and rGO (red) inwater, showing the posiƟonof theπ → π∗ plasmon
peak.
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Raman spectra of GO (blue) and rGO (red)

XPS of the C1s peak for A) GO and B) rGO showing the C1s spectrum (black line), the fit envelope
(blue dashed line) and the fiƩed peaks (doƩed lines).
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ASAP-MS of 0.1 % 0.3% NMP

ASAP mass spectra of aqueous NMP at A) 0.1 vol. %, and B) 0.3 vol. %.
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HPLC Calibration Curves

CalibraƟon curves to allow the concentraƟon of aqueous soluƟons of NMP and DMF to be de-
termined using HPLC. A) NMP, with the equaƟon of the trend line being y = 1.37 × 106x +
1.25 × 105, and B) DMF, with the equaƟon of the trend line being y = 1.79 × 106x +
4.02 × 105.
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UV-Vis of Control Aqueous Dispersions of rGO

UV-Vis spectra and photographs (inset) of dispersions of A) rGO in water and B) rGO that has
been dispersed in water, filtered, washed with MeCN and redispersed in water by sonicaƟon

UV-Vis spectra and photographs (inset) of dispersions of rGO in water produced using A)
20minutes of sonicaƟon and B) 40minutes of sonicaƟon
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Characterisation of DMFrGO

Raman spectra of rGO (blue line), rGO that has been dispersed in water (red dashed line),
NMPrGO (green dashed line), and DMFrGO (orange doƩed line) (intensiƟes normalised to the
height of the G band and offset by 0.2 for clarity).

UV-Vis spectra of rGO (red) and DMFrGO (black) dispersed in water showing the posiƟon of the
π → π∗ plasmon peak.
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TEM of DMFrGO isolated from water, showing the sheets to have similar dimensions and fold-
ing to rGO.
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Solution State NMR of NMP Before and After
Sonication

1H SoluƟon state NMR in D2O of untreated NMP.

1HSoluƟon stateNMR inD2OofNMP sonicated using the procedure described in secƟon 8.3.21.
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13C SoluƟon state NMR in D2O of untreated NMP.

13C SoluƟon state NMR in D2O of NMP sonicated using the procedure described in sec-
Ɵon 8.3.21.
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XPS of functionalised rGOs

Survey Scans

Survey scan of ODArGO produced by the method of Jang et al..380 Overlay shows the relaƟve
abundance of each element, however some oxygen content will arise due to the oxide layer
on the silicon substate used to deposit the samples wich is also the reason for the detecƟon of
silicon. Sodium is most likely to be present as a result of contaminaƟon

Survey scan of ODArGO produced in situ reducƟon and funcƟonalisaƟon. Overlay shows the
relaƟve abundance of each element, however some oxygen content may arise due to the oxide
layer on the silicon substate used to deposit the samples.
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Survey scan of TOPrGO produced in situ reducƟon and funcƟonalisaƟon. Overlay shows the
relaƟve abundance of each element, however some oxygen content will arise due to the oxide
layer on the silicon substate used to deposit the samples wich is also the reason for the detec-
Ɵon of silicon. Aluminium and boron are detected as a result of sampe processing. Sodium is
most likely to be present as a result of contaminaƟon.

Survey scan of TOPOrGO produced in situ reducƟon and funcƟonalisaƟon. Overlay shows the
relaƟve abundance of each element, however some oxygen content will arise due to the oxide
layer on the silicon substate used to deposit the samples. Boron is detected as a result of sampe
processing.
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Survey scan of OLrGO produced in situ reducƟon and funcƟonalisaƟon. Overlay shows the rela-
Ɵve abundance of each element, however some oxygen content will arise due to the oxide layer
on the silicon substate used to deposit the samples wich is also the reason for the detecƟon of
silicon.
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N1s Peak

The N1s XPS peak of ODArGO produced by the method of Jang et al..380

The N1s XPS peak of ODArGO produced via in situ reducƟon and funcƟonalisaƟon.
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The N1s XPS peak of OLrGO produced via in situ reducƟon and funcƟonalisaƟon.

The N1s XPS peak of TOPrGO produced via in situ reducƟon and funcƟonalisaƟon.
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The N1s XPS peak of TOPOrGO produced via in situ reducƟon and funcƟonalisaƟon.
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P2p Peak

The P2p XPS peak of ODArGO produced by the method of Jang et al..380

The P2p XPS peak of ODArGO produced via in situ reducƟon and funcƟonalisaƟon.
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The P2p XPS peak of OLrGO produced via in situ reducƟon and funcƟonalisaƟon.

The P2p XPS peak of TOPrGO produced via in situ reducƟon and funcƟonalisaƟon.
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The P2p XPS peak of TOPOrGO produced via in situ reducƟon and funcƟonalisaƟon.
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Solution State NMR Analysis of TOPrGO and
TOPOrGO

SoluƟon state 1H NMR of the pure d8 toluene used as a solvent for soluƟon state NMR.

SoluƟon state 13C NMR of the pure d8 toluene used as a solvent for soluƟon state NMR.

D-19



AÖÖ�Ä�®ø D: AÄ�½ùã®��½ D�ã�

SoluƟon state 31P NMR of the pure d8 toluene used as a solvent for soluƟon state NMR.

SoluƟon state 1H NMR of TOP as received from Sigma Aldrich.
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SoluƟon state 13C NMR of TOP as received from Sigma Aldrich.

SoluƟon state 31P NMR of TOP as received from Sigma Aldrich.
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SoluƟon state 1H NMR of TOPO as received from Sigma Aldrich.

SoluƟon state 13C NMR of TOPO as received from Sigma Aldrich.
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SoluƟon state 31P NMR of TOPO as received from Sigma Aldrich.

SoluƟon state 1H NMR of the by-products of the reacƟon to synthesise TOPrGO.
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SoluƟon state 13C NMR of the by-products of the reacƟon to synthesise TOPrGO.

SoluƟon state 31P NMR of the by-products of the reacƟon to synthesise TOPrGO.
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SoluƟon state 1H NMR of the by-products of the reacƟon to synthesise TOPOrGO.

SoluƟon state 13C NMR of the by-products of the reacƟon to synthesise TOPOrGO.
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SoluƟon state 31P NMR of the by-products of the reacƟon to synthesise TOPOrGO.

SoluƟon state 1H NMR of the product of the control reacƟon involving the heaƟng of TOP.
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SoluƟon state 13C NMR of the product of the control reacƟon involving the heaƟng of TOP.

SoluƟon state 31P NMR of the product of the control reacƟon involving the heaƟng of TOP.
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SoluƟon state 1H NMR of the product of the control reacƟon involving the heaƟng of TOPO.

SoluƟon state 13C NMR of the product of the control reacƟon involving the heaƟng of TOPO.
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SoluƟon state 31P NMR of the product of the control reacƟon involving the heaƟng of TOPO.
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