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Abstract

Often, in dynamical systems, such as farmers’ crop choices, the dynamics are driven by external non-stationary factors, such as rainfall and agricultural input and output prices. Such dynamics can be modelled by a non-stationary stochastic process, where the transition probabilities are functions of such external factors. We propose using a multinomial logit model for these transition probabilities, and investigate the problem of estimating the parameters of this model from data.

We adapt the work of Chen and Ibrahim to propose a conjugate prior distribution for the parameters of the multinomial logit model. Inspired by the imprecise Dirichlet model, we will perform a robust Bayesian analysis by proposing a fairly broad class of prior distributions, in order to accommodate scarcity of data and lack of strong prior expert opinion.

We discuss the computation of bounds for the posterior transition probabilities, using a variety of calculation methods. These sets of posterior transition probabilities mean that our land use model consists of a non-stationary imprecise stochastic process. We discuss computation of future events in this process.

Finally, we use our novel land use model to investigate real-world data. We investigate the impact of external variables on the posterior transition probabilities, and investigate a scenario for future crop growth. We also use our model to solve a hypothetical yet realistic policy problem.
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Chapter 1

Introduction

This thesis is concerned with modelling and predicting agricultural land use. That is, building a mathematical model that can predict which crop is grown in a particular field at a particular time. This is a research question of great importance. Both the global climate [50] and the global economy [59, 108] are changing, and being able to predict how future crop distributions may react to these changes is important to ensure food security [1]. Furthermore, being able to model what drives a farmer’s crop choice can be useful to both agricultural scientists and policy makers in governments.

Many land use models have been developed over the last 40 years, with a wide range of inputs and outputs depending on the purpose of the model. However, there is generally little acknowledgement of the uncertainty in the modelling process. Throughout this thesis we will develop a novel approach to land use modelling that is flexible with regards to the inputs, and that captures the uncertainty of the predictions. A basic version of this model was first presented in [93], while a more general version was published in [77].

It is well known that farmers often grow crops in rotations. This means that there is a dependence from year to year on which crop is planted in a field (or a collection of fields). A simple model that captures some of this behaviour is a Markov chain, where the state at any given time is the crop choice at that time. There are existing land use models – Castellazzi et al. [22] and Luo [65] – which favour this approach, and this will be the starting point for our model.
However, these rotations are not entirely deterministic. Crop choices are not only influenced by what has been planted previously, but also by a wide variety of economic and environmental factors. To model the effect of these variables, Luo [65] suggested modelling the transition probabilities of the Markov chain as linear functions of said variables. We will follow a similar approach, but we will propose using a generalised linear model – specifically a multinomial logit model – for the transition probabilities. Multinomial logit models generalise the classic binary logistic regression model to allow for more than two categorical outcomes. Thus, it is an obvious choice to consider for modelling the transition probabilities.

A key challenge of any regression model is to estimate its parameters. This thesis is written from a Bayesian viewpoint, which means that we, or perhaps a land use expert, can specify prior beliefs about these parameters in the form of a probability distribution. This distribution is then updated with observed data and posterior inferences which take into account both evidence and prior opinion are made.

If the prior distribution and the posterior distribution are from the same family then we call these distributions conjugate. The property of conjugacy makes the updating process in a Bayesian analysis simple. Chen and Ibrahim [24], building on the pioneering work of Diaconis and Ylvisaker [32], proposed a general form of a conjugate prior for generalised linear models. Their work assumes the locations of the data are known a priori. We will adapt the work of Chen and Ibrahim to remove this dependence, specifically for the multinomial logit model. This work was first presented in [77].

A robust Bayesian approach [8] argues that specifying a single prior distribution is in most cases impossible, and that instead of trying to specify one prior distribution, we should include all that are reasonable. Therefore we specify a set of prior distributions, which generates a set of posterior inferences. In this setting, we will argue that this is a sensible approach to take. We will follow a similar approach to Walley’s imprecise Dirichlet model [100], by identifying a reasonably vacuous set of conjugate prior distributions, and calculating posterior bounds. Thus, within our land use model, we will also present a novel approach to robust Bayesian multinomial logistic regression, based on conjugate analysis. Efficiency of calculation is an
important consideration in a robust Bayesian analysis due to the number of distributions we are considering, and we will use the computationally efficient MAP estimate of our posterior parameters due to this.

A robust Bayesian analysis gives a set of posterior inferences, which turns the stochastic process which is the foundation of our model into an imprecise stochastic process. This process is influenced by non-stationary random variables, and we will adapt the methodology from imprecise Markov chain theory \[30\] to describe how we make forward predictions in this process. This work presents a first step at including imprecision in such a stochastic process.

Underpinning this entire thesis are the data sets that we have access to. We will use our proposed model on this data to investigate various properties of the farming system. Within this we will perform various model validation procedures, including a novel non-parametric estimate of the transition probabilities, using a Gaussian kernel. This work was first presented in \[78\].

Land use models are used to help agricultural scientists assess the impact of changes in future economic and climatic variables, and such models can also be used to aid policy makers in analysing the potential impact that changes in policy may have. We will use our model to look at both of these scenarios. As we have sets of inferences, we will use the theory of imprecise decision making \[91\] alongside our land use model, in order to formulate and answer a hypothetical yet realistic policy question. This represents a novel application of land use models. Within this analysis, we will present a novel approach to decision analysis, based on MAP estimation, which was first presented in \[78\].

This chapter has introduced the areas of work that are used and developed within this thesis. The rest of the thesis is structured as follows. In chapter \[2\] we will further expand on what is important within land use modelling. We will discuss the factors that influence a farmer’s crop choice; why land use modelling is an important procedure; but also why it can be difficult. Some existing land use models will be discussed, and areas where we hope to improve on them will be introduced.

After chapter \[2\] the work can be broadly separated into two sections. Chapters \[3\]
and detail the mathematical theory behind the model, while chapters 5, 6 and 7 explore uses of the model on real data.

Chapter 3 will begin laying the theoretical ground work for our land use model. We will introduce stochastic processes and the multinomial logit model, and then explore how we can use these in conjunction to model crop rotations. We will then propose a conjugate prior distribution for the parameter of the multinomial logit model, and investigate some properties of this distribution.

Chapter 4 will focus on the robust Bayesian side of the model, and how we perform inferences in this framework. We will argue why it is a sensible approach in this setting, and explain how we actually go about performing it for this model. We will introduce the methodology needed to make forward inferences in our imprecise stochastic process. We will also discuss two approaches to calculation: an MCMC simulation, and using the MAP estimate. We will discuss their strengths and weaknesses with respect to our model, and also briefly mention other possible approaches to calculation.

In chapters 3 and 4 we will occasionally mention our data in the form of examples, but in chapter 5 we will introduce our data sets fully, discussing the structure of the crop data, and also the other data that we will use in the model. With spatial data, such as rainfall, we sometimes must interpolate, and we will briefly discuss one such method known as kriging. We will present some analysis of how the model transition probabilities are influenced by external variables, and discuss some approaches to model validation.

Chapters 6 and 7 look at applications of the model. Chapter 6 will focus on the use of the model in order to make forward predictions in time. We will discuss the types of data we need to do this, and we will analyse a hypothetical scenario with real-world meaning. Chapter 7 introduces some basic imprecise decision theory, and discusses how it can be used in conjunction with our land use model in a way that could prove useful to a policy maker. Using this theory, we will investigate a specific policy question.

Finally, in chapter 8 we will conclude the thesis by summarising our findings and by discussing potential areas for future research.
Chapter 2

An overview of land use modelling

We are interested in building a statistical model which we can use to predict agricultural land use, with a specific focus on the crop rotations which are commonly used by farmers. In order to do this, we must first understand what actually drives the crop choice that a farmer makes every year. These drivers include economic, climatic and geographical factors. Then, as with any statistical modelling procedure, we must have some concept of what others have done in the field, how we can improve upon it, and the challenges we may face along the way. This chapter introduces these ideas.

In section 2.1, we will discuss some of the factors which influence a farmer’s crop choice. Section 2.2 will give some overview of why modelling this system is an important research area, while section 2.3 will describe some of the difficulties in modelling this process. Section 2.4 will briefly look at some other work in this domain, and will discuss how we aim to improve on them in this work.

2.1 Drivers of crop choice

Every year, a farmer makes a decision as to which crop to grow in each field he farms on. This decision is influenced by many factors; some are specific to the farmer, while some are regional, national or even international.

It is well known that arable farmers generally grow crops in rotation \[3\]. A crop rotation is the production of different plants in succession in a particular field or
2.1. Drivers of crop choice

Crop rotations have been an important part of arable farming for a very long period of time \[19\] – evidence of crop rotations date back to at least the Middle Ages, where a two-field rotation was used. One field was planted with a crop, while the other was left fallow. The following year the opposite occurred. Over the following centuries, three and four field rotations were developed in Europe. In modern times, a typical rotation might be successive plantings of wheat, followed by a different crop such as peas \[37\].

Crop rotations are an important agricultural practice for a variety of reasons \[3\]. Planting the same crop year after year can reduce the amount and quality of the crop produced, as nutrients are depleted from the soil. Since different crops have different nutrient requirements, a rotation that involves a variety of crops can help the soil maintain a good balance. This is less important in modern farming systems as fertilisers can supply the required nutrients, although organic systems still place an importance on balancing nutrient requirements from the soil. Furthermore recently, the sustainability of systems relying on fertilisers is being questioned, due to the negative impact it can have on the structure of the soil \[84\]. Thus, in future, the ability of some crops (for example, legumes and grass) to increase soil fertility may be valued once again.

A more important reason for rotating crops in modern farming is that it helps prevent the build up of weeds, pests and diseases, which can occur if similar crops are planted in succession \[3\]. A rotation that includes a diverse choice of crops can help stop the build up of pests and diseases. It can also improve weed control options, since different weeding tools can be used on different crop types, which also helps prevent soil erosion. Planning a multi-year rotation also enables farmers to use land, labour and machinery more efficiently \[37\].

Since farming is primarily a business \[23\], we can assume that farmers are interested in maximising their yields and profit margins over the course of a rotation. The profit margin $M_i$ (pounds per hectare) for crop $i$, at a particular time, can be defined as \[65\]:

$$M_i = P_i L_i + G_i - V_i$$  \hspace{1cm} (2.1)

where:
2.1. Drivers of crop choice

- \( P_i \) is the selling price (pounds per tonne) of crop \( i \).
- \( L_i \) is the yield (tonnes per hectare) of crop \( i \), which is dependant on factors such as soil type, the skill level of the farmer, and the tolerance of the crop to the local climate.
- \( G_i \) are the grants or subsidies payable (pounds per hectare) for crop \( i \). These are payments from the European Union or a government for growing crop \( i \).
- \( V_i \) are the variable costs (pounds per hectare) for crop \( i \). This includes costs such as fertiliser, seed purchases, and so on.

So, while profit margin may be the main factor the farmer considers, it is clearly broken down into four components, all of which can change. This can have an impact on the profit margin, and therefore the decision a farmer makes. In Europe, the European Union offers subsidies to farmers through the Common Agricultural Policy [35]. Currently, this subsidy is the same for all crops, but this was not the case in the past (including the time period we will study later on in the thesis). This could however change again in the future if there was a desire to encourage certain crops to grow. For example, a previously unappealing crop to grow may become favourable with a certain level of subsidy, although there would have to be environmental reasons for this change to avoid contravening international treaties aimed at preventing unfair competition.

Variable costs also impact the crop choice. Fertiliser price is an important component of the margin, and so crops which require large amounts of fertiliser may become less appealing in times of high fertiliser prices. As nitrogen is a key ingredient in many fertilisers [34], these prices can be driven by factors such as global nitrogen price. Situations related to subsidy levels and nitrogen prices will be explored in chapters 6 and 7.

The local climate, and how it interacts with soil type, plays a large role in the farmer’s decision too [3]. Soil texture determines how free draining the soil is and how much water it holds, and therefore how easy it is for the roots to penetrate. If there is a large amount of rain in the months before sowing then the field may be sodden, and thus it may be difficult to cultivate and drill the field. As such, some
crop types may not be suitable in certain climatic situations on certain soil types. Furthermore, if it is very wet in the autumn (the traditional drilling period for many crops), a farmer may choose to wait until spring to plant crops, as it is likely to be drier. Spring crops are harvested slightly later than winter crops, but they still have a reduced growing time which will have an impact on the yield.

There are also many other factors which influence the decision, some of which are harder to quantify. For example, the farm type and risk attitude of the farmer influence the decision. A crop with a large profit margin may be more likely to fail and so return very few crops suitable for sale. As such, small-scale farmers or farmers with low risk tolerance may reject growing these crops in favour of safer crops. A larger farm with many fields can perhaps spread the risk by growing many varieties of crops over the entire farm. Similarly, the ownership of the farm can have an impact on crop choices. Farmers who rent their farm may have a more short-term need to make a profit than those who own their farm. There may also be a consideration of local competition, especially if the farmer is interested in selling produce locally.

2.2 The importance of land use modelling

Being able to model and predict crop rotations is an important research area. This is because future crop rotations may change, due to changes in those variables that influence a farmers choice. Firstly, future crop rotations may be influenced by climate change, either by affecting the biology of the crops themselves or the pests and diseases that attack them. If changes in climatic conditions favour one crop over another, this may lead to changes in profitability of different crops, and hence the balance of the rotation [1].

Secondly, government policy can change in an attempt to drive production of certain crop types. For example due to increasing meat demand, particularly from developing countries [108], there is a large increase in demand for protein crops such as soya. Alongside this, there is a decline in the use of European legumes such as peas and beans [73]. At the moment, the United Kingdom imports most of its protein...
from abroad; however, these prices are going up due to the growing global demand for soya [41]. At the same time, growing more protein can improve diversity, and thereby increase resistance against disease and climate change, as well as improve supply security [53]. For these reasons, reforms of the Common Agricultural Policy that are now being implemented include two measures specifically aimed at increasing the amount of protein crops grown [71].

Changes to crop rotations on a large scale may have implications for food security, as well as landscape and environmental impacts. It is therefore of interest to examine the impact that future changes in climate, government policy, or other relevant factors may have on future crop distributions.

2.3 Difficulties

There are a number of difficulties and complexities that arise in land use modelling that must be accounted for, and we will discuss some of these in this section.

As mentioned in section 2.1, there are a very large number of factors that influence a farmer’s decision process. We cannot build a statistical model that includes all of these variables as the model would be too complex. In addition, data is not available for many of the variables. Thus, we must make some assumptions as to which factors are most important to a farmer when they make their decision about which crop to grow. Some are rather obvious to include – factors such as soil type, rotation history, or profit margin – but others are perhaps less obvious in their importance. We are, after all, trying to model a farmer’s thought process.

In terms of data availability, a land use model can either be built at a field level, or at a regional level. A model built at field level is desirable, since it is more likely to capture small scale driving processes. However, data is not always available at that scale, as it is harder to collect. In the United Kingdom, field level data is available from 1993 until 2004 from the Integrated Administration and Control System (IACS) database [87]. This provides enough data to build a model, but in order to make predictions from 2015 onwards, we must make the assumption that the farming situation in 2015 is the same as in 1993-2004. This is perhaps not
a reasonable assumption to make.

There are also issues with missing data. The IACS database was compiled through administrative returns – farmers had to submit forms detailing which crops they had grown, in order to receive subsidies (which at the time were different for different crops). If a farmer did not return the survey in a particular year, for example they may have deemed it not worthwhile claiming the subsidy if the payment would have been very small, then there is no data as to which crop was grown in that field at that time. Therefore we must make some assumptions about the missing data, and consider how we will deal with it.

Rare crop types also pose a difficulty. The overall size of the IACS dataset is very large – we have observations for every field (or, at least, every field for which the subsidy was claimed) in the arable regions of England for 12 years. However, there are very few observations for certain rare crop types, but we still want to be able to make some inferences about these crops. For example, legumes are rather rare, but if we are wanting to analyse the effect a policy change may have on the numbers of legumes being grown as discussed earlier, then we need a model which can still make reasonable inferences even when faced with low data counts.

One mathematical technique we can use in order to help us make inferences about rarer crops is to include prior expert opinion, in the form of a prior distribution which augments the data. However, obtaining this distribution can be tricky, particularly in this setting, as it is perhaps unreasonable to expect farmers to specify a prior distribution without training. This forms part of the process known as elicitation [38], which can be used to obtain prior information from an expert, but this can be difficult and time consuming. A different approach, and the one we will take, is to use sets of prior distributions. This is known as a robust Bayesian analysis, but performing this analysis brings complications with respect to making inferences from the model.
2.4 Comparison with other land use models

This work is not the first attempt at modelling agricultural land use (although it does present a novel approach to the problem). Such models have been developed since the 1970s [57], so there are a large number of them in existence. Because of the complex nature of land use, different models have very different inputs and outputs. In this section, we will discuss a few existing land use models.

One such model is the EURURALIS model [33] developed at Wageningen University in the Netherlands, which incorporates variables for climate, income and production levels in well-defined scenarios to make land use predictions. The model has two distinct parts; a demand model for the factors which may trigger a change in land use, and a spatial model which uses a logit model [2, Chapter 5] to calculate the probability of a specific location being converting from one land use to another. These predictions can be made from a global scale, down to 1 kilometre squares i.e. not at field level. The EURURALIS model has been used to make predictions about the impact of policy changes in rural Europe [83], and in particular was used to aid policy makers analyse the potential impact of 2013 Common Agricultural Policy (CAP) reforms [48]. While the methodology is different to the model we will propose, the concept of using well-defined scenarios is one that we will use in chapter 6.

The Land Use Allocation Model model [55], developed by the University of Reading, is a partial equilibrium economic model [51], aimed at modelling the impact of changes in agricultural policy on England and Wales, and in particular the impact of the 2003 CAP reforms [95]. However, it assumes only four crop types – arable, temporary grass, permanent grass, and rough grazing. It treats each crop type as a homogeneous unit, and the area of study as the farm. Thus, it assumes all agricultural land use across England and Wales is taking place in one farming system, which is not the case. However, we will analyse the impact of changes in policy in chapter 7.

Perhaps more similar to the model we will build is the LandsFACTS model [21], developed at Rothamsted Research. This is a stochastic model that models crop distributions at a field level, and takes into account crop rotations by using transition
matrices. However, the impact of economy, climate and soil are not considered directly, and there is no account of the uncertainty in the model. The LandsFACTS model has been used in a variety of studies relating to the impact of land use changes, including the impact on ecosystems [20], the impact on watersheds [86], and the impact on water quality [28].

This is just a small selection of existing land use models. We aim to improve on those discussed by modelling at a field level, taking into account the uncertainty, and directly looking at the impacts of soil type, the economy and climate.

The starting point for our model is previous work at the Food and Environment Research Agency by Luo [65]. He uses a Markov chain (see section 3.1) to represent crop choices at a field level, following earlier work by Castellazzi et al [22]. Luo uses data to estimate the non-parametric transition probabilities as follows:

\[
\pi_{ij}(k) = \frac{F_{ij}(k)}{\sum_{h=1}^{J} F_{ih}(k)}
\]

where

- \(\pi_{ij}(k)\) is the transition probability for moving from crop \(i\) to crop \(j\) at time \(k\).
- \(F_{ij}(k)\) is the number of observations of transitions from crop \(i\) to crop \(j\) at time \(k\).
- \(J\) is the number of crop types in the model.

Luo uses these transition probabilities to simulate future crop distributions. Separately, he assumes a linear regression model to analyse the impact of external influencing factors. In order to analyse the impact of rainfall, \(\pi_{ij}(k)\) is assumed to be of the form

\[
\pi_{ij}(k) = \beta_{ij0} + \sum_{p} \beta_{ijp} r_p
\]

where \(r_p\) represents rainfall in a particular time period \(p\). Luo uses standard statistical tests to find which \(\beta_{ijp}\) are significant, giving an indication of which periods of rainfall have a large impact on the transition probabilities. Similarly,

\[
\pi_{ij}(k) = \beta_{ij0} + \sum_{c=1}^{J} \beta_{ijc} M_c
\]
2.5. Chapter summary

In this chapter, we have explored some of the concepts associated with land use and land use modelling. In section 2.1, we discussed what drives a farmers crop choice, which includes geographical, climatic and economic factors. We assumed that farmers are mostly interested in maximising profits, although other factors play a role too. Section 2.2 gave an overview of why modelling this system is important. This is primarily because being able to predict future crop distributions, and how these may change with respect to changes in economic or climatic factors, can be very helpful to governments and policy makers. Section 2.3 described some of the difficulties in modelling this process, which mostly relate to the complexity of the system, lack of observations for rare crop types, and the difficulty in obtaining prior
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information in the form of a probability distribution. Section 2.4 looked at some other work in this domain, and included a discussion of how we hope to improve on existing models. We particularly focused on Luo’s model [65], which is the starting point for our land use model. We will start building this model in the next chapter.
Chapter 3

The model

We have discussed in chapter 2 why we wish to model agricultural land use. In this chapter, we will start building our novel land use model. In section 3.1 we will discuss stochastic processes and the Markov property. This is the starting point for Luo’s model [65], and will be the starting point for ours. Section 3.2 will explore one way we can model the transition probabilities in our stochastic process, that is, by using a multinomial logit model. We wish to include prior information in the form of a prior distribution. A special class of prior, which easily updates to the posterior, is known as conjugate. In section 3.3 building on the work of Chen and Ibrahim [24], we will propose a conjugate prior distribution for the parameters of the multinomial logit model, and discuss some of its properties. The work in this chapter was primarily first presented in [77,93].

3.1 Stochastic processes

We wish to model and predict crop choices in a particular field. That is, given a series of crop choices \(y_1, y_2, \ldots, y_k\), we want to be able to predict \(y_{k+1}, y_{k+2}, \ldots\), and so on. Assume a farmer plants one crop in each field per year, and denote the choice at time \(k\) by \(y_k\). Mathematically, we can treat \(y_k\) as the realisation of a random variable \(Y_k\). So, over the history of the field, we have a sequence of these random variables and their realisations. This will be the starting point for building our model.
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Definition 3.1  [13, Definition 1.1, p. 1] Given an index set $I$, a stochastic process indexed by $I$ is a collection of random variables $\{Y_i : i \in I\}$ on some probability space, taking values in some set.

Thus, the sequence of crop choices in a particular field can be represented mathematically by a discrete time stochastic process $\{Y_k : k \in \mathbb{N}\}$, where we assume $Y_k$ can take values in some finite set $\mathcal{Y}_k$, called the state space. The elements of $\mathcal{Y}_k$ are called states, and represent the farmer’s crop choice. We assume that $\mathcal{Y}_k = \mathcal{Y}$ for every time step $k$; it is reasonable to expect farmers to be able to choose from the same set of crops at any given time. Therefore, we will generally drop the subscript $k$ unless we need to be specific about which time step we are considering. We assume there are a finite number of states $J$, corresponding to $J$ crop choices i.e. $\mathcal{Y} = \{1, \ldots, J\}$.

As mentioned in chapter 2, farmers often grow crops in rotations. This means that there is a dependency between crops from year to year. One simple mathematical model which captures this is a Markov chain.

Definition 3.2  [13, Definition 1.1, p. 109] A (finite-horizon) discrete time Markov chain is a stochastic process with the property that

\[
P(Y_{k+1} = y_{k+1} | Y_1 = y_1, \ldots, Y_k = y_k) = P(Y_{k+1} = y_{k+1} | Y_k = y_k) \tag{3.1}
\]

Equation (3.1) is known as the Markov property, named after the Russian mathematician Andrey Markov. It means that, given the present state, the future is conditionally independent of the past. The assumption of the Markov property simplifies the process considerably, making calculation much easier, as it means the stochastic process can be described simply by the one-step transition probabilities.

Definition 3.3  [13, Definition 2.1, p. 110] The one-step transition probability is the probability of moving from one state to another in a single step i.e.

\[
\pi_{ij} = P(Y_{k+1} = j | Y_k = i) \tag{3.2}
\]

Of course, a Markov chain as described above, where the state space $\mathcal{Y}$ is simply the selection of crops a farmer can choose from, will only capture dependency on
the previous crop grown but no further back in time, and hence will not capture the 
full influence of, say, a 3 or 4 year crop rotation. However, if we specify our “crop 
types” as multi-year sequences of crops, we can in fact model multi-year rotations.

For example, say we wish to capture a two year dependence, and, for sim-
plicity, we assume a farmer is faced with a choice of two crops: either wheat 
(W), or any other crop (O). If we set \( \mathcal{Y} = \{W, O\} \), then we will only model 
a one year dependence, as shown in figure 3.1a. Alternatively, we could specify 
\( \mathcal{Y} = \{(W,W), (W,O), (O,W), (O,O)\} \), where (W,W) represents a sequence of wheat 
in one year followed by wheat in the next year. Meanwhile (W,O) represents wheat 
in one year followed by other in the subsequent year, and so on. This specification 
of \( \mathcal{Y} \) will capture a 2 year dependence, since our states are 2 year sequences of crops.
As can be seen in figure 3.1b, this specification increases the number of states and 
transitions in our model, but some transitions do not occur in this model specifi-
cation. For example, we can not go from the state wheat followed by wheat to the 
state other followed by other. While we generally will specify states as one particular 
crop, we will use the modified form of the model to look at repeated transitions of 
wheat – see section 5.2.3 for more detail.

So, equation (3.2) represents a simple Markov chain model for crop rotations.
This is the model that Luo [65] assumes, and he estimates \( \pi_{ij} \) from the data, as 
described in equation (2.2). However, we know that there are also external variables 
which impact on the transition probability, and we wish to include these in the 
model too.

As discussed in section 2.1, a farmer’s decision is influenced by a large number 
of factors. Therefore, in order to build a model which more accurately captures the 
drivers of crop choice, we want to take these factors, or at least some of them, into 
account. That is, we want our transition probabilities \( \pi_{ij} \) to be a function of these 
factors.

Let us assume that we have \( M \) influencing variables, indexed by time. These 
variables can be anything which could influence the farmer’s crop choice and for 
which we have data. Let \( X_k = (X_{k0}, X_{k1}, \ldots, X_{kM}) \) be the random variable which 
represents these factors. As is usual in a regression analysis (something we will
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Figure 3.1: State transition diagrams for two Markov chains, representing two different specifications of the state space $\mathcal{Y}$. Figure 3.1a shows the model specification for a one year dependence: $W$ represents wheat, while $O$ represents other. Meanwhile figure 3.1b shows the specification for a two year dependence. Here $(W, W)$ represents wheat followed by wheat, and so on.

introduce in section 3.2) we will assume that $X_{k0} = 1$. We can include these variables in our analysis by letting our one-step transition probabilities depend on them;

$$\pi_{ij}(x_k) := P(Y_{k+1} = j | Y_k = i, X_k = x_k)$$  \hspace{1cm} (3.3)

This means that we do not have a Markov chain in the traditional sense, as described in equation (3.2). Rather, we have a stochastic process where the transition probabilities are influenced by the non-stationary random variable $X_k$. Note that $X_k$ is not assumed to be part of the state space of the stochastic process. Our stochastic process is non-stationary due to the fact that $X_k$ is clearly non-stationary.

Furthermore, there is perhaps a slight abuse of notation. The realisation $X_k = x_k$ does not occur at time $k$; rather it occurs somewhere between time $k$ and time $k+1$, and influences the crop choice at time $k+1$. For example, we may choose to take the total rainfall in, say, the two months preceding the planting of a crop at time $k+1$ as one of our regressors. This information would be encoded in $x_k$. In order to ease notation, we will generally drop the subscript $k$ on the $x_k$.

Given our current state is $i$ at time $k$ we have a probability mass function on
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\( Y \), say \( \pi_i(x) \), which gives the probability distribution over the states at time \( k+1 \). Forward inferences in stochastic processes are generally carried out using using these probability mass functions, via the transition matrix. However, we can also use an expectation based approach, as favoured by some authors \[30,104\]. We are interested in the expectation of being in state \( j \) at time \( k+1 \), given that we are in state \( i \) at time \( k \), and that \( X_k = x \). We can use a so called transition operator \( T_x \) to calculate this expectation.

**Definition 3.4** [30, Equation 3] Consider \( L(Y_{k+1}) \), the linear space of all random variables \( g \) on \( Y_{k+1} \). Given \( X_k = x \), the one-step transition operator at time \( k \) is a map \( T_x : L(Y_{k+1}) \mapsto L(Y_k) \) defined by:

\[
T_x(g)(i) := E(g | Y_k = i, X_k = x) = \sum_{j \in Y} \pi_{ij}(x) g(j) \tag{3.4}
\]

for all \( g \in L(Y_{k+1}) \).

Using the law of iterated expectation, that is, (see for example \[104\, Theorem 5.3.2\]) for random variables \( X, Y \) and \( Z \):

\[
E(X|Z) = E(E(X|Y,Z)|Z)
\]

we can easily calculate the expectation of a random variable \( g \in L(Y_{k+1}) \). For a stochastic process with initial expectation \( E_0 \) and transition operators \( T_{x_1}, T_{x_2}, \ldots, T_{x_k} \) as defined in equation (3.4), the expectation of a random variable \( g \in L(Y_{k+1}) \) is given by the backwards recursion formula

\[
E(g | X_1 = x_1, X_2 = x_2, \ldots, X_k = x_k) = E_0(T_{x_1}T_{x_2}\ldots T_{x_k}g) \tag{3.5}
\]

as defined in \[30\, Equation 9\] (or for a full proof see \[29\, Section 8\]).

Calculation of the one-step transition operator \( T_x \) is computationally efficient, as it is simply matrix multiplication. Thus, calculation of equation (3.5) is also straightforward. If we were considering a stationary stochastic process (i.e. \( T := T_{x_1} = T_{x_2} = \cdots = T_{x_k} \)), as is often considered in the literature, then equation (3.5) simply becomes

\[
E(g) = E_0(T^n g)
\]
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and calculation is very efficient. In our non-stationary case, things are slightly more difficult, but still reasonably simple. We first calculate \( T_{x_k} g \), and then \( T_{x_{k-1}} (T_{x_k} g) \), and so on.

In the above formulae, we generally use the indicator random variable on \( Y_{k+1} \) of being in state \( j \) at time \( k + 1 \). That is, we take our random variable to be

\[
g(Y_{k+1}) = I_j = \begin{cases} 
1 & \text{if } Y_{k+1} = j \\
0 & \text{if } Y_{k+1} \neq j
\end{cases}
\]  

(3.6)

as we simply return back to the one-step transition probability since \([30\text{ Section 1.2}]\)

\[
\pi_{ij}(x) = T_x I_j(i)
\]

One may wonder as to why we introduce the one-step transition operators when they simply return the one-step transition probabilities, and it is these probabilities which are usually used for inference in Markov chain theory. However, in chapter 4 we will use sets of probability mass functions to describe a non-stationary imprecise stochastic process. The expectation approach defined in this section is the approach commonly taken in imprecise Markov chain theory, as it has computational benefits in that setting. Therefore, we introduced the expectation based approach here to allow for a smoother generalisation to the imprecise case.

### 3.2 A multinomial logit model

We now have a model where \( \pi_{ij}(x) \) represents the probability of moving from state \( i \) to state \( j \), given \( X_k = x \). In order to model the impact of \( X_k \) on this probability, we can assume a parametric form for \( \pi_{ij}(x) \).

We have a nominal response variable \( Y_k \) with \( J \) categories. When \( J = 2 \) (i.e. we have binary responses), an obvious choice would be to use a logistic regression model (see, for example [2, Chapter 5]), if we were assume the true conditional probabilities are a logistic function of the regressors, and thus assume this probability is monotonically increasing or decreasing. However, farmers can choose from more than 2 crop types, so we require a model which can handle this more complex setting.
Multinomial logistic regression is a generalisation of standard binary logistic regression to \( J \) categories. We will follow the work of Agresti [2, Section 7.1], and use the baseline-category logit model. This model was developed by a variety of authors [15, 46, 66, 90] in the 1960s and 1970s.

**Definition 3.5** [2, Equation 7.1] The baseline category logit model pairs each response category with a baseline category \( j^* \), and assumes that, for each \( j \neq j^* \):

\[
\log \frac{\pi_{ij}(x)}{\pi_{ij^*}(x)} = \beta_{ij} x
\]

where

\[
\beta_{ij} x := \sum_{m=0}^{M} \beta_{ijm} x_m
\]

For each category \( i \) we have a matrix \( \beta_i \) of model parameters. \( \beta_i = (\beta_{i1}, \ldots, \beta_{iJ}) \in \mathbb{R}^{J \times (M+1)}. \beta_{ij} \) is the vector of model parameters that describe the model for moving from category \( i \) to category \( j \).

**Definition 3.6** [2, Equation 7.2] The response probabilities of the baseline-category logit model are:

\[
\pi_{ij}^\beta(x) := \frac{\exp(\beta_{ij} x)}{\sum_{h=1}^{J} \exp(\beta_{ih} x)}
\]

Logit models, both binary and multinomial, are commonly used to model probabilities. We assume that the response variable is the outcome of a multinomial trial, that is we are assuming that the response distribution is multinomial. We can see from equation (3.7) that we are also imposing a linear model on the relative probabilities. While this is a specific shape of dependence between any 2 options, interestingly this requirement of monotonicity does not carry through to the response probabilities in equation (3.9) when \( J > 2 \) (see [2, Page 272]). If \( J = 2 \), equation (3.9) returns us to the standard binomial logit model, and we do indeed have such a monotonicity restriction on the response probabilities.

When the multinomial logit model is used to model choices, we must also assume independence from irrelevant alternatives (IIA) [94, Page 228]. That is, the relative probabilities between two categories does not depend on the presence, or absence, of other irrelevant alternatives. This assumption allows us to model the \( J \) choices...
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as $J - 1$ independent binary choices. One category is chosen to be the baseline, and
the other $J - 1$ are compared to it one at a time.

IIA fails if a perfect substitute exists. The classic example of this is when we
assume we are faced with two travel choices – either taking the car or taking a
blue bus – and we assume indifference between these methods of transport. If we
then add the choice of taking a red bus, IIA implies that the relative probability of
taking the car or a blue bus should not change, but this is counter-intuitive since it is
reasonable to expect indifference between taking a blue bus and a red bus. However,
each crop has unique properties, therefore no alternative is a perfect substitute. We
will in fact go further than this. In chapter 5 we will group like crops together.
That is, for example, all different types of wheat will be considered purely as one
category. Therefore, it seems plausible that IIA holds in this case.

We can easily see that the above model is invariant under translations of the
form $\beta_{i1}, \ldots, \beta_{iJ} \rightarrow (\beta_{i1} - b, \ldots, \beta_{iJ} - b)$:

$$
\frac{\exp(\beta_{ij}x)}{\sum_{h=1}^{J} \exp(\beta_{jh}x)} = \frac{\exp(\beta_{ij}x)/\exp(bx)}{\sum_{h=1}^{J} \exp(\beta_{jh}x)/\exp(bx)}
= \frac{\exp((\beta_{ij} - b)x)}{\sum_{h=1}^{J} \exp((\beta_{jh} - b)x)}
$$

This means that, without loss of generality, we can assume that for instance $\beta_{iJ} = 0$,
for every $i$. The category for which the model parameters are zero is the baseline
category $j^*$. As this choice is arbitrary, we choose category $J$ as the baseline category.

There are many other models which can be used to model multinomial categorical
responses. For example, we could use the proportional odds [2, Section. 7.2] form
of the baseline category logit model. Here, we would assume that our $\beta$ does not
depend on $j$. That is, in equation (3.7), we would assume that $\beta_{i1} = \beta_{i2} = \cdots = \beta_{iJ},$
for each $i$. Therefore, this is a much more parsimonious model. However, since there
are such differences between the different crop types, we would want a model which
took this into account. The baseline category logit model does this, whereas the
proportional odds form does not, and as such is probably not applicable in this
setting. However, we may be able to impose some restrictions on individual $\beta_{ij}$ in
the baseline category logit model if we knew, for example, we never transitioned
from rapeseed to legumes. This would reduce the number of parameters we would
3.3 A conjugate prior for the multinomial logit model

Currently, we have a stochastic process representing crop choice, and we assume a multinomial logit model for the transition probabilities. We now wish to include some expert opinion in the model by specifying a prior distribution for our model parameter $\beta$. We could choose any prior distribution for $\beta$ that might reflect the expert’s beliefs. Combining this prior with our data will yield a posterior distribution, meaning our inferences contain both observations and prior opinion – this of course is Bayes’ theorem.

If our prior distribution and subsequent posterior distribution are from the same family of distributions, then they are known as conjugate (see [11, Section 5.2.1] for a formal definition). Finding a conjugate prior is appealing as, due to the fact they come from the same family of distributions, updating a conjugate prior to its posterior is straightforward. Therefore in this section we will define a conjugate prior distribution for the multinomial logit model.

Our starting point is the work of Chen and Ibrahim [24] who, building on the work of Diaconis and Ylvisaker [32], proposed a class of conjugate prior distributions for the family of generalised linear models. The multinomial logit model we have assumed for our transition probabilities is in fact a generalised linear model ([2, Section 7.1.5] shows the formulation of the model in terms of the link function if desired, although it is not necessary for our derivation of a conjugate prior distribution). Specifically, they proposed a prior distribution for the model parameter $\beta$...
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of a binary logistic regression model of the form \[ f_0(\beta | s_0, t_0, x_1, \ldots, x_n) \propto \exp \left( \sum_{i=1}^{n} s_0(t_0 x_i^T \beta - \log(1 + \exp(x_i^T \beta))) \right) \] (3.10)

where \( x_1, \ldots, x_n \) are vectors of covariates, and \( s_0 \) and \( t_0 \) are the hyperparameters. We can see that equation (3.10) is dependent explicitly on the covariates \( x_i \). Chen and Ibrahim view the covariates as fixed a priori, stating that this removes the dependence of the prior on the data. However, even this approach still means we are reliant on knowing the exact locations of our observations before specifying our prior beliefs. However, by simply changing the way the data is structured, we can remove this dependence.

Let \( n_i(x) \) represent the number of observations where the previous crop is \( i \), and \( X_k = x \). Obviously, \( n_i(x) \) will be zero at all but a finite number of \( x \in \mathcal{X} \), where \( \mathcal{X} := \{1\} \times \mathbb{R}^M \). Thus, \( \sum_{x \in \mathcal{X}} n_i(x) \) is a finite sum, for all \( i \). Of these \( n_i(x) \) observations, let the crop choice be \( j \) in \( k_{ij}(x) \) cases, where \( \sum_{j=1}^{J} k_{ij}(x) = n_i(x) \) for each \( i \). An extract of the data in this form is shown in table 3.1. As we will see later, this simple transformation of the data structure removes the dependence of the prior on the data.

Table 3.1: An extract of crop rotation data. Here, we have \( J = 4 \) crop types, and \( M = 2 \) regressors. \( i \) is the previous crop grown. \( x_1 \) is the observed rainfall, \( x_2 \) is the nitrogen price, \( n_i(x) \) is the current crop total for \( i \) and \( x \), where \( x = (1, x_1, x_2) \), and \( k_{ij}(x) \) is the number of crop \( j \) being grown.

<table>
<thead>
<tr>
<th>( i )</th>
<th>( x_1 )</th>
<th>( x_2 )</th>
<th>( n_i(x) )</th>
<th>( k_{i1}(x) )</th>
<th>( k_{i2}(x) )</th>
<th>( k_{i3}(x) )</th>
<th>( k_{i4}(x) )</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>68.1</td>
<td>100</td>
<td>2</td>
<td>0</td>
<td>0</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>2</td>
<td>41</td>
<td>148.5</td>
<td>1</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>1</td>
<td>5.6</td>
<td>121.5</td>
<td>1</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>4</td>
<td>56.6</td>
<td>129.1</td>
<td>1</td>
<td>0</td>
<td>1</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>4</td>
<td>15.7</td>
<td>133.1</td>
<td>3</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>2</td>
</tr>
<tr>
<td>3</td>
<td>68.9</td>
<td>129.1</td>
<td>1</td>
<td>0</td>
<td>1</td>
<td>0</td>
<td>0</td>
</tr>
</tbody>
</table>
In order to define a conjugate prior distribution we need to find a prior distribution that, when combined with the likelihood, produces a posterior distribution from the same family. Therefore, the starting point for finding a conjugate prior is to calculate the likelihood of the multinomial logit model.

**Definition 3.7** [77, Equation 4] The likelihood of the multinomial logit model is

\[
l(\beta) \propto p(k|x, n, \beta) \\
\propto \prod_{i=1}^{J} \prod_{x \in \mathcal{X}} \left( k_{i1}(x), \ldots, k_{iJ}(x) \right) \prod_{j=1}^{J} \pi_{ij}(x)^{k_{ij}(x)} \\
\propto \prod_{i=1}^{J} \prod_{x \in \mathcal{X}} \prod_{j=1}^{J} \pi_{ij}^\beta(x)^{k_{ij}(x)} \\
\propto \exp \left( \sum_{i=1}^{J} \sum_{x \in \mathcal{X}} \sum_{j=1}^{J} k_{ij}(x) \log \pi_{ij}^\beta(x) \right) \\
\propto \exp \left( \sum_{i=1}^{J} \sum_{x \in \mathcal{X}} \sum_{j=1}^{J} k_{ij}(x) \log \frac{\exp(\beta_{ij}x)}{\sum_{h=1}^{J} \exp(\beta_{ih}x)} \right) \\
\propto \exp \left( \sum_{i=1}^{J} \sum_{x \in \mathcal{X}} \sum_{j=1}^{J} k_{ij}(x) \left( (\beta_{ij}x) - \log \sum_{h=1}^{J} \exp(\beta_{ij}x) \right) \right) \\
\propto \exp \left( \sum_{i=1}^{J} \sum_{x \in \mathcal{X}} \left[ \sum_{j=1}^{J} k_{ij}(x)\beta_{ij}x \right] - n_i(x) \log \sum_{j=1}^{J} \exp(\beta_{ij}x) \right) \quad (3.11)
\]

Note that we are omitting the probability of the initial state from the likelihood as is common in the literature (see for example [14]). We have written the likelihood directly as a function of the parameters. This allows us, using the methodology presented in [11, Page 272], to very simply define a conjugate prior distribution for the parameters of the multinomial logit model.

**Proposition 3.1** [77, Equation 5] A conjugate family of prior distributions for the multinomial logit model is:

\[
f_0(\beta|s_0, t_0) \propto \exp \left( \sum_{i=1}^{J} \sum_{x \in \mathcal{X}} s_{0i}(x) \left[ \sum_{j=1}^{J} t_{0ij}(x)(\beta_{ij}x) - \log \sum_{j=1}^{J} \exp(\beta_{ij}x) \right] \right) \quad (3.12)
\]

where \(s_{0i}\) and \(t_{0i}\) are non-negative functions such that \(s_{0i}(x) = t_{0i}(x) = 0\) for all but a finite number of \(x \in \mathcal{X}\), with \(0 < t_{0ij}(x) < 1\) and \(\sum_{j=1}^{J} t_{0ij}(x) = 1\) on those points of \(x\) where \(s_{0i}(x) > 0\), for each \(i\).
3.3. A conjugate prior for the multinomial logit model

Proof: Using Bayes’ theorem we know that

\[ f_n(\beta|k,n,s_0,t_0) \propto f_0(\beta|s_0,t_0)p(k|x,n,\beta) \]

which, using equations (3.11) and (3.12), is:

\[
\propto \exp \left( \sum_{i=1}^{J} \sum_{x \in X} \left[ s_{0i}(x) \left( \sum_{j=1}^{J} t_{0ij}(x)(\beta_{ij}x) \right) + \sum_{j=1}^{J} k_{ij}(x)\beta_{ij}x 
\right.ight.
\]

\[
\left. \left. - \left( s_{0i}(x) \log \sum_{j=1}^{J} \exp(\beta_{ij}x) + n_i(x) \log \sum_{j=1}^{J} \exp(\beta_{ij}(x)) \right) \right]\right)
\]

\[
\propto \exp \left( \sum_{i=1}^{J} \sum_{x \in X} \left[ \left( \sum_{j=1}^{J} (s_{0i}(x)t_{0ij}(x) + k_{ij}(x))(\beta_{ij}x) \right) 
\right. \right.
\]

\[
\left. \left. - \left( (s_{0i}(x) + n_i(x)) \log \sum_{j=1}^{J} \exp(\beta_{ij}x) \right) \right]\right)
\]

\[
\propto \exp \left( \sum_{i=1}^{J} \sum_{x \in X} \left[ \left( \sum_{j=1}^{J} (s_{0i}(x)t_{0ij}(x) + k_{ij}(x))(\beta_{ij}x) \right) 
\right. \right.
\]

\[
\left. \left. - \left( \log \sum_{j=1}^{J} \exp(\beta_{ij}x) \right) \right]\right)
\]

\[
\propto \exp \left( \sum_{i=1}^{J} \sum_{x \in X} s_{ni}(x) \left[ \sum_{j=1}^{J} t_{nij}(x)(\beta_{ij}x) - \log \sum_{j=1}^{J} \exp(\beta_{ij}x) \right] \right) \tag{3.13}
\]

Thus, conjugacy is easy to see, as

\[ f_n(\beta|k,n,s_0,t_0) = f_0(\beta|s_n,t_n) \]

where

\[
s_{ni}(x) := s_{0i}(x) + n_i(x) \tag{3.14}
\]

\[
t_{nij}(x) := \frac{s_{0i}(x)t_{0ij}(x) + k_{ij}(x)}{s_{0i}(x) + n_i(x)} \tag{3.15}
\]

Note that the subscript \( n \) here denotes the fact that we are considering the posterior parameters, as opposed to the hyperparameters, which are denoted by subscript 0. This is standard practice in conjugate analysis [11].

Equations (3.14) and (3.15) show the ease of updating the hyperparameters to the posterior parameters – they are simply functions of the observed data and the hyperparameters. This means that if we know the form of the prior distribution,
then calculation of the posterior distribution is very simple. This is an appealing property of conjugate distributions.

Our likelihood equation (3.11) comes from a multinomial distribution, which is a member of a family of distributions known as the exponential family. In general we can define, for observed data $k$ and for some parameter $\beta$, a likelihood from the exponential family as follows.

**Definition 3.8**  
A likelihood $p(k|\beta)$ is from an exponential family if there exists functions $g$, $\psi$ and $t$ such that

$$p(k|\beta) = g(k) \exp \left( \psi(\beta)^T t(k) - b(\psi(\beta)) \right)$$

for all $\beta$ and $k$.

Equation (3.16) has three key components: the natural parameter $\psi(\beta)$; the natural statistic $t(k)$; and the normalising log-partition function $b(\psi(\beta))$, along with some function $g(k)$. It is clear to see from equations (3.11) and (3.16) that our natural statistic is the tensor

$$t(k) := k = [k_{ij}(x)]_{i \in \mathcal{Y}, j \in \mathcal{Y}, x \in \mathcal{X}}$$

and that our natural parameter is the tensor

$$\psi(\beta) := \left[ \sum_{m=0}^{M} \beta_{ijm} x_m \right]_{i \in \mathcal{Y}, j \in \mathcal{Y}, x \in \mathcal{X}}$$

As $k_{ij}(x)$ is zero for all but a finite number of $x \in \mathcal{X}$, we can see that although the natural statistic technically lives in an infinite dimensional space, we can actually treat it as living in finite (but unbounded) space. However, in order to apply some of the common theorems for exponential families, we require that the natural parameter space is an open subset of the parameter space. It is obvious that this is not the case here – clearly, $\dim(\beta) < \dim(\psi(\beta))$. This means that our likelihood comes from an exponential family without full rank, that is, it is a curved exponential family.

A key problem we are faced with is the choice of hyperparameters. Equations (3.14) and (3.15) show that the hyperparameters can be interpreted as a prior virtual sample (see for example [107]). Here, for a given value of $x$, we would have
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$s_{0i}(x)$ observations, of which $s_{0i}(x)t_{0ij}(x)$ are crop choice $j$, for each $i$. However, the implications of such a specification may not be entirely clear to an expert, and therefore it seems more appealing to relate the hyperparameters to the prior predictive. Furthermore, this method has been criticised for producing prior distributions with variances that are too small [38].

In the case of the regular exponential family, this is done through a famous result by Diaconis and Ylvisaker [32, Theorem. 2]. If this were the case, then $t_{0ij}(x)$ would be equal to $\hat{\pi}_{0ij}(x)$, the prior expectation of $\pi_{ij}(x)$. However, as we have a member of the curved exponential family, this result does not always hold. Inspired by [32, Theorem. 2], we can arrive at some sort of interpretation for $t_0$ as follows.

Using the fundamental theorem of calculus, we know that, since $f_0$ is a density,

$$
\int_{-\infty}^{+\infty} \frac{\partial}{\partial \beta_{ijm}} f_0(\beta_{ijm}, \beta_{ijm}|s_0, t_0) d\beta_{ijm} = f_0(+\infty, \beta_{ijm}|s_0, t_0) - f_0(-\infty, \beta_{ijm}|s_0, t_0)
$$

$$= 0 - 0
$$

$$= 0
$$

for a particular $\beta_{ijm}$, and where $\beta_{ijm}$ represents all of our remaining model parameters, which are fixed. We can see that

$$
\int_{\mathbb{R}^{J-1}} \mathbb{R}^{J-1} \frac{\partial}{\partial \beta_{ijm}} f_0(\beta_{ijm}, \beta_{ijm}|s_0, t_0) d\beta_{ijm} = 0
$$

Differentiating our prior distribution (equation (3.12)) with respect to $\beta_{ijm}$ gives us

$$
\sum_{x \in \mathcal{X}} s_{0i}(x) \frac{\partial}{\partial \beta_{ijm}} \left[ \sum_{j=1}^{J} t_{0ij}(x)(\beta_{ijm}x) - \log \sum_{j=1}^{J} \exp(\beta_{ijm}x) \right] f_0(\beta_{ijm}|s_0, t_0)
$$

$$= \sum_{x \in \mathcal{X}} s_{0i}(x) \left[ x_m t_{0ij}(x) - x_m \pi_{ijm}^x(x) \right] f_0(\beta_{ijm}|s_0, t_0)
$$

and when we combine equations (3.17) and (3.18), we obtain the following system of $(J - 1)(M + 1)$ equations:

$$
\sum_{x \in \mathcal{X}} s_{0i}(x) x_m t_{0ij}(x) = \sum_{x \in \mathcal{X}} s_{0i}(x) x_m \hat{\pi}_{0ij}(x)
$$

(3.19)
where

\[ \hat{\pi}_{0ij}(x) = P(Y_{k+1} = j|Y_k = i, X_k = x, s_0, t_0) \]
\[ = \int_{\mathbb{R}^{d_x(M+1)}} \pi_{ij}^\beta(x)f_0(\beta|s_0, t_0)d\beta \]

These equations show that \( t_{0ij}(x) \) in some sense ‘matches’ \( \hat{\pi}_{0ij}(x) \). Of course, for any given prior specification of \( \hat{\pi}_{0ij} \), there will be many different functions \( t_{0ij} \) that satisfy equation (3.19) when solving for \( t_{0ij} \), so the choice of \( t_{0ij}(x) \) will not be uniquely determined by our prior expectation about \( \pi_{ij}(x) \).

There is, however, a special case where we do get a prior predictive interpretation of our hyperparameters. We can specify prior information at any finite number of \( x \), and we can call this set of \( x \) values \( \mathcal{X} \subset \mathcal{X} \). We can see that, if we restrict the cardinality of \( \mathcal{X} \) to \((J - 1)(M + 1)\), that is \( s_{0i}(x) \neq 0 \) for only \((J - 1)(M + 1)\) occurrences, then we can see that we can solve equation (3.19) to find

\[ t_{0ij}(x) = \hat{\pi}_{0ij}(x) \text{ for } x \in \mathcal{X} \]

Therefore, if interpretability of the hyperparameters is of importance, we can obtain a direct prior predictive interpretation by specifying prior information at exactly \((J - 1)(M + 1)\) locations.

### 3.4 Chapter summary

In this chapter we have introduced the basic theory needed for our land use model. In section 3.1 we introduced stochastic processes and the Markov property, mathematical tools that allowed us to capture some of the behaviour of crop rotations, as the states of this process represent the crop choice in a particular year. A key component in a stochastic process are the transition probabilities, which describe the probability of moving from one state to another. We allowed our transition probabilities to be functions of external, non-stationary variables. In section 3.2 we then assumed that these transition probabilities can be modelled by a multinomial logit model, specifically the baseline-category logit model. In section 3.3 we discussed how expert opinion is included in the model. This involved specifying a
prior distribution, and we proposed using a conjugate prior, due to the simplicity of updating a conjugate prior to the corresponding posterior distribution. Building on the work of Chen and Ibrahim [24], we specified a conjugate prior distribution for the multinomial logit model, and by transforming the data, removed the dependence of their prior on the data. Some properties of the distribution were then discussed, specifically relating to the interpretability of the hyperparameters.

What has been presented in this chapter constitutes a novel approach to land use modelling. Next, we will discuss how we cope with the inherent uncertainty present in land use modelling. Specifically, including a prior distribution allows us to deal better with low data counts, a problem which occurs with rare crop types. This prior distribution represents prior beliefs, and as such is often specified by an expert. In this case, it is reasonable to say the farmer is the expert. However, asking a farmer to specify a unique statistical distribution is perhaps unreasonable. One solution to this problem is to perform a robust Bayesian analysis, which will be discussed in chapter 4.
Chapter 4

Robust Bayesian analysis

In the previous chapter we built a novel land use model, namely a Bayesian multinomial logit model on top of a non-stationary stochastic process. However, we made no mention of the difficulty we may be faced with in specifying a prior distribution. This chapter will focus on how we address this issue. We will perform a robust Bayesian analysis, which involves taking sets of prior distributions in order to reflect our uncertainty.

Section 4.1 will discuss why we want to perform a robust Bayesian analysis, while section 4.2 will discuss how we will actually perform this analysis by detailing how we will select our set of prior distributions. This material was first presented in [77,93], and constitutes a novel approach to imprecise multinomial logistic regression, based on conjugate analysis. Performing this analysis turns our stochastic process into an imprecise stochastic process. Therefore we need to introduce new theory to make forwards inference – this will be discussed in section 4.4. We will use the work of de Cooman et al. [30] to take a first step at modelling imprecision in a non-stationary stochastic process which is influenced by non-stationary random variables.

Finally, in a robust Bayesian analysis, efficient computation is very important since we are dealing with a large number of prior distributions. Section 4.3 will discuss various approaches we could use, with specific focus on MCMC and MAP estimation.
4.1 Why perform a robust Bayesian analysis?

We wish to perform a Bayesian analysis for our model parameter $\beta$, which allows us to include expert opinion in our model. The expert formulates their beliefs in the form of a prior distribution for $\beta$. However, this can be problematic for a number of reasons. Firstly, as we are trying to model farmer behaviour, our experts are the farmers themselves. Therefore it is their prior knowledge about $\beta$ which is of importance, but it is perhaps unreasonable to expect a farmer to be able to formalise their beliefs in the form of a specific prior distribution for $\beta$ without training. This training constitutes part of the process of elicitation [25, 38], where we aim to translate an expert’s prior beliefs into a mathematical distribution. After training an expert, one must elicit information from them, and then iteratively fit distributions until a distribution which has been deemed to ‘adequately’ represent their prior beliefs has been elicited [38, Section 1.2]. However, this is a non-trivial process.

Nevertheless, let us assume that we can obtain a prior distribution from a particular farmer. In a particular region there are a number of farmers, so we could ask multiple farmers to specify a prior distribution. How then do we use this collection of (presumably different) prior distributions? One solution would be to have a separate model for each farmer, but that would quickly become unmanageable. Another would be to use opinion pools [40, 88], where we take a weighted combination of the distributions, but this method is not without difficulties, such as how do we choose the weights?

Let us assume that our group of experts do produce a single prior distribution, either by all specifying the exact same distribution, or perhaps as the result of using an opinion pool. We can make very small changes to this distribution, which may still reflect the beliefs of our expert(s). This means that we have a number of distributions that could be considered for our analysis. A Bayesian analysis requires a single prior distribution to be specified, so which one of these distributions do we pick?

It is clear that we have uncertainty with respect to the specification of this subjective prior information. One way to represent this uncertainty is to use sets of
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Prior distributions - this is known as a robust Bayesian analysis. When each prior is combined with the likelihood function, we obtain a set of posterior distributions. We can then use this set of posteriors for inference, which results in bounds on inferences such as probabilities and expectations.

There is a large body of work on probability bounding, spanning back to early work by Boole [16] and Keynes [56]. Good [43,45] was the first Bayesian to explicitly use sets of priors. Further developments include Berger [8,9], who developed robust Bayesian analysis, Williams [105,106], Walley [98,101], Kuznetsov [58], Weichselberger [103], and many more. The robust Bayesian approach is just one method among many that can be included under the umbrella term imprecise probability.

We will assume that there is almost no prior information about our hyperparameters. As such, we will take a very large set of prior distributions to represent this ignorance. Rather than taking many distributions to model prior near-ignorance, one can also take a single non-informative prior distribution (see for example [11, Chapter 5]). Exponents of using a non-informative distribution include Jeffreys [52], Box and Tiao [17], and Bernardo [12]. Walley [99, Section 5.5] is a major critic of the approach, and believes that in order to truly represent prior near-ignorance one cannot use a single prior distribution. We will use the sets of priors approach here as it is highly intuitive – we have difficulty in specifying a single prior distribution, so we shall use all reasonable prior distributions.

Of course, this raises the question as to which prior distributions are ‘reasonable’ to include in our set of priors. If we were eliciting a prior distribution, then part of the process is to discuss the adequacy of the elicitation [38]. So, in some sense, a ‘reasonable’ prior distribution can be thought of as one that adequately represents the expert’s prior beliefs. When considering a robust Bayesian analysis, Berger [10, Section 4.3.1] suggests that the size of the set of prior distributions should represent the prior knowledge of the expert. If the expert has large amounts of prior knowledge, then the set of priors should be chosen to be small in order to represent this. However, if we are assuming that we can obtain very little (if any) prior knowledge about the hyperparameters, then, following Berger’s suggestion, our set of priors should contain all, or nearly all, priors. Therefore, for our purposes
in this prior near-ignorance model, the term ‘reasonable prior distribution’ actually has no real meaning, since we will simply take (nearly) all priors anyway. How we do this will be discussed in section 4.2.

The main criticism of the robust Bayesian approach is the increased complexity that arises – both Lindley [62] and Bernardo and Smith [11] express this concern. Clearly, this is a valid observation. However, it is important to have an understanding of the uncertainty in any inferences we make. In a situation such as this, where prior information is very difficult to obtain, the added computational complexity is justifiable as taking a set of prior distributions more accurately represents our knowledge of the system.

An alternative approach to obtaining a measure of uncertainty could be to obtain credible intervals on a single prior, through a method such as MCMC. However, it is non-obvious how this uncertainty would propagate through the stochastic process which underlines our model, whereas, if performing a robust Bayesian analysis, the resulting model aligns well with existing theory for imprecise Markov chains. Of course, this approach captures a different aspect of uncertainty – the robust Bayesian intervals acknowledge uncertainty with respect to specification of a prior distribution, whereas credible intervals provide uncertainty bounds for the parameters. Furthermore, a precise Bayesian model always gives an exact expectation, and so one would still worry about sensitivity against the prior. To analyse the impact of the choice of prior, we would end up using a set of prior distributions, thereby returning to a robust Bayesian analysis anyway. Therefore, a robust Bayesian analysis seems appropriate, particularly in this setting. The rest of this chapter details how we go about performing this analysis.

4.2 Sets of conjugate distributions

In order to perform a robust Bayesian analysis, we need to propose a set of prior distributions. Berger [10, Section 4.3.1] suggests various considerations which should be taken into account when defining this set of priors. This essentially involves making sure the set represents our prior uncertainty, by being both interpretable
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and of a size that includes all reasonable prior distributions, whilst also maintaining computational efficiency.

We will follow a similar approach to Walley’s *imprecise Dirichlet model* [100]. The Dirichlet prior distribution for a multinomial model with parameter $\theta$ can be written as [100, Section 2.2]

$$f_0(\theta|s,t) \propto \prod_{j=i}^{J} \theta^{st_j - 1}$$

The imprecise Dirichlet model can then be defined as [100, Section 2.3] the set of all Dirichlet distributions such that $0 < t_j < 1$, $j = 1, \ldots, J$, and $\sum_{j=1}^{J} t_j = 1$, and for a fixed positive constant $s$. This set of prior distributions represents a situation of prior near-ignorance.

By taking sets of prior functions for our hyperparameters $s_0$ and $t_0$, we can perform a robust Bayesian analysis in a similar vein to the imprecise Dirichlet model. Sections 4.2.1 and 4.2.2 will explore how we can define our set of prior distributions.

4.2.1 Choice of $s$

As in the imprecise Dirichlet model, we will concentrate on studying inferences resulting from a fixed prior function for $s_0(x)$, namely:

$$s_0(x) := \begin{cases} s & \text{if } x \in X, \\ 0 & \text{otherwise,} \end{cases}$$

for some finite set $X \subset \mathcal{X}$. $X$ is the set of $x$ values where we specify prior beliefs. For now, we will take an arbitrary set of prior functions $\mathfrak{X}$ for $t_0$. The task we are now faced with is the choice of $s$. Walley presents various arguments [100, Section 2.5] to suggest that a choice of $s = 2$ is appropriate for the imprecise Dirichlet model, although of course these arguments do not apply to our model.

Diaconis and Ylvisaker [32, Equation 2.10] showed that, for conjugate analysis with a likelihood from a full rank exponential family, the predictive expectation is a convex combination of the natural statistic and its corresponding hyperparameter, where $s$ controls the weight on the prior. In such cases, smaller values of $s$ always produce tighter posterior predictive bounds, and hence stronger posterior inferences.
Figure 4.1: Estimated lower and upper posterior transition probabilities for transitions from barley, to either barley (cyan), wheat (red) or other (blue). There are three different values of the hyperparameter $s$; the darkest region is $s = 1$, the medium region is $s = 2$, and the lightest region is $s = 3$.

Larger values of $s$ produce more cautious posterior inferences by generating wider posterior bounds.

However, as discussed in section 3.3, our likelihood comes from an exponential family which does not have full rank. Therefore, the predictive estimate can depend on the hyperparameters in non-linear or even non-monotone ways. As such, situations where smaller values of $s$ produce wider posterior bounds can not be excluded.

We can see the effect of the choice of $s$ visually, by comparing the results from three different models, each run with a different value of $s$. In order to do this we need to build the land use model. This will be explored in much greater detail in chapter 5, but, briefly, we use real data to fit our land use model, where here we assume farmers are faced with a choice of 3 crops – wheat, barley or other. We then estimate the lower and upper posterior transition probabilities, which are functions of observed regressors $x$, in this case rainfall and nitrogen price.
Figure 4.1 shows the bounds on the posterior transition probabilities, and also shows how the probabilities generally change as \( s \) changes for our land use model. It shows the lower and upper transition probabilities of moving from barley to each of the three crop choices, represented by the coloured regions, as nitrogen price varies. Furthermore, there are three different models shown in the figure, corresponding to three different values of the hyperparameter \( s \). For the purpose of this illustration, we chose \( s = 1, 2 \) and 3. As mentioned earlier, \( s = 2 \) is commonly used in the imprecise Dirichlet model, and we simply varied this value by one either side. The darker the region in figure 4.1 the smaller the value of \( s \). For example, the posterior transition probability bounds of moving from barley to wheat, given that \( s = 1 \), is represented by the darkest red region. The upper limit of this darkest red region corresponds to the upper posterior transition probability in this case, and the lower limit corresponds to the lower transition probability. The lightest red region shows the equivalent bounds on the probability of moving from barley to wheat, but for a choice of \( s = 3 \).

It is clear to see in this case that smaller values of \( s \) produce tighter bounds. While this is just one particular construction of the model, we note that the behaviour shown in figure 4.1 is typical – we have not witnessed a case where this is not the case. An intuitive explanation for this is that \( s \) still relates to the prior variance, and hence still weighs the influence of the prior on the posterior predictive. We will proceed with \( s = 2 \) for the rest of this thesis, simply because this is the choice commonly used in the imprecise Dirichlet model. However, the choice of \( s \) is entirely subjective, and, if having seen the posterior inferences the expert feels that they are too cautious or not cautious enough, the value of \( s \) can be changed accordingly.

While we will use a fixed constant value for \( s_0 \), there has been some work done on the case where \( s \) is not a constant. Walter and Augustin \[102\] approach the problem by letting both \( s_0 \) and \( t_0 \) vary freely across their spaces, primarily in order to deal with prior-data conflict. Benavoli and Zaffalon \[7, Theorem 1\] proposed, when defining a set of conjugate prior distributions for the one parameter exponential family, taking \( s_0 \) to be a positive function which can depend on \( t_0 \), while still letting
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t₀ vary freely across the space it lives in. Our situation is somewhat different – we have a number of s₀, one for each x ∈ X, while Benavoli and Zaffalon have a single s₀, and our exponential family has more than one parameter. If one has a near-ignorance model, as we will specify in section 4.2.2 there can be convergence issues with an unbounded t₀ and constant s. This is the situation addressed by Benavoli and Zaffalon, but as our t₀ is bounded between 0 and 1, we do not encounter this issue. As such, we will only look at a fixed constant value for s₀, as is common elsewhere in the literature.

4.2.2 Choice of Ξ

We have a set X where we specify our prior information, and at these locations we choose a fixed value s of s₀. We have a set Ξᵢ of t₀ᵢ, one for each i, and the choice of these sets affects the posterior inferences. We assume we have very little, if any, prior expert opinion. How can we sensibly choose Ξᵢ to define a near-ignorance model to reflect this lack of knowledge, while still making reasonable posterior inferences?

As in the imprecise Dirichlet model [100] we are dealing with situations with very little prior expert information. A key feature of the robust Bayesian approach is that the set of prior distributions chosen reflects the prior knowledge available about the system. The obvious choice, if we were wanting to model complete ignorance, is the set of all distributions, which is known as the vacuous model. However, as Walley discussed [100, Section 1], a vacuous set of priors leads to a vacuous set of posteriors, and so no useful posterior inferences can be made.

We can, however, assume we are in a state of near-ignorance, and can identify a reasonably vacuous set of prior distributions to represent this lack of prior information. Since we are in a state of near-ignorance, we can take Ξᵢ = Ξ for all i. One way of choosing this near-vacuous set is:

\[ Ξ_v := \{ t_{0i} : t_{0ij}(x) = 0 \text{ when } x \notin X, \]
\[ 0 < t_{0ij}(x) < 1, \sum_{j=1}^{J} t_{0ij}(x) = 1 \text{ when } x \in X \} \]

For high dimensional problems, calculating inferences from Ξ_v is somewhat computationally involved. We can restrict ourselves to the near-extreme points of Ξ_v,
Figure 4.2: A comparison of the posterior transition probabilities for transitions from wheat to wheat in a simple binary model, as a function of rainfall. The convex hull of the red lines represents posterior transition probabilities under the near-vacuous set $\mathcal{T}_v$, and the convex hull of the four black lines represents the posterior transition probabilities under $\mathcal{T}'_v$, the extremal points of the near-vacuous set.

namely:

$$\mathcal{T}'_v := \{ t_{0i} : t_{0ij}(x) = 0 \text{ when } x \notin \mathcal{X}, \quad t_{0ij}(x) \in \{\epsilon, 1 - (J - 1)\epsilon\}, \sum_{j=1}^{J} t_{0ij}(x) = 1 \text{ when } x \in \mathcal{X} \}$$

(4.1)

for each $i$, for some $\epsilon > 0$. We have found that we need to bound the $t_{0ij}$ parameters a suitable distance away from 0 and 1, at those points where $s_{0i}(x) > 0$, in order to maintain numerical stability in cases where we have very few observations. It is suspected that the prior blows up as we approach 0 and 1, and so we must bound away from these regions. By choosing $\epsilon$ small enough, it has no observable impact on the analysis – it was found through numerical experimentation that $\epsilon = 0.01$ is sufficiently small to maintain numerical stability.

If we wish to use $\mathcal{T}'_v$ rather than $\mathcal{T}_v$, then it is desirable that the inferences
generated by both are similar. To find out whether this is the case, we can compare
the posterior transition probabilities generated by both sets. In order to do this,
we will fit an example model. We will use the simplest possible land use model – a
model with only $J = 2$ crop choices (wheat or any other crop) and $M = 1$ regressors
(rainfall in the month prior to planting), and calculate the transition probabilities
for a particular transition (wheat to wheat) under both sets of priors. We will specify
prior information at $(J - 1)(M + 1) = 2$ locations, $\hat{x}_1$ and $\hat{x}_2$ (the reasons for this
choice are discussed towards the end of section 3.3).

Figure 4.2 shows the posterior transition probabilities for moving from wheat to
wheat generated by both $\mathcal{T}_v$ and $\mathcal{T}_v'$. Firstly, following equation (4.1) $\mathcal{T}_v'$ consists of
the following 4 vectors:

$$t_{01}(\hat{x}_1) = (0.01, 0.99)$$
$$t_{01}(\hat{x}_1) = (0.99, 0.01)$$
$$t_{01}(\hat{x}_2) = (0.01, 0.99)$$
$$t_{01}(\hat{x}_2) = (0.99, 0.01)$$

Each black line represents the posterior transition probability for moving from
wheat to wheat, calculated using one of the vectors in $\mathcal{T}_v'$. Our robust Bayesian
estimate of the posterior transition probability based on $\mathcal{T}_v'$ is the convex hull of
these 4 lines.

The red region shows the transition probabilities under $\mathcal{T}_v$, although we actually
use a $20 \times 20$ grid over the parameter space. The estimate of the posterior transition
probability under $\mathcal{T}_v$ is the convex hull of the red lines. Clearly the posterior
probabilities generated by $\mathcal{T}_v'$ approximates the posterior estimates from $\mathcal{T}_v$ well in
this case. We note that this is purely an empirical result, but in the examples we
have performed this behaviour is standard, and thus it seems acceptable to use $\mathcal{T}_v'$
in order to save computation time. However, it is also easy to see that even the size
of the set $\mathcal{T}_v'$ can become large very quickly for higher dimensional problems, This
makes the speed of computation very important, an issue which will be discussed in
section 4.3

There may of course be times where we can reduce the size of our set of prior
distributions if we were in a state of reduced ignorance. We saw in equation (3.19) that \( t_0 \), in some sense, matches the prior expectation of our transition probabilities, so we potentially could rule out some values of \( t_0 \). However, as we are trying to build a model that can still make reasonable inferences even when in a state of prior near-ignorance, we will not look at this case. Hence, from here on in, we will proceed with using \( T' \).

### 4.2.3 Choice of \( X \)

One final issue to address, albeit not one specific to the robust part of our Bayesian analysis, is the specification of \( X \subset X \). This is the set of \( x \) values where we specify prior information.

In specifying our conjugate prior distribution, we followed the work of Chen and Ibrahim [24]. They proposed a conjugate prior distribution for binomial logistic regression, which explicitly requires that the locations of \( x \) are known a priori. In section 3.3 we introduced the count functions \( k_{ij}(x) \) and \( n_i(x) \), and this released the constraint of knowing these locations. We have to specify some \( x \) for our prior information, but this choice does not have to be where our data is located. This allows our prior information to be specified before viewing the data, unlike Chen and Ibrahim’s prior.

However, the choice of \( X \) does influence the inferences and we will demonstrate this graphically by comparing the posterior transition probabilities generated by two different specifications of \( X \). For the purposes of this example, we will choose the specifications of \( X \) having actually looked at the values of \( x \). While of course this should not be done in practice (since prior beliefs should represent exactly that), by doing this we can show the effect of having more accurate prior beliefs about the locations of the covariates (in this example, nitrogen price).

Figure 4.3 shows the predicted transition probability for transitions from wheat, as nitrogen price varies, under two different specifications of \( X \). The nitrogen price in the observed data set ranges from £82.90 per tonne to £148.50 per tonne. Firstly, we chose \( X_1 \) to cover the range of the data set well, specifically \( X_1 = \{(1,85), (1,150)\} \). Alternatively, \( X_2 \) was chosen to cover the data less well, and was chosen to be
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Figure 4.3: Inferences under two different $X$, where $X_1$ can be thought of as being specified by an expert with strong prior knowledge of the locations of nitrogen price, while $X_2$ is chosen by an expert with less prior knowledge of these locations.

$x_2 = \{(1, 0), (1, 200)\}$. While these choices were driven by the data, an expert with very good prior knowledge of the location of historic nitrogen prices could end up specifying something similar to $X_1$, while $X_2$ perhaps represents a choice by an expert with less prior knowledge.

We can see that while the model predicts similar trends in the transition probabilities for both sets, the inferences under $X_1$ are more precise than those under $X_2$. This means our inferences are tighter if the $X$ chosen better reflects the actual data. This nicely reflects the idea of a robust Bayesian analysis. If the person specifying the prior information has some idea of where the data is likely to lie, then the posterior bounds are tighter. For example, values of nitrogen price are guaranteed to be positive, and unlikely to exceed a certain upper threshold, so that can be taken into account when specifying $X$. 
4.3 Posterior inference

In order to make inferences regarding future crop distributions, we need to calculate the posterior transition probabilities:

\[
\hat{\pi}_{ij}(x) := P(Y_{k+1} = j | Y_k = i, X_k = x, n, s_0, t_0) = \int_{\mathbb{R}^J \times (M+1)} \pi^{\beta}_{ij}(x) f(\beta | k, n, s_0, t_0) \, d\beta
\]

\[
= \int_{\mathbb{R}^J \times (M+1)} \pi^{\beta}_{ij}(x) f(\beta_i | k_i, n_i, s_0_i, t_0_i) \, d\beta_i
\]

where it is worth recalling that \(\pi^{\beta}_{ij}(x)\) is a non-linear function of our model parameters \(\beta\), namely (equation (3.9)):

\[
\pi^{\beta}_{ij}(x) = \frac{\exp(\beta_{ij}x)}{\sum_{h=1}^J \exp(\beta_{ih}x)}
\]

It is equation (4.2) we must evaluate. This is a highly multidimensional integral, over a posterior distribution with no closed form, and thus challenging to evaluate. When we also consider that we are performing a robust Bayesian analysis, so we must evaluate equation (4.2) for each posterior distribution generated by our set of priors, then our method of calculation becomes highly important. The following subsections discuss some possible approaches we can take to calculation.

4.3.1 Markov chain Monte Carlo

A very well known group of methods for evaluating complex posterior distributions, are Markov chain Monte Carlo (MCMC) methods. These algorithms provide an approach for sampling from a probability distribution \(f\), by constructing a Markov chain \(\{Y_k\}\) that converges to \(f\). That is, we construct a Markov chain where if \(Y_k \sim f\) then \(Y_{k+1} \sim f\). Samples of this Markov chain are then simulations from \(f\), and can be used to approximate the distribution, or various standard properties of the distribution, such as expectations. MCMC algorithms deal with how to construct a Markov chain that will converge to the distribution of interest. Therefore, MCMC methods present one option for evaluating equation (4.2).

With the advent of modern computing, MCMC methods rose to prominence in the late 1980s and early 1990s, and there is now a huge body of work in the field. The
first MCMC algorithm is widely acknowledged to be the Metropolis algorithm [70] from 1953, which was generalised in 1970 by Hastings [47], into what is known as the Metropolis-Hastings algorithm.

For a target distribution $f$, the Metropolis-Hastings algorithm states [85, Chapter 6] that we can take an arbitrary conditional distribution $q(z|y)$. Then, choosing any reasonable starting point $y_0$:

1. At iteration $k$, generate a candidate state $Z_k \sim q(z|y_k)$.

2. Take

   \[
   Y_{k+1} = \begin{cases} 
   Z_k & \text{with probability } \alpha(y_k, Z_k) \\
   y_k & \text{with probability } 1 - \alpha(y_k, Z_k)
   \end{cases}
   \]

   where

   \[
   \alpha(y, z) = \min\left\{1, \frac{f(z)q(y|z)}{f(y)q(z|y)}\right\}
   \]

3. Repeats steps 1 and 2 $n$ times, where $n$ is the number of iterations specified.

We can use this algorithm to simulate from our posterior distribution. However, in our robust Bayesian setting, we actually have a set of posterior distributions. This means that we need to repeat this process for each of the distributions in our set of posteriors, which is computationally expensive and thus very time consuming. All the calculations for our model we performed in python [97]. In order to perform an MCMC analysis, we used the PyMC module [36], which uses the Metropolis-Hastings algorithm. By default, this uses a random walk with a standard multivariate Gaussian proposal distribution. Tuning the parameters of this distribution can be performed in order to speed convergence up, although this was not performed here. Furthermore, there are more advanced MCMC methods than Metropolis-Hastings which aim to optimise the convergence of the chain, thereby speeding up the calculations. However, even if we used these more advanced methods, or performed tuning of the current method, we would still be faced with the problem of having to repeat the simulation for each separate distribution. Thus, we ideally want a quicker way to calculate, or at least approximate, the posterior distribution(s).
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4.3.2 Maximum a posteriori estimation

A crude but potentially very fast approximation is to use the maximum a posteriori (MAP) estimate for $\beta$.

**Definition 4.1** The MAP estimate is the mode of the posterior distribution, and is the solution to the system of equations:

$$\frac{\partial}{\partial \beta_{ijm}} \log f(\beta | k, n, s_0, t_0) = 0$$

for $i = \{1, \ldots, J\}$, $j = \{1, \ldots, J\}$ and $m = \{0, \ldots, M\}$.

That is, we assume all of the mass of the posterior distribution is at the mode. During our MCMC simulation we are estimating the mean of each posterior distribution generated by our set of priors, while when using the MAP estimate we are taking the mode of each posterior. If the posterior is symmetric then the posterior mode will be a good estimate of the posterior mean, but if it is not then using the MAP could be a very crude estimate. However, the major advantage that this approximation has over an MCMC simulation is that it is simply the solution of a system of equations, and therefore we might expect the speed of calculation to be much quicker. Recall from equations (3.8), (3.9) and (3.13) that

$$f(\beta | k, n, s_0, t_0) \propto \exp \left( \sum_{i=1}^{J} \sum_{x \in \mathcal{X}} s_n(x) \left[ \sum_{j=1}^{J} t_{nij}(x)(\beta_{ij}x) - \log \sum_{j=1}^{J} \exp(\beta_{ij}x) \right] \right)$$

$$\beta_{ij}x = \sum_{m=0}^{M} \beta_{ijm}x_m$$

and

$$\pi^\beta_{ij}(x) = \frac{\exp(\beta_{ij}x)}{\sum_{h=1}^{J} \exp(\beta_{ih}x)}$$

Using these, equation (4.3) becomes:

$$\Leftrightarrow \frac{\partial}{\partial \beta_{ijm}} \left( \sum_{i=1}^{J} \sum_{x \in \mathcal{X}} s_n(x) \left[ \sum_{j=1}^{J} t_{nij}(x)(\beta_{ij}x) - \log \sum_{j=1}^{J} \exp(\beta_{ij}x) \right] \right) = 0$$

$$\Leftrightarrow \sum_{x \in \mathcal{X}} s_n(x) \frac{\partial}{\partial \beta_{ijm}} \left[ \sum_{j=1}^{J} t_{nij}(x)(\beta_{ij}x) - \log \sum_{j=1}^{J} \exp(\beta_{ij}x) \right] = 0$$

$$\Leftrightarrow \sum_{x \in \mathcal{X}} s_n(x) \left[ x_m t_{nij}(x) - x_m \pi^\beta_{ij}(x) \right] = 0$$

(4.4)
for \( j = \{1, \ldots, J\} \) and \( m = \{0, \ldots, M\} \). Note that equation (4.4) is very similar to equation (3.19). However, we solve equation (4.4) for \( \pi_{ij}^\beta(x) \), and can easily use a method for finding roots of a system of equations, such as a Newton-Raphson method.

In our python, we used the scipy function `optimize.root` to solve equation (4.4). By default, this function uses Powell’s hybrid method, an algorithm, which, given an initial value, iteratively searches along conjugate directions until convergence. Powell shows that theoretical convergence is guaranteed for any initial value as long as the functions in equation (4.4) have bounded continuous first derivatives. In practice we have observed no issues with convergence other than, as mentioned in section 4.2.2, when the \( t_{0ij} \) parameters are chosen to be very close to 0 and 1. It is suspected that the prior blows up as we approach these extremal values, and we note that we did indeed observe some instances of convergence failure if we did not bound sufficiently far from 0 and 1.

Whatever method we choose to solve equation (4.4), we obtain an estimate \( \beta^* \) of \( \beta \), and then our estimate of the posterior transition probabilities is simply:

\[
\hat{\pi}_{ij}^\beta(x) := \frac{\exp(\beta_{ij}^* x)}{\sum_{h=1}^J \exp(\beta_{ih}^* x)}
\]  

(4.5)

This is obviously a very simple approximation, but we note that it corresponds to the maximum likelihood estimate, where the data has been augmented with pseudo counts. Hence, it reflects standard practice quite well.

If we can find an estimate of \( \beta \) for all \( t_0 \in \mathcal{X} \) (whether this is the posterior mode using the MAP or the posterior mean from an MCMC simulation) we obtain a set \( B^* \) of solutions \( \beta^* \), one for each \( t_0 \in \mathcal{X} \). Each member of \( B^* \) corresponds to an estimate of the posterior transition probability, as in equation (4.5). Therefore,

\[
\hat{\pi}_{ij}^\beta(x) \approx \inf_{\beta^* \in B^*} \frac{\exp(\beta_{ij}^* x)}{\sum_{h=1}^J \exp(\beta_{ih}^* x)}
\]  

(4.6)

is the desired lower approximation of the posterior transition probability, and

\[
\hat{\pi}_{ij}^\beta(x) \approx \sup_{\beta^* \in B^*} \frac{\exp(\beta_{ij}^* x)}{\sum_{h=1}^J \exp(\beta_{ih}^* x)}
\]  

(4.7)

is the desired upper approximation of the posterior transition probability.
The MAP estimation is appealing because of the speed of calculation. Generally, we expect it to converge to the solution quicker than an MCMC simulation. Of course, we used a relatively simple MCMC algorithm, and there are algorithms (such as Langevin MCMC [89] or Stochastic-Newton algorithms [67]) designed to speed up convergence, particularly for very high dimensional posterior distributions. In these high dimension situations, there is no guarantee that the MAP calculation will remain computationally quicker. However, for this particular problem the dimensionality is not the computational issue. Rather, it is the number of posterior distributions we obtain due to our set of prior distributions, and hence either the number of MAP calculations or the number of MCMC simulations which must be performed. All of the numerical examples we have performed indicate that, in this setting, estimating $\beta$ using the MAP estimate is quicker than estimating $\beta$ using an MCMC simulation, although we note that this may not necessarily always be the case.

If we wish to use the MAP estimate for computational reasons, we do need to check whether it is actually a reasonable estimate of the true posterior $\beta$. In order to check this, we can compare the MCMC and MAP estimates of our interval of posterior transition probabilities $[\hat{\pi}^\beta_{ij}(x), \hat{\pi}^\beta_{ij}(x)]$, assuming that we run the MCMC simulation long enough to provide accurate inferences.

Before doing so, we must make a note about what we will actually be comparing here. When using MCMC, we simulate samples from the posterior distribution, and use these to estimate the posterior mean. We perform one simulation for each posterior, and hence obtain a set of estimates of the mean. We calculate the lower and upper posterior transition probabilities using this set of estimates, as described in equations (4.6) and (4.7). Similarly, we will obtain a set of estimates of $\beta$ using the MAP approximation, and again we use equations (4.6) and (4.7) to calculate the lower and upper posterior transition probabilities. The MAP is not equal to the posterior mean, but if the inferences generated by the MAP estimate are similar to the inferences generated by the MCMC simulation, then, as discussed above, it may be desirable to use the MAP estimate for computational ease.

Furthermore, in section 4.2.2 we showed that the inferences generated by the set
of extremal priors $\mathcal{X}_v$ provided a very good approximation to the inferences from the full set of priors $\mathcal{X}_v$. This comparison was in fact calculated using the MAP estimate of $\beta$. For the MCMC estimates we will once again use $\mathcal{X}_v'$, since it eases computational demands by reducing the number of simulations we must perform. This raises the question as to whether the inferences from $\mathcal{X}_v'$ will still provide a good approximation of the inferences from $\mathcal{X}_v$ when we use MCMC, since we are not simply producing a point estimate but rather a full distribution. The answer to this question is that without further analysis we do not know whether using $\mathcal{X}_v'$ is still appropriate, and performing the analysis to show the validity of this approximation would be incredibly computationally intensive. As such, we will proceed under the assumption that the result we found in section 4.2.2 still holds when we are using MCMC to calculate $\beta$.

Figure 4.4 shows the results of our comparison. We used a 3 state model (wheat, barley and other), with 2 regressors (rainfall and nitrogen price), and calculated the lower and upper posterior transition probabilities for transitions from barley to each of the three crops generated by both the MAP estimates and MCMC estimates of $\beta$. Recall from equations (4.6) and (4.7) that our estimates of the lower and upper posterior transition probabilities are calculated by

$$\hat{\pi}^\beta_{ij}(x) \approx \inf_{\beta^*_x \in B^*} \frac{\exp(\beta^*_x x)}{\sum_{h=1}^J \exp(\beta^*_h x)}$$

$$\hat{\pi}^\beta_{ij}(x) \approx \sup_{\beta^*_x \in B^*} \frac{\exp(\beta^*_x x)}{\sum_{h=1}^J \exp(\beta^*_h x)}$$

where $B^*$ is our set of solutions $\beta^*$, one for each posterior generated by our set of priors. In the case of the MAP estimate, each $\beta^*$ is calculated by taking the MAP of a posterior distribution, while in the case of the MCMC estimate, each $\beta^*$ corresponds to an estimate of the mean of a posterior distribution. The black lines show the interval of the transition probabilities for transitions to barley, other and wheat generated by the MAP estimates of $\beta$, and the pink lines shows the corresponding estimates generated by the MCMC estimates of $\beta$. We present results for 2 different values of $x$.

It is clear to see, that for this particular model, the posterior transition probabilities $[\hat{\pi}^\beta_{ij}(x), \hat{\pi}^\beta_{ij}(x)]$ generated by the MAP estimate of $\beta$ (the black lines) are
Figure 4.4: A comparison of the posterior transition probability bounds for transitions from barley to either barley, other or wheat, generated by the MAP estimate (black line) and an MCMC simulation (pink line), under 2 different values of $x$. This figure also shows the 90% credible intervals around the extremal predictions from the MCMC (the red lines), and the maximum and minimum of all 90% credible intervals generated by the MCMC simulations, represented by the green lines.
somewhat tighter than the corresponding bounds produced by the MCMC simulation (the pink lines). Nevertheless, the MAP transition probabilities do seem a reasonable approximation for the MCMC transition probabilities as they are located in the same region. Although we only present two figures here, it has been found that this is typical behaviour.

One possible reason why the MCMC bounds are wider than the MAP bounds is that there may be some sampling error present in the MCMC estimates. We can perform some post-simulation diagnostics (see for example [39, Section 11.6]) to investigate this issue further. A major source of sampling error is correlation in the samples we draw, since inference from correlated samples is generally less accurate than from the same number of independent samples [39, Page 294]. To investigate this, we can look at the autocorrelation plots from our samples, where we calculate the correlation between samples at different lags. We ran our simulations for 10000 iterations each. Thinning [39, Page 295] is often performed, whereby we use only every $p^{th}$ sample for our posterior inferences. This is in order to ease computational demands (since we do not need to store every sample, meaning the simulation can be ran for longer), and also an attempt to remove the dependence between successive samples, although there is some debate as to whether this is justifiable (see [63]). We took every 10$^{th}$ sample, so therefore our inferences are based on 1000 samples.

Figure 4.5 shows a selection of the autocorrelation plots for our model, produced by PyMC [36]. Since we are running many MCMC iterations, one for each distribution in our set of priors, we obtain many autocorrelation plots, but we will only show a handful of them here (for space reasons it would not be feasible to show them all). We can see that there is some autocorrelation present, and that this behaviour appears to be typical across all chains. Of course, some autocorrelation is expected, due to the Markov chain structure of the simulation. However, plot E in figure 4.5 shows quite large amounts of sequential dependence present for that particular chain even at large lags. We can plot the trace of this simulation to investigate this chain further – this is shown in figure 4.6.

It appears that this particular chain has not converged by the end of our simulation, and we can also clearly see the autocorrelation present in the trace plot. There
Figure 4.5: A selection of autocorrelation plots from the MCMC simulation.

Figure 4.6: Trace plot of the simulation shown in plot E of figure 4.5
is a concept known as the *effective number of independent draws* \[39, Page 298\], where we estimate the equivalent number of independent samples we may have from a correlated sample. For a chain with no autocorrelation, the effective number of independent draws would be equal to the number of samples. Clearly in this case, the effective number of independent draws will be far lower than the 1000 samples we drew because of the sequential dependence present. This will effect the accuracy of the inferences we make. We could run the simulation for longer so that we were effectively obtaining more independent draws. However, even the simple simulation we performed took a very long time to calculate due to our set of priors, as we have to perform the simulation for each individual distribution.

We can also calculate credible intervals \[11, Definition 5.4\] from our MCMC output, one for each posterior distribution generated by our set of priors. This will provide a measure of the posterior parameter uncertainty present in our system. If we take the MAP estimate of $\beta$ then we are ignoring this additional uncertainty. For each estimate of the bounds of the posterior transition probabilities generated by the MCMC simulations (the pink lines in figure 4.4), there is one estimate of $\beta$ which corresponds to the the upper limit of this line, and one estimate of $\beta$ which corresponds to the the lower limit. We calculated a 90% credible interval around these parameters, and these are shown as the red lines in figure 4.4. We can see that there is some uncertainty around the posterior parameter which we ignore if we use the MAP approximation. However, we can clearly see that there is also uncertainty with regards to specification of the prior in our posterior inferences.

In addition, as we obtain a set of posterior parameter estimates, we can calculate a 90% credible interval for each parameter in this set. The green lines in figure 4.4 show the maximum and minimum of all of these intervals, and we can compare these with the corresponding red lines. As can be seen, these two intervals are generally quite similar. That is, the lowest point of each red line corresponds quite well with the lowest point of the corresponding green line, and similar for the upper limits. As they do not coincide exactly there must be some values of $\beta$ which do have large amounts of parameter uncertainty, although they do not give us an extreme value of posterior transition probability. Nevertheless, since the intervals are reasonably
similar, we can conclude that by only looking at the extremal values of the posterior transition probability estimates, we are not missing too much extra uncertainty from those values of $\beta$ that are ignored i.e those that do not generate either the upper or lower posterior transition probabilities. Of course, some of this extra uncertainty may be due to noise as a result of the low effective number of independent draws, as discussed above.

Overall, figure 4.4 suggests that using the MAP approximation for $\beta$ rather than performing a full MCMC simulation is a crude approximation, but that it produces inferences with the correct location. We will proceed with the MAP approximation due to the expected computational benefits. However, we must acknowledge that by simply taking a point estimate of $\beta$ we are ignoring the posterior parameter uncertainty. In addition, by using the MAP our posterior inferences appear to be tighter than when using the posterior mean, so this should also be taken into consideration when considering the output of the model.

### 4.3.3 Other possible approaches

There are other approaches that could be used, although we have not investigated them in great detail. As such, in this section we will present only a brief overview of these potential methods.

Chen and Ibrahim [24, Theorem 2.3] showed that asymptotically, their conjugate prior distribution is reasonably well approximated by a multivariate Normal distribution. While we have a large number of observations, we have a different model for each previous crop. For popular crops, for example wheat, it may be a reasonable approximation. However, in the case where our previous crop is rare, such as legumes, an asymptotic result is highly unlikely to be applicable. Furthermore, we will still require some form of numerical integration. For these reasons we discount this method from our analysis. Using the Laplace approximation (see, for example, [11, Section 5.5.1]) would remove the requirement to perform a numerical integration, but the method is again based on asymptotic assumptions, so may not be appropriate for the reason discussed above.

In addition to the more advanced MCMC methods mentioned earlier, another
approach which may speed up calculation is a likelihood free approach such as approximate Bayesian computation, which provides approximations of the posterior distribution without explicit calculation of the likelihood. This is not something that has been looked at in the scope of this project, however it may provide a better approximation than the MAP estimate, and therefore it would be interesting to investigate in future work.

4.4 An imprecise stochastic process

Our robust Bayesian model means that we have sets of prior distributions distributions, and we use the MAP estimate for $\beta$. If we can find a MAP estimate for all $t_0 \in \mathcal{T}$ then we obtain a set $B^*$ of solutions $\beta^*$, one for each $t_0 \in \mathcal{T}$.

This means that, given $X_k = x$, we no longer have a single probability mass function $\pi_{i*}(x)$ over the states at time $k + 1$ in our stochastic process. Rather, we have a set of these probability mass functions, say $\Pi_{i*}(x)$, generated by the set $B^*$. Therefore, we are no longer considering the stochastic process that was defined in section 3.1. Instead, we have what can be described as a non-stationary imprecise stochastic process. We can use, with a slight adaptation, the theory of imprecise Markov chains, specifically the work of de Cooman et al. [30], to define our model and show how we perform inferences in this new setting.

**Definition 4.2** [Sec. 2] [30] An imprecise Markov chain is a stochastic process that obeys the Markov property with, at every time $k$, a set $\Pi_{i*}$ of candidate probability mass functions over the states at time $k + 1$, given we are currently in state $i$.

As in section 3.1, we let each $\pi_{i*} \in \Pi_{i*}$ depend on the non-stationary external variable $X_k$, and, as such, we have a non-stationary imprecise stochastic process. In order to make inferences, we want to find lower and upper expectations for being in a particular state at a particular time. To do this we can generalise the definition of the transition operator $T_x$ found in equation (3.4).

**Definition 4.3** [30, Section 3] Given that $X_k = x$, the lower one-step transition
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operator $T_x : \mathcal{L}(\mathcal{Y}_{k+1}) \mapsto \mathcal{L}(\mathcal{Y}_k)$ is:

$$T_x(g)(i) := E(g|Y_k = i, X_k = x)$$

$$= \inf_{\beta^* \in B^*} \sum_{j \in \mathcal{Y}} \pi^\beta_{ij}(x)g(j)$$

Similarly, the upper one-step transition operator $\overline{T}_x : \mathcal{L}(\mathcal{Y}_{k+1}) \mapsto \mathcal{L}(\mathcal{Y}_k)$, given $X_k = x$, is:

$$\overline{T}_x(g)(i) := \overline{E}(g|Y_k = i, X_k = x)$$

$$= \sup_{\beta^* \in B^*} \sum_{j \in \mathcal{Y}} \pi^\beta_{ij}(x)g(j)$$

As in the precise case, we can concatenate these operators to get the lower and upper expectations of a gamble $g \in \mathcal{L}(\mathcal{Y}_{k+1})$, similarly to equation (3.5):

$$E(g|X_1 = x_1, X_2 = x_2, \ldots, X_k = x_k) = E_0(T_{x_1}T_{x_2} \ldots T_{x_k}g) \quad (4.8)$$

$$\overline{E}(g|X_1 = x_1, X_2 = x_2, \ldots, X_k = x_k) = E_0(\overline{T}_{x_1}\overline{T}_{x_2} \ldots \overline{T}_{x_k}g) \quad (4.9)$$

Note that we use a precise initial expectation $E_0$. We could easily use lower and upper initial expectations, if so desired. However, we have real crop data with which we build our model. Our initial distribution for our imprecise stochastic process can be taken directly from this data, and thus treated as a precise expectation.

Recall from section 3.1 that calculation of the precise transition operator $T_x$ is computationally simple, and this is clearly still true in the imprecise case for $\overline{T}_x$ and $T_x$. It is in this imprecise case where using transition operators have a real advantage over using the probability mass functions directly. If we wanted to calculate the expectation of being in a particular state at time $k$, we would have to look at every combination of possible probability mass function, at every time up to time $k$, which can quickly become a very large number. By using the backwards recursion formulae in equations (4.8) and (4.9), calculation is simply a sequential linear programming exercise.

Furthermore, it is well known (see for example [30, Page 6]) that, for a random variable $g$,

$$E(g) = -\overline{E}(-g)$$
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This conjugacy means that we calculate the lower expectation and the upper expectation follows simply. Thus, performing forward inferences in this non-stationary stochastic process is computationally very efficient.

Again, we can use an indicator function to calculate probability mass functions; in this imprecise setting, we are interested in lower and upper probabilities. The indicator function is of a similar form to the indicator function defined in equation (3.6). However, now we can be in a set of states $\mathcal{J} \subseteq \mathcal{Y}$, and thus our indicator function is of the form:

$$g(Y_{k+1}) = I_{\mathcal{J}} = \begin{cases} 
1 & \text{if } y_{k+1} \in \mathcal{J} \\
0 & \text{if } y_{k+1} \notin \mathcal{J}
\end{cases} \quad (4.10)$$

Primarily, we are interested in the lower and upper probabilities of moving from crop $i$ to crop $j$, so we actually restrict $|\mathcal{J}| = 1$, and equation (4.10) reduces to the indicator function in the precise case (equation (3.6)), namely:

$$g(Y_{k+1}) = I_j = \begin{cases} 
1 & \text{if } Y_{k+1} = j \\
0 & \text{if } Y_{k+1} \neq j
\end{cases}$$

In chapter 6 we will use the methodology presented in this section to make predictions of future crop distributions.

4.5 Chapter summary

In this chapter, we have explored a robust Bayesian analysis. Section 4.1 explained why we favour a robust Bayesian approach, particularly in this setting. Section 4.2 detailed how we go about performing this analysis. Inspired by the imprecise Dirichlet model, we described a near-vacuous set of prior distributions, and explored some properties of this model.

We then explored how we perform computation in this framework. Section 4.3 detailed the main objects of interest – the posterior transition probabilities. We discussed the calculation difficulties that this poses. This is due to the large dimension of the required integral, and that we have a set of posterior distributions to consider. Section 4.3.1 discussed one possible approach to calculation, namely Markov chain
Monte Carlo simulation. We described one of the most well known MCMC schemes, the Metropolis-Hastings algorithm, that can be used to sample from the posterior distribution. However, as we have sets of prior distributions, it is computationally expensive to calculate posterior inferences using an MCMC method. Section 4.3.2 introduced the idea of using the MAP estimate, that is, assuming all of our posterior mass is at the posterior mode. This is clearly simplistic, but it is much quicker to calculate, and it was found that it gives reasonable approximations of the transition probabilities that were calculated from the MCMC method, and thus we decided to proceed with this approach. Section 4.3.3 briefly talks about other possible approaches to calculation that could be attempted, although we did not go into much detail.

Finally, section 4.4 introduced the concept of imprecise Markov chains. We explored how we use expectation operators to make forward inferences in our non-stationary imprecise stochastic process. These calculations will be used in chapter 6 in order to make predictions of future crop distributions. In chapter 5 our data sets will be introduced and we will explore the modelling of the posterior transition probabilities.
Chapter 5

Analysis of the National Character

Area data

In chapters 3 and 4 we built a robust Bayesian land use model for crop rotations, using an imprecise stochastic process. A key part of this process are the transition probabilities, and in this chapter we will use real data to analyse these probabilities. Section 5.1 describes the data set, and we will perform some initial exploratory analysis. Section 5.2 presents some results of the model when using the above data. We will fit the model to a variety of different specifications of the model, and see the impact that different regressors have on the transition probabilities. Some of this analysis was presented in [77] and [78], while some of it is new here. Section 5.3 will describe three approaches to model validation, one of which is a novel non-parametric estimate of the transition probabilities, and was first presented in [78].

5.1 Initial analysis

In this section, we will introduce the data sets we have, and perform some initial exploratory analysis. A full description of the data and how to obtain it is available at [76].
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5.1.1 Crop data

Land use models built at a field level are preferable, since they are more likely to capture small scale driving processes [57]. Therefore, we need field level crop data, which the Integrated Administration and Control System (IACS) database [76, 87] provides. The dataset contains year, field code, and crop code for National Character Areas (NCAs) in England for the years 1993-2004 inclusive.

NCAs [72] are regions of the country defined by shared geographical similarities (rather than by political boundaries), making them useful to study from a land use perspective. There are 159 of them in England, and we will use two distinct regions in our analysis – the East Anglian Chalk NCA and the Mease/Sence Lowlands NCA, which are shown in figure 5.1. It is clear from figure 5.1 that East Anglia is much larger than Mease/Sence. In fact, East Anglia is 83870 hectares in size, while Mease/Sence is 32353 hectares. Both of these regions are predominantly arable farming, making them ideal candidates for analysis. There are 4650 fields used over the 12 years in Anglia, providing 35700 observed transitions, and 2094 fields in Mease/Sence providing 13800 observed transitions.

For each field, and each year, we have a crop code detailing which crop was grown at that location at that time. The crop codes in the IACS database are very detailed – it contains over 160 unique crops. For example, there are five different types of wheat, depending on the breed or growing process. This level of detail is unnecessary for our interests in this thesis – here we will explore uses of our model where we do not need to distinguish between crops in such detail. Additionally, using all of the available crop codes would mean we would have a very large amount of parameters to estimate which is not desirable, particularly when we consider the computational challenges we have with our model, as discussed in chapter 4. Therefore, following Luo [65], we will group like crops together. The groupings for the crop types we will consider in our analysis are shown in table 5.1. Other crop types (for example potatoes) can very easily be analysed by the model, but for reasons that will be explored later in this chapter we will concentrate solely on these crop types.

The data was collected from administrative returns submitted by farmers in order to receive subsidy payments. As such there is missing data, presumably primarily
Figure 5.1: The location within England of the East Anglian Chalk NCA, shown in red, and the Mease/Sence NCA, shown in blue.
Table 5.1: Main crop code classification for the NCAs. All other crop types were grouped into the category “Other”.

due to farmers not returning the forms. However, this missing data is not particularly troublesome for us. Our model is built on modelling and predicting transitions between crop types, so we can simply eliminate from our database any transitions which are not complete. Out of 49500 observed transitions, there are 1629 instances of incomplete transitions, so our total data set contains 47871 transitions.

After 2004, the way cropping data was collected was changed. Field level data was not collected any more, and instead was collected at a more regional level. To date 2004 is the last field level data collected in England [18]. This of course poses limitations when predicting future crop distributions or analysing hypothetical policy decisions, as we will do in section 5.2 and chapters 6 and 7. Our model is built on data which is over a decade old, so interpretations of these analyses must take that into account. There is potential for field level data to become available again in the near future (section 8.2 includes some discussion about this), thus these analyses are still worth performing, even if just as a proof of concept.

5.1.2 Soil data

Soil type is a significant driver of crop choice [3]. Different crops are more suited to certain soil types, due to nutrient requirements and drainage capabilities. Therefore, it is essential that we include soil type in our analysis.

The national soilscapes survey and the National Soil Map of England and Wales [60, 76] provides a database of soil type in our regions of interest. There are 27
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soilscapes in England, which describe the main properties of the soil, and 16 of these are present in our NCAs. The database is, like crop type, too high a resolution than is needed, or indeed feasible, for this study. There are similarities between some soilscapes, meaning we can group them together. The drainage characteristics of the soil are a major factor in the crop choice, as they determine the water holding capacity of the soil, which determines the amount of water available to the crop. As such, grouping together soils with similar drainage capabilities seems very logical.

A land-use expert at the Food and Environmental Research Agency proposed that we classify the soilscapes into the following three categories:

- Light soils – free drainage
- Medium soils – slightly impeded drainage
- Heavy soils – impeded drainage

Table 5.2 presents the full classification, and we will use these three categories in our analyses. The soil classification for our regions can be seen in figure 5.2. Clearly Anglia is dominated by light soils, whereas Mease/Sence is dominated by heavy soils. One of the reasons these two particular NCAs were chosen was to give a good spread of all three soil types across both regions. We can see from figure 5.2b that there is very little light soil in Mease/Sence. Due to the small size of this region, this means that there are very few observations on this soil. As such, we generally ignore this soil type in this region – it often leads to numerical problems when considering transitions to or from rarer crop types, where the number of observed transitions can be as low as 0.

Soil type can be included in our model in a number of different ways. We will include it by treating each soil type as a different stochastic process. That is, instead of our transition probabilities being (equation (3.3))

\[ \pi_{ij}(x) = P(Y_{k+1} = j|Y_k = i, X_k = x) \]

we actually have

\[ \pi_{\gamma ij}(x) = P(Y_{k+1} = j|Y_k = i, X_k = x, \gamma) \]
<table>
<thead>
<tr>
<th>Soilscapes ID</th>
<th>Soilscapes</th>
<th>Classification</th>
</tr>
</thead>
<tbody>
<tr>
<td>3</td>
<td>Shallow lime-rich soils over chalk or limestone</td>
<td>Light</td>
</tr>
<tr>
<td>5</td>
<td>Freely draining lime-rich loamy soils</td>
<td>Light</td>
</tr>
<tr>
<td>6</td>
<td>Freely draining slightly acid loamy soils</td>
<td>Light</td>
</tr>
<tr>
<td>7</td>
<td>Freely draining slightly acid but base-rich soils</td>
<td>Light</td>
</tr>
<tr>
<td>8</td>
<td>Slightly acid loamy and clayey soils</td>
<td>Medium</td>
</tr>
<tr>
<td></td>
<td>with impeded drainage</td>
<td></td>
</tr>
<tr>
<td>9</td>
<td>Lime-rich loamy and clayey soils</td>
<td>Medium</td>
</tr>
<tr>
<td></td>
<td>with impeded drainage</td>
<td></td>
</tr>
<tr>
<td>10</td>
<td>Freely draining slightly acid sandy soils</td>
<td>Light</td>
</tr>
<tr>
<td>11</td>
<td>Freely draining sandy Breckland soils</td>
<td>Light</td>
</tr>
<tr>
<td>13</td>
<td>Freely draining acid loamy soils over rock</td>
<td>Light</td>
</tr>
<tr>
<td>17</td>
<td>Slowly permeable seasonally wet acid</td>
<td>Heavy</td>
</tr>
<tr>
<td></td>
<td>loamy and clayey soils</td>
<td></td>
</tr>
<tr>
<td>18</td>
<td>Slowly permeable seasonally wet slightly acid</td>
<td>Heavy</td>
</tr>
<tr>
<td></td>
<td>but base-rich loamy and clayey soils</td>
<td></td>
</tr>
<tr>
<td>20</td>
<td>Loamy and clayey floodplain soils</td>
<td>Heavy</td>
</tr>
<tr>
<td></td>
<td>with naturally high groundwater</td>
<td></td>
</tr>
<tr>
<td>22</td>
<td>Loamy soils with naturally high groundwater</td>
<td>Medium</td>
</tr>
<tr>
<td>23</td>
<td>Loamy and sandy soils with naturally high</td>
<td>Medium</td>
</tr>
<tr>
<td></td>
<td>groundwater and a peaty surface</td>
<td></td>
</tr>
<tr>
<td>24</td>
<td>Restored soils mostly from quarry and opencast soil</td>
<td>Medium</td>
</tr>
<tr>
<td>27</td>
<td>Fen peat soils</td>
<td>Medium</td>
</tr>
</tbody>
</table>

Table 5.2: The soil classification of the different soilscapes present in the Anglia and Mease/Sence NCAs
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Figure 5.2: Soil distributions for our two NCAs of interest. Green represents light soil, blue medium soil, and orange heavy soil.
where $\gamma \in \{L,M,H\}$ represents the soil type. For notational convenience we will always drop $\gamma$. However, it is important to remember that all analyses are repeated three times, once for each soil type. We could of course use a nominal covariate to measure the effect of soil type. This would mean we would have more data for estimation, but it would also involve further parameters to estimate and stronger modelling assumptions. Furthermore, Luo [65] showed that when considering each soil type as a separate stochastic process, the empirical transition probability matrices that he uses are statistically significantly different. For these reasons, we will proceed with using separate models for soil type.

We can easily see that soil type is important by plotting the historic crop distributions on each soil type. Figure 5.3 shows the historic crop distributions for Anglia (figure 5.3a) and Mease (figure 5.3b), separated by soil type, for the crops detailed in table 5.1 (where legumes are beans and peas). Firstly, it is clear that the combined category of other crops is generally dominant (there is one period of exception to this on medium soil in Anglia, where wheat is the most prevalent crop). This is not a surprise, as the category “other” contains many crop codes, including grass which is very common. It also includes land that was not planted on in that year. Wheat is generally the most grown unique crop type, followed by barley, and rapeseed is generally preferred to legumes.

### 5.1.3 Economic data

Economic factors clearly play a large role in crop choice – farms are businesses [23]. Therefore, we want to include an economic variable in our model, and there are a variety that we could include.

Recall from section 2.1 that each crop has an associated profit margin for each year, defined as (equation (2.1))

$$M_i = P_i L_i + G_i - V_i$$

where, for crop $i$, $P_i$ is the selling price, $L_i$ is the yield, $G_i$ is the grants or subsidies available, and $V_i$ are the variable costs of growing the crop. The data source we will use for these margins is the John Nix Farm Management Pocketbook [74,76]. This
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Figure 5.3: Historic crop distributions for the main crops in our NCAs, split by soil type.
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Figure 5.4: Historic profit margins for the main crops of interest. Data reproduced from the John Nix Farm Management Pocketbook [74].

is a yearly series of predictions for various variables of agricultural economy. Each edition gives estimates of gross margin per hectare for each crop for the following year. We could of course use actual observed selling prices for crops. However, we want to model a farmers decision making process - when they choose what crop to grow they do not know what the selling price will be in the coming year. It is for this reason we use this predicted data.

Figure 5.4 shows the historic profit margins for wheat, barley, legumes and rapeseed. We can see that wheat is always the most profitable crop to grow, at least from the crops we are considering. Some other crop types may actually be more profitable, but they are not as widely grown, perhaps due to a need for specialised machinery or a very specific type of soil. The profitable nature of wheat is perhaps one of the reasons why it is the most dominant crop type in our regions of study. The value for legumes shown in figure 5.4 is actually an estimated value. Legumes is not a specific crop type; rather it is a group containing beans and peas. Figure 5.5 shows the historic profit margins of beans and peas, alongside the estimated profit margin for legumes. We take the mean of beans and peas – we could take a weighted
Figure 5.5: Historic profit margins of beans and peas, and the assumed profit margin of legumes. Data reproduced from the John Nix Farm Management Pocketbook [74].

average of the two margins, but as they are grown in reasonably equal proportions it seems logical to simply take the mean.

Yield affects the profit margin too, and this depends on a number of factors, including the skill level of the farmer; climatic factors; soil productivity, and so on. The John Nix books reflect this by including predicted profit margins for three different levels of yield: low, medium and high, which reflect, for each crop, historic average levels of productions [74, Section 1]. However, we have no information as to what level of production actually occurred in our data. We will assume that the production level was always medium, with one exception: farmers sometimes plant wheat repeatedly, which can reduce the yield (due to the build up of the soil-borne disease “take-all” [5]). As such, in this specific case, we will assume the production level is low. Figure 5.6 shows the historic profit margins for wheat under average and low yields (we will discuss repeated wheat in more detail in section 5.2.3).

Variable costs also affect the profit margin. A large part of this component is fertiliser cost, and nitrogen is the nutrient in fertilisers that is most directly related to crop yield [34]. As such, we could use global nitrogen price in our model, and see
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Figure 5.6: Historic profit margins of wheat and repeated wheat, when we assume the yield for wheat is “average” and for repeated wheat is “low”. Data reproduced from the John Nix Farm Management Pocketbook [74].

the effect that this has on crop distributions. We will use the mean yearly indexed nitrogen price [31,76], where the year 2010 is set to be £100/tonne – see figure 5.7.

5.1.4 Rainfall data

Climate plays a role in determining a farmers crop choice [49]. The Met Office provides [68,76] free data from 37 weather stations around the United Kingdom, and they have many more stations which provide data at a cost. These weather stations provide a number of climatic variables, including monthly rainfall. We will use this data in this study.

We have to decide which month(s) of rainfall to include in our model. The dominant crop in our database is wheat, and it has two main planting periods: winter and spring [96]. We have no information as to which type of wheat the farmers grew, although winter wheat is preferable as it allows the crop to grow for longer, increasing yields [74]. The drilling period for winter wheat is generally September [96]. As such, after discussion with a former wheat farmer, this seems
Figure 5.7: The historic mean yearly indexed nitrogen price. The price in the year 2000 is set to be £100/tonne.

like a sensible month to include in our analysis, and coincides well with the results of Luo [65]. Although this is a rather simplistic measure of climate, we will proceed with this for now.

There are a number of weather stations near each of our regions. Ideally, we want to know the rainfall at each field, but this figure is unknown. So, what we can do is to interpolate, which will give us a prediction of the rainfall in each individual field at a given time, based on what we have observed at the weather stations. A common method to do this is known as kriging.

**Kriging**

We will follow Cressie [27] to describe the basic theory of kriging. We are interested in predicting the rainfall at each field \( d \) in a particular region \( D \) at a particular time. Let

\[
\varphi(\cdot) = \{\varphi(d) : d \in D\}
\]

be a Gaussian random field. That is, a stochastic process with a multidimensional Gaussian parameter. We assume this is the true, unobservable rainfall value at
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Figure 5.8: The observed rainfall locations for the East Anglian NCA. Each black circle represents one weather station, each of which provides measurements of monthly rainfall.

a given time. We have observations of rainfall at \( n \) weather stations, at known locations \( d = (d_1, \ldots, d_n) \). These observations are noisy versions of the true rainfall. Therefore, we actually observe the process \( \phi(\cdot) \), where

\[
\phi(d_i) = \varphi(d_i) + \varepsilon(d_i)
\]

and we assume \( \varepsilon(d_i) \sim N(0, \sigma^2) \). Figure 5.8 shows the East Anglian NCA (in this example, our region \( D \)), and the observed rainfall locations \( d \) for September 1994. We wish to predict \( \varphi(d) \), the true rainfall value, for each \( d \in D \), from the observed \( \phi(d_i) \). For a particular field, located at known but unobserved location \( d^* \), the \textit{simple kriging predictor} of the true rainfall \( \varphi(d^*) \) is given by [27, Equation 4.25]:

\[
E[\varphi(d^*)|\phi(d)] = E[\varphi(d^*)] + \text{Cov}[\varphi(d^*), \phi(d)] \text{Var}[\phi(d)]^{-1} (\phi(d) - E[\phi(d)])
\]

while the \textit{simple kriging variance} of this prediction is given by [27, Equation 4.26]:

\[
\text{Var}[\varphi(d^*)|\phi(d)] = \text{Var}[\varphi(d^*)] - \text{Cov}[\varphi(d^*), \phi(d)] \text{Var}[\phi(d)]^{-1} \text{Cov}[\varphi(d^*), \phi(d)]
\]

\( \text{Var}(\cdot)^\dagger \) represents the \textit{Moore-Penrose generalised inverse}. When \( \text{Var}(\cdot) \) is non-singular, \( \text{Var}(\cdot)^\dagger \equiv \text{Var}(\cdot)^{-1} \). For the case when \( \text{Var}(\cdot) \) is not non-singular, we refer
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Figure 5.9: The bounded rainfall prediction for September 1994 in the East Anglian NCA, based on kriging.

Note that these equations simply come from well known theory about multivariate normal theory for jointly normally distributed vectors; see, for example [6, Page 35], or alternatively the concept of adjusted expectation and variance; see [42, Section 3.1].

We now must assume a form for the covariance structure. There are a variety of methods for this (see Cressie [27, Section 4.1]) but we will not discuss these here, as they involve making numerous assumptions and the mathematics involved is rather cumbersome. However, it involves estimating the spatial similarity between any 2 points in $D$. This is used to make predictions, one of which is shown in figure 5.9. The figure shows the rainfall predictions for September 1994 in the East Anglian NCA, for a particular assumed form of the covariance. Calculations were performed using the R [81] package geoR [82]. There is not a huge range in the rainfall predictions over the region. This is due to the reasonably small size of the region. As such, the same happens for any month of rainfall we choose to interpolate on, since rainfall does not vary that much over small changes in space. As Mease/Sence is even smaller, the interpolation seems even less worthwhile. As
such, for computational ease, we will assume the rainfall across an entire region is constant for any given month. We choose the weather station closest to the NCA region as the source of the rainfall data. This is Cambridge for the East Anglian NCA, and Sutton Bonnington for the Mease/Sence NCA. However, if we were to expand the region of study (which could easily be done, as the IACS database contains crop codes for all of England) the methodology presented in this section could be applied when it is not feasible to assume constant rainfall, say if considering multiple neighbouring NCAs.

5.2 Results

We will now use the robust Bayesian land use model developed in the chapters 3 and 4 to model the data described in section 5.1. This section will concentrate on modelling the transition probabilities of the stochastic process, that is, modelling the probability of moving from crop $i$ to crop $j$ in successive years.

5.2.1 A simple model

To begin with we will shall perform a very simple analysis, in order to introduce the model. We will consider a model which involves only three crop types: wheat and barley (the two most popular crop types), and then all other crops grouped together as “other”. For now, we will model the transition probabilities as a function of rainfall only, and we will fit the model only on the East Anglian NCA. Figure 5.10 shows the state transition diagram for this simple model. Figure 5.11 shows the upper and lower posterior transitions probabilities from wheat, as a function of rainfall, for all soil types. Figure 5.12 shows the probabilities for transitions from barley, and figure 5.13 shows the same from other.

This is a very simple analysis, however we can still take something from the results. For example, we can see that our model behaves as we would want a robust Bayesian model to – the width of the posterior bounds reflects the amount of information available to us. In this case, transitions from barley (the rarest crop type in this model) on heavy soil (the rarest soil type in Anglia) is the combination
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Figure 5.10: The state transition diagram for the simple model, where W represents wheat, B represents barley, and O represents other.

where we have least observations. This is reflected by figure 5.12c having the widest posterior bounds in all of our figures for this model specification (figures 5.11 to 5.13).

By comparing each sub-figure within a figure, we can see there are differences between the soil types. In figure 5.11, we can see that the probability of moving from wheat to barley decreases slightly as rainfall increases on light soil, but on heavy soil we see that this particular transition becomes much more likely as rainfall increases. A likely explanation for this is that on heavy soil a lot of rain in the autumn will increase the probability of not being able to plant wheat, as heavy soil takes a long time to dry out. If a farmer is unable to drill in the autumn, spring sown barley is a common replacement [4], and it appears the model is picking up some of this behaviour. On medium soil when it is wet, the probability of a repeated transition from wheat to wheat decreases, but the probability of transitions to other increases slightly, although of course with the set up of this model we can make no claims as to which crop this is, other than it is not barley or wheat. If we wanted to see which crops were actually increasing, we would have to specify a new model with a greater number of crop types.

Figure 5.12 shows the transition probabilities from barley. We can quickly see that transitions from barley to wheat are rather rare, for all soil types. Barley and wheat are quite similar crops, as they are both cereals. As such, they are both susceptible to the same diseases, particularly the take-all disease, and so transitions from one to the other are not that common. Wheat to barley is more common as
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Figure 5.11: Transition probabilities from wheat in Anglia on all soil types, as monthly rainfall varies, for the simple model.
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Figure 5.12: Transition probabilities from barley in Anglia on all soil types, as monthly rainfall varies, for the simple model
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Figure 5.13: Transition probabilities from other in Anglia on all soil types, as monthly rainfall varies, for the simple model
barley is less susceptible to take-all. There are once again differences between the soil types. On light soil, as rainfall increases, the probability of transitions to other increases slightly, while on both medium and heavy soil, the probability of repeated transitions to barley increases as rainfall increases.

Figure 5.13 shows the transition probabilities from other. Generally we have a high probability of moving from other to other, but apart from that not much else happens. Other is a very general category, so we cannot really draw any conclusions from this. Therefore, we will exclude figures showing transition probabilities from other from the presentation of future results.

For this simple model, in one region, we already have 9 figures to show. When including further crop types, regressors, and performing the analysis on both regions, it would clearly become a very unmanageable number of figures very quickly. Therefore, from here on in, we will present just the particularly interesting graphs.

### 5.2.2 Break crop model

The previous analysis was included mainly as an introduction to the model and the presentation of results. We can perform far more interesting and relevant analyses. Of particular interest to agricultural scientists is the break crop, which is the crop grown after a main crop in order to “break” the cycle of pests and diseases [3]. In our regions of study wheat is the main crop, and the break crop is often rapeseed or legumes (i.e. peas and beans), since they are not cereal crops. Rapeseed is generally more profitable, but it requires more fertiliser than legumes, since legumes can “fix” their own nitrogen from the air [64]. Therefore, we will include these crops in the model. Barley is of less interest here since it is a cereal crop and hence is not a break crop from wheat. Therefore barley, and all other crop types, will be collected together as “other”.

One thing to note is that transitions between legumes and rapeseed occur very infrequently – across both regions and all soil types (47871 observed transitions), there are 5 instances of transitions from legumes to rapeseed, and only 2 observations of rapeseed to legumes. Farmers often aim to grow wheat since it is the most profitable, so a successive growing of break crops is very rare. As such, we
Figure 5.14: The state transition diagram for the break crop model, where W is wheat, R is rapeseed, L is legumes, and O is other. Transitions between R and L do not occur in practice so have been excluded from the model.

will exclude these transitions from the model. They are not particularly of interest to agriculturalists, and they can lead to convergence issues within the model. Figure 5.14 shows the state transition diagram of this particular model, where we can see that transitions between legumes and rapeseed are not allowed in this model.

Next, we must decide on which regressors to include. We will once again use rainfall, and for now we will use the difference between the profit margins of rapeseed and legumes, specifically $M_R - M_L$ for $M$ as defined in equation (2.1). We use this as, if we are interested in the break crop, it could be the relative profitability that drives the choice of break crop. As legumes become relatively more profitable, we would expect to see a higher probability of transitions from wheat to legumes.

Figure 5.15a shows the transition probabilities for transitions from wheat in Anglia, as rainfall varies, for profit margin difference fixed at the historic mean (£79.20 per hectare). We can see that rainfall has little impact on light and medium soils. On heavy soils rainfall does have more of an effect – as rainfall increases, the transition probability of moving to rapeseed or other increases slightly, while the probability of repeated transitions to wheat decreases. If the autumn rainfall prevents the drilling of winter wheat, then the farmer may prefer to move to a spring sown break crop rather than spring wheat.

Of more interest is figure 5.15b, which shows the same region and transitions, but for varying profit margin difference, for rainfall fixed at the historic mean value.
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(53.4mm). A higher value of profit margin difference indicates that rapeseed is relatively more profitable than legumes. Thus, as profit margin difference increases, we might expect more rapeseed to be grown as the break crop from wheat. Figure 5.15b shows that this is not the case. Rather counterintuitively, we can see that on light and heavy soil, there is a definite decrease in rapeseed as profit margin difference increases, while on medium soil it seems to have little impact. Conversely, on all soil types, the probability for moving to legumes increases as legumes become relatively less profitable.

Figure 5.16a and figure 5.16b show the same analysis performed on the Mease region. Note that, as discussed in section 5.1.2, we omit transitions on light soil in Mease. This means that there are only 2 subfigures in each figure – one for medium soil, and one for heavy soil. The results are fairly similar as in Anglia, and still show the same counterintuitive behaviour with respect to the profit margin difference, although less dramatically.

Clearly there is a something unusual happening in the modelling process. What this may be is open to debate. It is not simply the value of rainfall we fix at, as if we repeat the analysis with a different value of rainfall the same issue still arises. There may perhaps be some confounding issue with the model, or alternatively, it could be that farmers do not actually make their decision based on the profit margins of the break crops. If wheat is particularly profitable, then the profit margin of the break crop is of less importance. Alternatively, legumes are often linked into long-term contracts, as they need to be processed very quickly after harvesting. As such, farmers may be contractually obliged to grow them irrespective of the profit margin. This may be particularly important in East Anglia, which is the main region for pea production in the UK, and in fact the counter-intuitive behaviour is most dramatic in that region.

There may also be an issue with the profit data we used [74], which is actually the predicted profit for the next year. We used this as that is the information farmers have available when making their decision. However, these predictions may not be accurate. Also, the profit margin is subject to the cyclical nature of supply and demand. If the predicted profit margins are high, then more farmers may choose
Figure 5.15: Transition probabilities from wheat for the break crop model with rainfall and profit margin difference as the regressors, for all soil types in Anglia. The left column fixes profit margin difference, and varies rainfall. The right column fixes rainfall and varies profit margin difference.
Figure 5.16: Transition probabilities from wheat for the break crop model with rainfall and profit margin difference as the regressors, for both soil types in Mease. The left column fixes profit margin difference, and varies rainfall. The right column fixes rainfall and varies profit margin difference.
to plant legumes, meaning the actual selling price will decrease. Clearly, our model will not pick this feature up, and this may cause, or perhaps simply contribute, to the unusual behaviour seen.

We do have another economic variable we could include – nitrogen price. Of course, the profit margin will include the price of nitrogen in some sense, since it is a major component of many fertilisers. However, analysing it separately may give more intuitive results. We will use the same group of crops, and analyse them with nitrogen price and rainfall as the regressors. Figure 5.17a and figure 5.17b show the results for transitions from wheat in Anglia. Results in Mease are reasonably similar, so we omit them for space saving purposes.

As nitrogen price increases, we would expect more legumes to be grown, as legumes fix their own nitrogen from the air and therefore require little or no nitrogen based fertiliser to be used. These results are far more intuitive. They show that as nitrogen price increases, we do see an increase in transitions to legumes, and a decrease in transitions to rapeseed, particularly on medium and heavy soils. Therefore, from here on in, analyses will be performed with nitrogen price as our economic variable.

5.2.3 Including repeated wheat

Farmers often grow different crops in successive years, primarily to help prevent the build up of pests and diseases (see section 2.1). However, one crop which farmers do frequently grow in succession is wheat. Planting the same crop can be easier for the farmer in terms of planning and equipment needed. While the yield and therefore the profit decreases with a second planting of a crop, even the reduced profit associated with a second growing of wheat can be appealing to a farmer. We can include repeated wheat in our model as a separate state. Transitions from a first planting of wheat to a second planting of wheat are fairly common, but second wheat to third wheat, third wheat to fourth wheat, and so on, are increasingly rare, since the yield decreases further with each repeated planting.

Due to this behaviour, we will include one state – repeated wheat – to capture all instances of wheat which are not a first planting. Only certain transitions are
(a) Varying rainfall  
(b) Varying nitrogen price

Figure 5.17: Transition probabilities from wheat for the break crop model with rainfall and nitrogen price as the regressors, for all soil types in Anglia. The left column fixes nitrogen price, and varies rainfall. The right column fixes rainfall and varies nitrogen price.
Figure 5.18: The state transition diagram for the break crop model when we include repeated wheat, where W is wheat, RW is repeated wheat, R is rapeseed, L is legumes, and O is other. Transitions between R and L do not occur in practice so have been excluded from the model. Transitions to RW only occur from W, and we can not move from RW to W. We also cannot move from W to W.

allowed in this model – we can not go from wheat to wheat, as this second growing of wheat is considered as a different crop. Furthermore, we can not move into the state repeated wheat from any state other than wheat. See figure 5.18 for the state transition diagram for this model.

As mentioned in section 5.1.3, when growing the same crop year after year, yields decrease. However, we will fit the model with nitrogen price, as it gives us more intuitive results with regards to the break crop, which is something of interest to land use modellers. By using nitrogen price as a regressor in our model, we do not directly investigate this information, but the model learns from the data that farmers do not often repeatedly grow wheat past a second successive planting.

Figure 5.19 shows the results for transitions from wheat and figure 5.20 shows the results for transitions from repeated wheat in Anglia. The results from wheat, shown in figure 5.19, are fairly similar to the results from the standard break crop
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Figure 5.19: Transition probabilities from wheat for the break crop model, with repeated wheat, with rainfall and nitrogen price as the regressors, for all soil types in Anglia. The left column fixes nitrogen price, and varies rainfall. The right column fixes rainfall and varies nitrogen price.
Figure 5.20: Transition probabilities from repeated wheat for the break crop model, with repeated wheat, with rainfall and nitrogen price as the regressors, for all soil types in Anglia. The left column fixes nitrogen price, and varies rainfall. The right column fixes rainfall and varies nitrogen price.
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model (figure 5.17), which is to be expected, since they are plotting very similar events. Most repeated wheat transitions are from a first planting of the crop to a second planting. Subsequent repetitions are much rarer in comparison. The standard break crop model, shown in (figure 5.17), includes all repeated wheat transitions, whereas the results from wheat in the modified break crop model only capture the first consecutive growing. Any subsequent repetitions are counted as repeated wheat to repeated wheat, and are shown in figure 5.20.

From figure 5.20 we can also see that the probability of growing legumes after repeated wheat increases dramatically as both rainfall and nitrogen price increase, on medium and heavy soil. This behaviour is not seen for transitions from first wheat. Furthermore, we can see that, from repeated wheat, as nitrogen price increases, the probability of moving to rapeseed decreases too, particularly on medium soil. This, alongside the increased probability of growing legumes, implies that the break crop from repeated wheat is very dependant on nitrogen price. This could be because successive wheat plantings takes large amounts of nutrients out of the soil. While rapeseed needs a great deal of nitrogen based fertiliser, legumes do not (in fact, they return nitrogen to the soil), so in times of high nitrogen prices, legumes may be very appealing. Figures 5.19 and 5.20 show that we should separate first wheat from repeated wheat in our model, as the behaviour is rather different.

We must note here that all the inferences we have presented in section 5.2 must be made under the knowledge that our data stops in 2004. As such, care must be taken when drawing conclusions about current farming practices. However, the results show what the model can do, and that, on the whole, it seems to produce sensible results.

5.3 Model validation

When building a statistical model it is important to perform some checks to see if the assumed relationship is actually reasonably close to what the data suggests it is. The next three subsections present three different approaches to model validation: a visual approach (section 5.3.1), an approach based on cross validation (section 5.3.2),
and a comparison with a covariate free model (section 5.3.3). In the previous section we discussed that it was important to include repeated wheat in the model, however, for ease of presentation we will perform all three verifications on the break crop model without repeated wheat, with rainfall and nitrogen price as the regressors.

5.3.1 A non-parametric estimate

We can compare our parametric estimates of the transition probabilities \( \pi_{ij}(x) \) with a non-parametric estimate. This will give us some idea of whether our parametric assumptions are reasonable. A simple non-parametric estimate of \( \pi_{ij}(x) \) consists of taking a weighted average of the observations around \( x \):

\[
\hat{\pi}_{ij}(x) := \frac{\sum_{x' \in X} w(x - x') k_{ij}(x')}{\sum_{x' \in X} w(x - x') n_i(x')}
\]  

(5.1)

where \( w \) is some suitably chosen kernel, that is, a non-negative symmetrical function centred around the origin. A key choice in this function is the so-called bandwidth, which quantifies the smoothness of the estimate. Here, we take a multivariate Gaussian kernel:

\[
w(x) := |\Sigma|^{-n/2} \exp \left( -\frac{1}{2} x^T \Sigma^{-1} x \right)
\]

with

\[
\Sigma^2 := \begin{bmatrix}
1 & 0 & 0 \\
0 & 20^2 & 0 \\
0 & 0 & 20^2
\end{bmatrix}
\]

Note that the first component of \( x \) is always taken to be the constant 1, hence only the lower right \( 2 \times 2 \) submatrix of \( \Sigma^2 \) is relevant. The choice of 20 for both components was done by trial and error to get sufficiently smooth estimates. Figures 5.21 and 5.22 depict \( \hat{\pi}_{ij}(x) \) as calculated from equation (5.1) and the parametric transition probability bounds \([\hat{\pi}_{ij}(x), \hat{\pi}_{ij}(x)]\) as calculated from equations (4.6) and (4.7), for all cases of previous crop \( i \) and soil type in Anglia. We plot the probabilities as functions of nitrogen price, while fixing rainfall in September at the mean value for Anglia (53.4mm). We can see that our model predictions and the non-parametric estimates coincide quite well. The most notable differences are located at the extremes of our observed nitrogen data. The worst fits are observed from wheat on
5.3. Model validation

Figure 5.21: Parametric (shaded region) and non-parametric (solid line) estimates of the transition probabilities for all soil types in Anglia, from rapeseed and wheat, as nitrogen price varies, for rainfall in September fixed at the mean.
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Figure 5.22: Parametric (shaded region) and non-parametric (solid line) estimates of the transition probabilities for all soil types in Anglia, from legumes and other, as nitrogen price varies, for rainfall in September fixed at the mean.
medium and heavy soil (i.e. the bottom 2 plots in the right column of figure 5.21), where the robust Bayesian model seems to slightly overestimate the slopes of the curves. We attempted modifying the bandwidth specified in equation (5.1), but no better fit was found than that shown in figure 5.21. One potential reason for this is that there is a reasonably strong correlation between yearly global nitrogen price and rainfall in Anglia in September: -0.624. Since we are only looking at a particular slice of the model in these plots, we may be seeing an artefact of this result. An alternative hypothesis is that the MAP approximation for our posterior model parameter does not perform well in this specific situation.

Furthermore, we can also compare the transition probabilities from both the non-parametric model and our robust Bayesian model with the probabilities produced from a standard maximum likelihood estimate of $\beta$. The results of this analysis are shown in figures 5.23 and 5.24, where the maximum likelihood estimate is shown as a dotted line. We can see that the transition probabilities from the maximum likelihood analysis quite closely resemble the probabilities from the MAP approximation. This is not particularly surprising since, as mentioned in section 4.3.2, the MAP estimate corresponds to the maximum likelihood estimate where the data has been augmented with pseudo counts.

Figure 5.25 shows a smoothed version of $n_i(x)$, that is:

$$\sum_{x' \in \mathcal{X}} w(x - x')n_i(x')/w(0)$$

These plots give an idea of the size of the denominator in equation (5.1) and thereby how much data is near each point $x$. The lowest data densities are observed from legumes on heavy soil type, where the average number of observations lies below 10. The highest data density is observed from other on light soil type, where we see numbers between 1000 and 2200. This difference in data density is well reflected in the robust Bayesian estimates. The data density decreases substantially as nitrogen price increases, and interestingly our robust Bayesian intervals also become wider in this direction, as desired: we built a robust Bayesian model to capture exactly this sort of feature.
Figure 5.23: Parametric (shaded region), maximum likelihood (dashed line) and non-parametric (solid line) estimates of the transition probabilities for all soil types in Anglia, from rapeseed and wheat, as nitrogen price varies, for rainfall in September fixed at the mean
Figure 5.24: Parametric (shaded region), maximum likelihood (dashed line) and non-parametric (solid line) estimates of the transition probabilities for all soil types in Anglia, from legumes and other, as nitrogen price varies, for rainfall in September fixed at the mean.
Figure 5.25: Smoothed $n_i(x)$ as a function of nitrogen price ($x$), in Anglia, for each soil type. This tells us how much data is near each point $x$, and gives an idea of the accuracy of the non-parametric estimates plotted in figures 5.21 and 5.22.
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5.3.2 Cross validation

A typical method for validating classifiers is to split the data into training and test data, and then to compare the predicted class (or set of classes) from the model based on the training data, with the actual classes in the test data. We can consider our model as a classifier, in the following sense: we compare the farmer’s actual choice with the most likely predicted crop. For example, for the predictions in figures 5.21 and 5.22, for that particular value of rainfall, the most likely crop from other is other, wheat from legumes and rapeseed, and either other or wheat from wheat, depending on nitrogen price. Of course, in the test data, rainfall will vary as well; figures 5.21 and 5.22 just show a particular slice of the model. Note that our model sometimes produces a set of most likely crops, as we do a sensitivity analysis over all $\beta^* \in B^*$. For credal classification, there are a number of performance measures we can use to see how a classifier is performing. The determinacy is the percentage of classifications where the output class is unique. The single accuracy is then the accuracy of those predictions. The indeterminate output size is the average number of classes when the output class is not unique. Finally, the set-accuracy is the percentage of times an indeterminate set contains the correct classification.

To ensure that all the data is used for testing the analysis is typically repeated, say 10 times, by splitting the original data set into 10 parts, and then repeatedly testing on each of these parts, based on training on the complement of the testing data. We can use a similar approach to validate our model. We have two distinct geographical regions in our dataset. We can perform cross validation within each region, and also combine the two regions together and perform cross validation on the entire data set.

The results are presented in table 5.3. Of most interest are the single accuracy and the set accuracy. The single accuracy is quite excellent: the model predicts the correct crop in 70–75% of the cases. The set accuracy is even better, around 80–90%. Finally, we note that the set accuracy is at its lowest for the full data. A logical explanation for this is that the regions are geographically quite distinct. Even despite these differences, the model copes well.
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<table>
<thead>
<tr>
<th>region</th>
<th>determinacy</th>
<th>single accuracy</th>
<th>indeterminate output size</th>
<th>set accuracy</th>
</tr>
</thead>
<tbody>
<tr>
<td>Anglia</td>
<td>0.968</td>
<td>0.722</td>
<td>2.008</td>
<td>0.855</td>
</tr>
<tr>
<td>Mease</td>
<td>0.988</td>
<td>0.758</td>
<td>2.140</td>
<td>0.929</td>
</tr>
<tr>
<td>All</td>
<td>0.976</td>
<td>0.734</td>
<td>2</td>
<td>0.795</td>
</tr>
</tbody>
</table>

Table 5.3: Cross validation results for East Anglia, Mease/Sence, and the combined data set. Determinacy is the percentage of classifications where the output class is unique, and the single accuracy is the accuracy of those predictions. The indeterminate output size is the average number of classes when the output class is not unique, and the set-accuracy is the accuracy of these predictions.

We note that the determinacy is quite high as a result of the large data set used. This is mostly due to the fact that there is a clear dominant crop type for most combinations of soil and previous crop growing. In order to analyse this, we can split our analysis by previous crop grown. We would expect transitions from wheat to have lower single accuracy – there is much less dominance in what is grown following wheat, meaning it is harder to predict. Table 5.4 shows results split by previous crop type (and region), and we can see that our suspicions are correct. Note that, when determinacy is 1, our model never outputs a set of predictions, therefore we do not have an indeterminate output size. This happens only from rapeseed, and is probably due to wheat being such a dominant crop following rapeseed (see figure 5.21).

5.3.3 Comparison with the imprecise Dirichlet model

In order to assess the predictive power of the covariates we can compare our model with a more general model. We will use a multinomial model with an imprecise Dirichlet model [100] prior, where we use no covariates.

We know from equation [3.9] that a multinomial model would have probability
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Table 5.4: Cross validation results for East Anglia, Mease/Sence, and the combined data set, split by previous crop grown

<table>
<thead>
<tr>
<th>region</th>
<th>previous crop</th>
<th>determinacy</th>
<th>single output size</th>
<th>set accuracy</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>previous</td>
<td>accuracy</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>determinacy</td>
<td>output size</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Anglia</td>
<td>wheat</td>
<td>0.919</td>
<td>0.454</td>
<td>2</td>
</tr>
<tr>
<td></td>
<td>legumes</td>
<td>0.984</td>
<td>0.895</td>
<td>2.217</td>
</tr>
<tr>
<td></td>
<td>rapeseed</td>
<td>1</td>
<td>0.951</td>
<td>-</td>
</tr>
<tr>
<td>Mease</td>
<td>wheat</td>
<td>0.990</td>
<td>0.448</td>
<td>2</td>
</tr>
<tr>
<td></td>
<td>legumes</td>
<td>0.969</td>
<td>0.917</td>
<td>2.133</td>
</tr>
<tr>
<td></td>
<td>rapeseed</td>
<td>1</td>
<td>0.954</td>
<td>-</td>
</tr>
</tbody>
</table>

of success for category $j$ of:

$$\pi_{ij}(x) = \frac{\exp(\beta_{ij}x)}{\sum_{h=1}^{J} \exp(\beta_{ih}x)}$$

However, when we include no covariates (i.e. $x = 1$) this simply reduces down to

$$\pi_{ij}^{\beta}(1) \equiv \theta_{ij} := \frac{\exp(\beta_{ij0})}{\sum_{h=1}^{J} \exp(\beta_{ih0})}$$

where $\sum_{j=1}^{J} \theta_{ij} = 1$. It is well known that the conjugate prior distribution of a multinomial model is a Dirichlet prior distribution. We can specify a Dirichlet prior distribution for $\theta_i$ [100, Section 2.2]:

$$f_0(\theta_i|s_0, t_0) \propto \prod_{j=1}^{J} \theta_{ij}^{s_{ij}-1}$$

The imprecise Dirichlet model is then defined [100, Section 2.3] as the set of all these prior distributions for a fixed $s_0 = s$, and all $0 < t_j < 1$. In order to remain consistent with Walley, we will choose $s = 2$.

Due to the amount of observations in our data set, this multinomial model always predicts a single crop type. In regions where data is abundant, the logistic model also outputs a single predicted crop, and the models perform similarly (around 73% accuracy in both cases). However, in regions where the data is sparse and where therefore the logistic model produces a set of predictions, the logistic model has 84%
set accuracy, whereas the multinomial model has only 43% accuracy. This shows
the benefits of our logistic model in regions of sparse data.

Note that this method for validation assesses only whether the farmer grows the
most likely predicted crop. If this is what we are interested in then, in regions where
there is abundant data, the multinomial model is preferable: it produces similar
performance (as generally one crop dominates the others), but it is a much simpler
model. However, we are interested in understanding the drivers behind farmer’s crop
choices, and obviously the multinomial model cannot capture this, unlike the logistic
model. Consequently, it seems the traditional classification performance measures
are not entirely suitable to assess model performance. This also raises an interesting
question in how classification performance measures could be adapted to capture
model performance not only related to the most likely predicted class.

5.4 Chapter summary

This chapter has focussed primarily on the application of the model to the data
sets that we have access to. In section 5.1 we introduced the data, and performed
some initial exploratory analysis. We have field level data for crop choice in two
distinct regions in England for the years 1993–2004 inclusive. We also have the soil
type of each of these fields. Furthermore, we have various data sets for external
influencing variables on this crop choice, including two separate economic data sets;
profit margin and nitrogen price.

We also introduced our rainfall data. Within this we introduced the basic theory
of kriging. This is an interpolation method which can be used to predict the rainfall
in each of our fields. However, due to the reasonably small size of our regions, we
chose to keep rainfall fixed across each of our NCAs, although the theory presented
could be used if we had larger regions of data.

In section 5.2 we used the data to fit our robust Bayesian land use model, and
analysed the impact of the regressors on the posterior transition probabilities. In
order to do this, we needed to specify which crop types and which regressors were
to be included. We performed our analysis on four different model specifications.
Firstly, we carried out a simple proof of concept, involving 3 crop choices and one regressor. From then on, we fitted models of real-world interest, specifically relating to the break crop from wheat.

We included wheat, legumes, rapeseed, and other in our model. Legumes and rapeseed are traditional break crops from wheat, and there is currently an interest in increasing the amount of legumes being grown. To begin with, we used rainfall and the profit margin difference between legumes and rapeseed, with the expectation that as legumes became relatively more profitable in comparison to rapeseed, we would see a higher probability of growing legumes after growing wheat. However, the model actually showed the opposite happening. We discussed various hypotheses as to what may have caused this, including a confounding variable in the model, the format of the data, contractual situations of the farms, or that the profit margin of the break crops are simply not important to the farmer. However, we do not know for definite what caused this issue. If we had access to the observed profit margins, rather than the predicted margins, then we could investigate whether it is an issue with the structure of the data.

In an attempt to resolve this issue, we fitted a model containing the same crops, but with rainfall and nitrogen price as our regressors (nitrogen being a key ingredient of many fertilisers). Legumes require less fertiliser than rapeseed, so as nitrogen prices increase, we would expect to see a higher probability of legumes being grown. The model showed this to be the case.

Into this nitrogen based model, we then added another crop type – repeated wheat. Wheat is generally the only crop that farmers grow in successive years, so is an interesting special case to consider. The results showed that transitions from repeated wheat to repeated wheat were quite rare, as suspected. They also showed that the break crop from repeated wheat, on medium and heavy soil, was very sensitive to nitrogen price. This is possibly because successive plantings of wheat takes large amounts of nutrients out of the soil, meaning crops which are dependent on fertilisers, such as rapeseed, will require much more fertiliser.

Finally, in section 5.3 we performed three model validation procedures. The first was a comparison with a (novel) non-parametric estimate of the transition
probabilities. The second was a method based on cross-validation. The third was a comparison with a covariate free multinomial model with an imprecise Dirichlet prior. All three approaches indicated our model performed well, particularly in regions of sparse observations.

The results in this chapter focussed on the modelling the transition probabilities of the stochastic process that is the foundation of our land use model. The following chapter will discuss how we can use this process to make predictions about future crop distributions.
Chapter 6

Future crop distributions

We have an imprecise stochastic process built on precise historic data. In section 5.2 we analysed how the transition probabilities of this process depended on external factors. What we now want to do is predict future crop distributions, or more specifically, bounds on the future crop distributions. The mathematical theory for calculating these bounds was presented in section 4.4. In order to make predictions of crop distributions, we require predictions of the regressors we include in our land use model. In this chapter, we will discuss how we can obtain these predictions, and what we can do with them. In section 6.1 we will discuss a comparison with the actual observed crop distributions. Section 6.2 will explore a hypothetical future scenario, which is the type of analysis which could be useful to agricultural scientists and policy makers. In section 6.3 we will briefly discuss some existing models which predict future values of our regressors.

6.1 Comparison with observed crop distributions

In order to predict future crop distributions, we require future values of the regressors in our model. However, as discussed in section 5.1.1 our crop data stops in 2004. This means that we can use the actual observed values of rainfall and nitrogen price to make a “prediction” of the crop distributions for 2005 onwards. Figure 6.1 shows the results for such an analysis in Anglia, where we have predicted the crop distributions on medium soil for the next 5 years.
Figure 6.1: A prediction of crop distributions in 2005–2009, in Anglia on medium soil, given the actual observed rainfall and nitrogen price for that time period, and the observed crop distributions for 1994–2004
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Everything to the left of the vertical black line is the data that the model is built on. On the right hand side of the line is the “future”, in this case the predicted crop distributions for 2005–2009, given the actual observed values of rainfall and nitrogen price for those years. We can see that in 2005 rainfall was dramatically higher than previously, but after that it was quite low. Nitrogen price showed a steady rise, until 2008 when it increased a lot, before returning to a more expected price in 2009. The effect this has on the predicted crop distributions is generally a decrease in wheat, courtesy of an increase of other. One thing to note here is that the future values of nitrogen price and also one future value of rainfall were outside the range of values that the model is built on, so we should be wary when drawing inferences from this.

Ideally, what we would now do is a comparison between these results and the actual observed crop distributions for 2005–2009. This would give us another indication as to how well our model is performing. Unfortunately, this data is not available, as collection of field level data stopped in 2004. However, what we can do is build our model on part of the data, say observations until 1999, and then predict the remainder of the data set, which would be the year 2000 onwards.

Figures 6.2 to 6.6 show the results for both of our regions of study, and all soil types. The dashed lines represent the actual crop distributions, while the shaded regions show the predicted bounds from our model. We can see that generally the model captures the farmer behaviour quite well, particularly when considering that we are not building the model on much data (we are only building the model on half of our data set), and that nitrogen price in the “predictions” goes outside the range of values our model is built on. Of course, the model is designed to capture uncertainty due to a lack of data, but we designed the model to handle a lack of crop data and a lack of prior information, rather than limited amounts of time dependent data such as nitrogen price and rainfall. The occasional failures of the model in capturing the “future” may be caused by a lack of this time dependent data, or it could actually be a fault in the model. Unfortunately, as mentioned above, the field level data we would need to test for this is no longer collected, so such an analysis is not possible.
Figure 6.2: A prediction of crop distributions in 2000–2004, in Anglia on light soil, given the actual observed rainfall and nitrogen price for that time period, and the observed crop distributions for 1994–1999. This prediction is shown as the shaded region in the top plot, while the dashed lines show the actual crop distributions for 2000–2004.
Figure 6.3: A prediction of crop distributions in 2000–2004, in Anglia on medium soil, given the actual observed rainfall and nitrogen price for that time period, and the observed crop distributions for 1994–1999. This prediction is shown as the shaded region in the top plot, while the dashed lines show the actual crop distributions for 2000–2004.
Figure 6.4: A prediction of crop distributions in 2000–2004, in Anglia on heavy soil, given the actual observed rainfall and nitrogen price for that time period, and the observed crop distributions for 1994–1999. This prediction is shown as the shaded region in the top plot, while the dashed lines show the actual crop distributions for 2000–2004.
Figure 6.5: A prediction of crop distributions in 2000–2004, in Mease/Sence on medium soil, given the actual observed rainfall and nitrogen price for that time period, and the observed crop distributions for 1994–1999. This prediction is shown as the shaded region in the top plot, while the dashed lines show the actual crop distributions for 2000–2004.
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Figure 6.6: A prediction of crop distributions in 2000–2004, in Mease/Sence on heavy soil, given the actual observed rainfall and nitrogen price for that time period, and the observed crop distributions for 1994–1999. This prediction is shown as the shaded region in the top plot, while the dashed lines show the actual crop distributions for 2000–2004.
The worst performance is seen in Anglia on medium soil (figure 6.3). We must note that the failures in figure 6.3 occur before the nitrogen price goes out of range. The reasons for this are unclear, but one theory is that at the time the prediction starts, the probability of growing wheat and other is very similar, and perhaps this causes some confusion within the model. Once nitrogen price does go out of range, the model also seems to overestimate the probability of growing legumes. This is possibly because our model says that as nitrogen price increases, we expect to see more legumes grown. As our future values for nitrogen price are higher than the data that the model was trained on, it is understandable that we predict a higher amount of legumes than were actually grown, as the model will simply extrapolate the behaviour that it has seen before.

What we have done in this section is effectively another approach to model validation, this time checking how well our model predicts the future crop distributions. However, another use of models such as ours is to analyse what could happen given some future economic or climatic changes. The following section will investigate this.

### 6.2 A hypothetical example

A common application of land use models is to investigate the possible impact of a hypothetical scenario. There may be an interest in, for example, the impact that a rise in nitrogen prices might have on future crop distributions. What we do is select future values of the regressors in our model which constitutes a scenario of interest, and then see what the model predicts the future crop distributions will look like.

Figure 6.7 shows one such scenario. Here, we have assumed that “future” rainfall will remain at the historical mean, although we have added some Gaussian noise to it, and we have chosen “future” nitrogen prices to be at the upper range of the historical observed values. Then, the prediction of the future crop distributions should give us some idea as to the impact of rising nitrogen prices, according to our model. The results are presented for Anglia on heavy soil. The main thing to take from this analysis is that legumes could increase quite dramatically. This is
Figure 6.7: A prediction of future crop distributions in 2005–2009 in Anglia on heavy soil, given values of rainfall and nitrogen price for that period. Here, we consider a future scenario involving high nitrogen price and average rainfall.
in keeping with our beliefs that legumes are more preferable when nitrogen price is high as they do not require nitrogen fertiliser.

We must note that the inferences we take from an analysis such as this are not currently useful, due to the issue we have with the data ending in 2004. However, the work presented in this section is a common application of land use models, and we have shown that our model can perform such an analysis. If we had more modern data, this application of our model could help a government or policy maker predict the impact that changes in certain regressors may have on future crop distributions. In order to investigate this impact, we would need to obtain future scenarios for those regressors of interest. How these scenarios may be chosen is discussed in the next section.

6.3 Future data sets

Instead of performing scenarios based on fixed, hypothetical scenarios, we could use future predictions for the regressors generated by other models. One simple modelling technique we could use is a time-series analysis on our rainfall and economic data. However, there are also many existing models for the climate and the economy which also provide suitable predictions for use in our model.

Due to the importance of changes in climate, there are a large number of existing models that we could use. One particularly interesting model is the UK Climate Projections model [69] which provides predictions of future rainfall (among other climatic variables) across the United Kingdom, under various possible emission scenarios. It presents results in the form of probability distributions, therefore giving some idea of the uncertainty of the projections, making it an appealing model to consider for future rainfall predictions.

For economic data, there are also a large number of models that could be used. It is tricky to predict the future crop profit margin, as there are a number of factors that make up the margin. There are however predictions for some of the constituent parts. For example, the OECD-FAO agricultural outlook [75] provides regional, national and global predictions of agricultural commodity markets until 2023. This
includes, but is not limited to, predictions of the selling price of certain main crops (such as wheat), and predictions of variable costs such as fertiliser prices. From this, we could find predictions of profit margin for some of the more common crops, although this would not be possible for rarer crops like legumes, for which predictions are not available for.

We do not use any of these models here, as making predictions from 2015 onwards, based on a model built on data which stops in 2004, is not particularly useful. However, if field level data was collected again, then these data sets could be used to make relevant predictions.

6.4 Chapter summary

In this chapter, we have investigated one use of our land use model that could be helpful to land use experts. That is, predicting bounds on future crop distributions, given a future scenario for the regressors. Using future scenarios is a common feature of many land use models. In order to do this with our model, we used the methodology for making predictions in a non-stationary stochastic process, which was presented in section 4.4.

Due to our data ending in 2004, a 5 year “future” prediction involves predicting the crop distribution until 2009. This means that we could use the actual observed rainfall and nitrogen price as our scenario. Unfortunately, we could not compare the actual crop distribution with our predictions, as field level data stops in 2004. So, later in section 6.1 we split our data set in order to build the model on the observations from 1993 to 1999, and then we predicted the crop distribution in the following five years, and compared with what actually happened. Generally, we saw that the model captured the actual distributions well.

In section 6.2 we carried out the type of analysis we would ideally like to do, which is inputting a hypothetical scenario into the model, and seeing what it predicts. We used a scenario in which future nitrogen price was high, and saw that, for rainfall at the historic mean value, the model predicts that legumes may increase somewhat. Finally, in section 6.3 we briefly discussed some models which predict future values
of our regressors. These could be useful if we had current field level crop data.

This chapter presented one potential application of our land use model. The following chapter will present another way in which our model could be used. We will describe how decision theory can be used in conjunction with the model to provide a tool which could be useful for policy makers.
Chapter 7

Potential relevance to policy making

In this chapter, we will investigate how our robust Bayesian land use model can be used in a way that may be applicable to policy makers. That is, we will show how we can use the theory of decision making under uncertainty in order to aid a policy decision, such as the level of subsidy or taxation to set, with the aim of stimulating growth of a particular crop. In order to do this, we will need to specify a utility function. This will be discussed in section 7.1. Section 7.2 details, following [91], how we can obtain optimal decisions in our robust Bayesian setting. Finally, section 7.3 applies this theory, in conjunction with our land use model, to a hypothetical policy question. This is a novel application of a land use model, a basic version of which was presented in [78].

7.1 Utility functions

One potential use of models such as ours is to aid policy makers. We assume farmers are interested in maximising profit margins, and changes to policy can have an impact on these margins. These policy adjustments could include, for example, levels of taxation or alterations to the subsidy level of certain crops. Land use models can help predict the impact that these changes may have on a farmer’s decision.

We could use the scenario analysis method, as discussed in chapter [6] to see what
the model predicts will happen given a future scenario. However, we can also analyse the problem from the policy makers viewpoint; that is, what change in policy might make certain crops more favourable to the farmers. A policy maker must also take into account the benefit to society as a whole. For example, a very high subsidy level may be detrimental to wider society, either by costing too much money, or perhaps leading to an overproduction of the crop. We will assume that a policy maker has control over some economic factor. We choose not to consider climatic factors, as it is less reasonable to assume the policy maker has control over these.

We assume that a policy maker can specify utilities for different outcomes. That is, they can specify a function that represents their preferences. We can then use these utilities to make a recommendation as to what values of the regressor of interest achieves the highest expected utility. In our robust Bayesian setting, we investigate the effect of a wide range of priors on the optimal decision. As some crops are fairly rare in some cases, this allows us to identify situations where we do not have sufficient information in order to arrive at a conclusion.

We assume the utility function has the form $U(a, b, \kappa)$, where $a$ is the fraction of the crop of interest and $b$ is the cost to the policy maker – for example, nitrogen price. The fraction $a$ is a function of $\beta$, our model parameter, and also $b$. $\kappa \geq 0$ is chosen by the decision maker, to control how the price is weighed against the level of the crop of interest. For example, a simple linear utility function may have the form

$$U(a, b, \kappa) = 100a - \kappa b$$ (7.1)

Note that $a$ is multiplied by 100. This ensures a reasonable scale for the utility, but otherwise makes no technical difference, as utility functions are unique up to positive affine transformations (that is transformations of the form $cU + d$ for some $c, d \in \mathbb{R}, c > 0$ – see, for example, [61, Section 5.4.10]).

We could use a more advanced utility function than that defined in equation (7.1), which may be a more realistic reflection of a policy makers preferences. However, to obtain such a function would involve eliciting the required information from a policy maker, which, as this section is a proof of concept, is not feasible. Nevertheless, the analysis presented here easily generalises to a more realistic utility function.
As in the rest of the thesis, we do not actually calculate the expected utility, as this is computationally too expensive. Instead, we directly use the MAP estimate for $\beta$, and calculate the corresponding value for $a$:

$$a(\beta^*, b) := \frac{\exp(\beta^*_i x)}{\sum_{h=1}^{J} \exp(\beta^*_h x)}$$

The (approximate) optimal decision is then the values of $b$ that satisfy

$$\text{opt}(\mathcal{B}) := \arg \max_{b \in \mathcal{B}} U(a(\beta^*, b), b, \kappa)$$

where $a(\beta^*, b)$ is the fraction of crop of interest in the model with MAP parameter $\beta^*$ and regressor $b$, and $\mathcal{B}$ is the set of feasible values of $b$. The decision criteria in equation (7.2) is known in the literature as maximising expected utility [91, Equation 3]. Note that since we use the MAP estimate we do not actually calculate an expectation, so this name is strictly not correct in this instance. However, for consistency with the literature we will proceed with this name. If our posterior distribution was symmetric and unimodal, then the MAP estimate would be the same as the posterior expectation, but this is not the case here. The effect of replacing the expectation with the MAP estimate is unknown, and would be worthy of further research.

### 7.2 Decision making under uncertainty

In our robust Bayesian setting, as discussed in chapter 4, we actually have a set $B^*$ of $\beta^*$ values. This means that we cannot simply make decisions as in equation (7.2), as we now have a set of utility functions $U(a, b, \kappa)$, one corresponding to each $\beta^* \in B^*$. In order to make decisions in this case, we can use the lower and upper expected utilities,

$$\underline{U}(b) := \inf_{\beta^* \in B^*} U(a(\beta^*, b), b, \kappa)$$
$$\overline{U}(b) := \sup_{\beta^* \in B^*} U(a(\beta^*, b), b, \kappa)$$

We still wish to arrive at a set $\text{opt}(\mathcal{B})$ of optimal values of $b$, and there are a number of decision criteria we can use in order to arrive at this set. There are many decision
criteria available in the literature (\[91\] provides an overview of the theory), and here we will present four criteria for selecting $\text{opt}(\mathcal{B})$.

Two simple decision criteria come from an obvious generalisation of maximising expected utility: we can maximise the lower expected utility or maximise the upper expected utility. This corresponds to taking either the most pessimistic stance, or the most optimistic stance. These decision criteria are known as $\Gamma$-\textit{maximin} and $\Gamma$-\textit{maximax}.

**Definition 7.1** \[91\] Section 3.1] The set of optimal decisions given by $\Gamma$-\textit{maximin} is

$$\text{opt}_{\Gamma}(\mathcal{B}) := \left\{ b \in \mathcal{B} : \arg\max_{b \in \mathcal{B}} U(b) \right\}$$

Meanwhile, the set of optimal decisions given by $\Gamma$-\textit{maximax} is defined as

$$\text{opt}_{\Gamma}(\mathcal{B}) := \left\{ b \in \mathcal{B} : \arg\max_{b \in \mathcal{B}} \overline{U}(b) \right\}$$

$\Gamma$-maximin and $\Gamma$-maximax are quite extreme decision criteria, which has lead to criticisms of them; $\Gamma$-maximin for being too conservative, and $\Gamma$-maximax for being too bold. Due to the fact they are extreme criteria they tend to return a single optimal decision, which can be a useful property. However, there are criteria that are more likely to return a set of decisions, which we may decide, in some circumstances, better reflects our uncertainty. One such criterion is known as \textit{interval dominance}:

**Definition 7.2** \[91\] Equation 8] The set of optimal decisions given by \textit{interval dominance} is

$$\text{opt}_{I}(\mathcal{B}) := \left\{ b \in \mathcal{B} : \overline{U}(b) \geq \max_{b \in \mathcal{B}} \underline{U}(b) \right\}$$

Interval dominance is a rather weak criterion: it excludes all values of $b$ for which the upper utility is lower than the maximal lower utility over all $b$, and as such it generally returns a large set of optimal decisions.

A stronger criterion than interval dominance, and one which approaches the problem from a different direction, can be described as a robust Bayesian criterion. We have a set $B^*$ of model parameters, and for each $\beta^* \in B^*$ we can find the value of $b$ that maximises our utility, as in equation (7.2). We can then consider every
\( \beta^* \in B^* \), which will return a set \( \text{opt}_{RB}(\mathcal{B}) \subseteq \text{opt}_I(\mathcal{B}) \) of optimal decisions (for proof of this result, see [91, Theorem 1, p. 25]).

**Definition 7.3** The set of optimal decisions given by a robust Bayesian decision criterion is:

\[
\text{opt}_{RB}(\mathcal{B}) := \left\{ \beta^* \in B^* : \arg \max_{b \in \mathcal{B}} U(a(\beta^*, b), b, \kappa) \right\}
\]

Clearly, our decision will depend heavily on the decision criteria that we choose. We refer to [91, Section 4] for a detailed discussion of which criteria might be the best choice in a particular situation. Here, we will use all 4 criteria we have defined, and compare the results, on the hypothetical policy aim of increasing the amount of legumes being grown.

### 7.3 Application to increasing legumes

As mentioned in chapter 2, there is currently a real interest in the United Kingdom in increasing the amount of legumes being grown. This is due to the desire to grow more home grown sources of protein. We can use the methodology presented in the previous two sections, in conjunction with our land use model, to analyse how a farmer’s behaviour may change in response to government policy.

Both legumes and rapeseed are break crops from wheat, so we are particularly interested in the transitions from wheat. As we found in section 5.2.2, if we include nitrogen price rather than profit margin in the model, then our results seem more intuitive. We saw that, for all soil types, as nitrogen prices increased, the amount of legumes grown after wheat increased too, so we will use this model for our policy analysis. To inform policy makers, we will consider a series of scenarios with varying nitrogen price, and thereby investigate the hypothetical impact on crop transitions. Because legumes require far less fertiliser than rapeseed, we expect that an increase in nitrogen price leads to an increased growing of legumes.

There is perhaps a more obvious way to approach this problem. A more intuitive way a government could aim to stimulate legume growth is by offering a subsidy to grow them. We have the data available to us to attempt this. We can perform
an analysis where we alter the subsidy level of legumes directly. One would expect that as legume subsidy increases, more farmers would plant legumes as a break crop. The results for this particular model are shown in figure 7.1.

Figure 7.1 shows \([U(b), \bar{U}(b)]\), in green, when moving from wheat, for various values of \(\kappa\), in Anglia on heavy soil. Of course, in reality, a government would not base policy on previous crop or soil. However, we present this analysis as it shows a variety of interesting features, and also compares well with the validation plots in figure 5.21.

Figure 7.1 also shows our four decision criteria. The horizontal black line represents \(\max_{b \in \mathcal{B}} U(b)\), and the value(s) of \(b\) for which this coincides is \(\text{opt}_{\Gamma}(\mathcal{B})\), while the horizontal grey line represents \(\max_{b \in \mathcal{B}} \bar{U}(b)\), and coincides with \(\text{opt}_{\Gamma}(\mathcal{B})\). Values of \(b\) for which \(U(b)\) lies above the black line are optimal by interval dominance, and are shown by the union of the brown and yellow regions. Values of \(b\) in the brown region only correspond to \(\text{opt}_{RB}(\mathcal{B})\).

When \(\kappa = 0\), our utility does not take into account the subsidy paid for legumes. Even in this case, our optimal values of legume subsidy, according to \(\Gamma\)-maximin and \(\Gamma\)-maximax, are low. We also see that \(\text{opt}_{RB}(\mathcal{B}) = \text{opt}_{I}(\mathcal{B}) = \mathcal{B}\). That is they are vacuous. For all \(\kappa > 0\), we do include subsidy level in our utility function, and we can see that, as \(\kappa\) increases, our decision criteria increasingly favour lower values of subsidy. This is somewhat counter-intuitive.

A possible explanation for this behaviour is that the policy maker simply deems any legume subsidy detrimental to society as a whole. Although using nitrogen price directly makes the analysis less intuitive, it produces interesting (and perhaps more sensible) results, and so for this reason we proceed with using nitrogen price directly.

Figures 7.2, 7.3 and 7.4 show \([U(b), \bar{U}(b)]\) and our decision criteria when moving from wheat on each soil type and for various values of \(\kappa\), when we have included nitrogen price in the model instead of the level of subsidy.

The same trends are observable across all soil types. When \(\kappa = 0\), we are saying that the policy maker is indifferent to changes in nitrogen price. As such a high nitrogen price is desirable, as the model predicts this leads to an increase in legume growth. Thus, optimal values of \(b\) are high – in fact in this case \(\text{opt}_{L}(\mathcal{B}) = \)
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Figure 7.1: Utility functions and decision criteria for a model which contains legume subsidy directly, under four different values of $\kappa$. The black line represents $\max_{b \in \mathcal{B}} \mathcal{U}(b)$, and the value(s) of legume subsidy for which this coincides is $\text{opt}_{\mathcal{U}}(B)$. Meanwhile the grey line represents $\max_{b \in \mathcal{B}} \mathcal{U}(b)$, and the value of legume subsidy for which this coincides is $\text{opt}_{\mathcal{U}}(B)$. The brown region represents $\text{opt}_{RB}(B)$, while the union of the brown and yellow regions represents the set $\text{opt}_{f}(B)$. 
Figure 7.2: Utility functions and decision criteria for a model which includes nitrogen price, on light soil in Anglia, under four different values of $\kappa$. The black line represents $\max_{b \in \mathcal{B}} U(b)$, and the value(s) of nitrogen price for which this coincides is $\text{opt}_{\mathcal{U}}(\mathcal{B})$. Meanwhile the grey line represents $\max_{b \in \mathcal{B}} U(b)$, and the value of nitrogen price for which this coincides is $\text{opt}_{\mathcal{T}}(\mathcal{B})$. The brown region represents $\text{opt}_{R_B}(\mathcal{B})$, while the union of the brown and yellow regions represents the set $\text{opt}_{I}(\mathcal{B})$. 
Figure 7.3: Utility functions and decision criteria for a model which includes nitrogen price, on medium soil in Anglia, under four different values of $\kappa$. The black line represents $\max_{b \in \mathcal{B}} U(b)$, and the value(s) of nitrogen price for which this coincides is $\text{opt}_U(\mathcal{B})$. Meanwhile the grey line represents $\max_{b \in \mathcal{B}} \tilde{U}(b)$, and the value of nitrogen price for which this coincides is $\text{opt}_{\tilde{U}}(\mathcal{B})$. The brown region represents $\text{opt}_{RB}(\mathcal{B})$, while the union of the brown and yellow regions represents the set $\text{opt}_I(\mathcal{B})$. 
Figure 7.4: Utility functions and decision criteria for a model which includes nitrogen price, on heavy soil in Anglia, under four different values of $\kappa$. The black line represents $\max_{b \in \mathcal{B}} \mathcal{U}(b)$, and the value(s) of nitrogen price for which this coincides is $\text{opt}_{\mathcal{L}}(\mathcal{B})$. Meanwhile the grey line represents $\max_{b \in \mathcal{B}} \mathcal{U}(b)$, and the value of nitrogen price for which this coincides is $\text{opt}_{\mathcal{T}}(\mathcal{B})$. The brown region represents $\text{opt}_{\mathcal{RB}}(\mathcal{B})$, while the union of the brown and yellow regions represents the set $\text{opt}_{\mathcal{I}}(\mathcal{B})$. 
opt\(\Gamma(\mathcal{B})\) = opt\(RB(\mathcal{B})\) = \(\max(\mathcal{B})\) on all soil types.

As we increase \(\kappa\), equation (7.1) says that a higher nitrogen price is becoming more detrimental to society. As such, we expect lower values of \(b\) to become optimal. Eventually, we reach a point for which all \(b\) are optimal by interval dominance and the robust Bayesian criterion. For example, on light soil this occurs at \(\kappa = 0.02\), although we can see that opt\(\Gamma(\mathcal{B})\) and opt\(\Gamma(\mathcal{B})\) still contain only one value of \(b\). As opt\(I(\mathcal{B})\) and opt\(RB(\mathcal{B})\) are vacuous, this suggests that there is a large amount of uncertainty, so we may question the use of \(\Gamma\)-maximin and \(\Gamma\)-maximax in this situation.

Eventually, for all soils, we reach a stage where a high nitrogen price is highly undesirable for society, regardless of the benefits that it may bring with respect to a predicted increased in legume growth. On light soil, this occurs when \(\kappa = 0.05\), and for \(\kappa = 0.11\) on medium soil. On heavy soil, we must consider relatively large values of \(\kappa\) before reach a situation where only small \(b\) are optimal, and this change happens for \(\kappa \geq 0.47\). Interestingly, \(\kappa = 0.2\) in figure 7.4 displays an example when even \(\Gamma\)-maximin provides a range of optimal \(b\) values, implying we are highly uncertain in this situation.

For a policy maker, once decided on a value of \(\kappa\) (which would be determined by the policy maker determining what scenarios they are indifferent between), then they would need to decide how to actually alter the nitrogen price to suit society’s needs. For example, on heavy soil with \(\kappa = 0.12\), a higher nitrogen price is deemed beneficial to society by all of our decision criteria, according to our linear utility function. As such, a government could perhaps increase the tax on nitrogen in order to increase the price of it. On the other hand when \(\kappa = 0.47\), lower values of \(b\) are deemed optimal, so a government could maybe decrease the tax on nitrogen to reduce the price of nitrogen based fertiliser to the farmer.

We must note here that the model that has been developed throughout this thesis is not a causal model [79]. That is, our model tells us of associations between the regressors and the crop choice, but we can not draw any causal conclusions. As such, one must be wary not to give too strong an interpretation to the inferences presented here.
7.4 Chapter summary

In this chapter we have shown one application of land use models, namely how they can be combined with decision theory in order to aid policy makers. As far as we are aware, this is a novel application of land use modelling. In order to perform this analysis, we had to assign a utility function for the policy maker with respect to the level of legumes being grown. We specified a simple linear utility function as this analysis is a proof of concept only, but including a more realistic utility function is simple (although perhaps not so simple to elicit from the policy maker). We then, using the theory presented in [91], discussed some decision criteria which can be used to make decisions in our robust Bayesian framework. As we use the MAP estimate for our posterior inferences, this is a novel method for decision analysis, based on this estimate.

Finally, we applied the methodology presented to a hypothetical yet realistic decision policy, namely aiming to increase the amount of legumes being grown. We used two separate models – one using legume subsidy, one using nitrogen price – to analyse the policy decision. We found the analysis carried out using legume subsidy directly produced surprising results. However, when using nitrogen price, the results were more as expected. While there were differences between the soil types, the same trend was observable, namely that as $\kappa$ increased, lower values of nitrogen price became optimal.
Chapter 8

Concluding discussion

This chapter will summarise the work presented in this thesis, and will suggest some potential areas of future work.

8.1 Summary of the thesis

This thesis was concerned with building a novel approach to land use modelling. The model consists of a non-stationary stochastic process which fulfils the Markov property. We assumed the transition probabilities in this process were influenced by external non-stationary random variables, and we assumed a multinomial logit model for these transition probabilities. We then performed a robust Bayesian analysis on the parameters of the logit model. We applied this model to real-world data, and explored ways in which the model can be used to aid agricultural scientists and policy makers.

In chapter 2 we discussed a brief overview of land use and land use modelling. We investigated some factors which may drive a farmer’s crop choice, and talked about why modelling this process is important. We discussed why it is difficult, which is primarily due to limited data for rare crop types, and also the difficulty in obtaining prior expert opinion. We also mentioned some existing land use models, and discussed their strengths and weaknesses.

Chapter 3 laid the theoretical groundwork for our model. We introduced stochastic processes and the Markov property. We then described how we can view the tran-
sition probabilities of this stochastic process as being dependent on non-stationary external variables, which represent the various economic and climatic factors that influence the crop choice. We assumed a multinomial logit model for these transition probabilities, and discussed some properties of this model. We proposed a conjugate prior distribution for the model parameters, which built on the work of Chen and Ibrahim. However, we adapted their work, by transforming the structure of the data, to remove their requirement of knowing the locations of the data a priori. The resulting conjugate prior distribution belongs to the curved exponential family, and we discussed some properties of this distribution.

Chapter 4 discussed what a robust Bayesian analysis is, how we perform one in this setting, and the implications of carrying out such an analysis. To perform a robust Bayesian analysis, a set of prior distributions had to be specified, and we argued why this was an applicable approach in our setting. Then, inspired by Walley’s imprecise Dirichlet model, we proposed a broad class of priors for our model, representing a near-ignorance model, and discussed the choice of this set of priors. A robust Bayesian analysis gives a set of inferences, which turned our stochastic process into an imprecise stochastic process. We adapted the theory of imprecise Markov chains to discuss how we make forward inferences in our process.

Due to the number of distributions involved, a key requirement of our robust Bayesian analysis was efficient calculation. In chapter 4 we discussed two possible approaches: an MCMC simulation, and the MAP estimate. Due to the number of distributions we had to evaluate, an MCMC simulation was very slow. However, the MAP estimate, as it is the solution of a system of equations, could be computed very quickly. Although the MAP approximation is crude – we assumed that the mass of the posterior distribution is all centred at the posterior mode – we found that estimates of the posterior transition probabilities resulting from the MAP estimate were similar to the probabilities generated by the MCMC simulations.

In chapter 5 we introduced the data sets that we had access to, and we performed some initial exploratory analysis. We then built various versions of our land use model, with a particular focus on a break crop model. We investigated the effect that various different regressors had on the transition probabilities from wheat. We
found that when we used the profit margin as a regressor we got non-intuitive results, but when we used nitrogen price instead, the results appeared more sensible. Why this is is open to conjecture, but we discussed various hypotheses which may have caused this behaviour.

Later in chapter 5, we discussed three approaches to model validation: a comparison with a non-parametric estimation of the transition probabilities; a cross-validation approach; and a comparison with a multinomial model with no covariates. All three of these approaches indicated that our model performed well, particularly in regions of sparse data.

In chapter 6 we concentrated on how we can use the model to make predictions about future crop distributions. As the field level data that our model was built on stopped in 2004, predictions from the current date are of little use. One solution to this was to build our model on 1993–1999, and then predict the crop distributions for 2000–2004. We then compared these predictions with the actual crop distributions of those years (for which we had data for), and we found that the model performed well. We then discussed a hypothetical scenario of real-world interest, namely whether a higher nitrogen price would lead to an increase in the amount of legumes being grown. This is the type of analysis that land use models are commonly used for, although due to the issue with the data, this was mainly included as a proof of concept. Finally, we briefly discussed some existing models which predict future values for our regressors of interest. These models could be used in conjunction with our land use model if we had more up-to-date data.

In chapter 7 we presented another use of our land use model. This chapter focussed on how our model could be used in conjunction with decision theory in a way that could be useful to policy makers. We assumed a utility function could be specified, and, using the theory of decision making under uncertainty, investigated a hypothetical yet realistic scenario, involving a desire to increase the amount of legumes being produced in the United Kingdom.
8.2 Potential areas of future work

With research, there are always avenues for future development or ideas. As this thesis represents a novel approach to land use modelling, there are areas which could be improved upon. In this section, we will briefly discuss some ideas where this work could be developed.

Theoretically, a major part of our model is the use of the MAP estimate for our model parameter $\beta$. While the posterior transition probabilities generated by the MAP estimate appear to approximate the probabilities resulting from the MCMC simulations very well (see section 4.3.2), it is clearly a crude approximation. We could use a more advanced MCMC method than the Metropolis-Hastings algorithm, which would speed up the MCMC simulations. However, while each simulation would take less time, we would still have to carry out one simulation for each posterior distribution generated by our broad set of priors. We suspect that this means any MCMC simulation would be too computationally intensive for our purposes, although a full study of advanced MCMC methods would be interesting to carry out. Also of interest for further investigation would be whether a method such as approximate Bayesian computation would be applicable to our model.

While we explicitly aimed to build a near-ignorance model by choosing a near-vacuous set of prior distributions, there could be scope for including some elicitation techniques in the model. This may lead to a smaller set of priors, which could make the calculations somewhat less complex.

While the methodology presented in this thesis was specifically built with land-use modelling in mind, it could easily be used in other settings. The model could be used anywhere a Markov chain is influenced by non-stationary external variables. Applying the model to other data sets would be an interesting area to look at.

On the applied side, there is an obvious, although unavoidable, weakness – the data set stops in 2004. This means that any conclusions we have drawn need to be considered in the light of changes since 2004, which have been significant. For example, there is now just a single subsidy payment for all crops, while in 2004 each crop had a separate payment. Furthermore, there are certain environmental management requirements now, which if not fulfilled lead to a farmer having part
of their subsidy withdrawn, a policy known as cross-compliance. In addition, in the period of our data, there was a requirement for a farmer to leave approximately 10% of their arable land fallow. This policy, known as set-aside, was an attempt to stop overproduction of crops, and farmers often used this period to “clean” the field of pests and weeds. However, this obligation was stopped in 2008, which of course would alter the behaviour of the farmers. These are just some of the ways that farming has changed since 2004, in addition to a changing climate, advances in technology, and so on.

There is however an interesting development with regards to the collection of modern field level data. There has been some recent work at Fera with regards to collecting field level data from satellite images [18]. The project aimed to build a classifier that, having being trained on a sample dataset (in fact, they used the same IACS database that we have), produced a supervised classification, given 3 images of a region of arable land use. The method has an accuracy of around 80%, and has a higher accuracy than that for certain crop types, including wheat, rapeseed, and legumes. So, it seems that there may be scope for using this methodology in our land use model.

One question which would need answering is how the uncertainty may propagate through the model. Our model is built on observed (and therefore, we assume, accurate) data, rather than predictions, which although generally accurate, will sometimes be incorrect. There perhaps is some scope to include a credal classification method [26] in the satellite imaging project. However, this would raise another issue. Our model is built on precise data, so we would have to answer how we could modify our model so that it can be trained on sets of crops, rather than precise observations.

There is good opportunity for extending the scope and range of the model. There are many more arable regions in the United Kingdom, and the model could easily be used on those regions where data is available. The model on the whole gives quite sensible results, however, the choice of regressors could be made more sophisticated. While the regressors we included was driven by expert opinion, our measure of climate is rather simplistic, as its influence on the crop choice is more complex than simply rainfall in the month preceding the average drilling time. In reality, the
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relationship between the level of rainfall, and the drainage capability of the soil, is very important to the farmer, and it would possibly improve the model if we could have a more realistic measure of this. How to go about this is not immediately obvious.

Furthermore, there is the issue we get with non-intuitive results when we include profit margin in our model. Perhaps the regressors we used simply were not important to the farmers, and that they are much more influenced by nitrogen price. It is also possible that the unusual behaviour is caused by the format of the data, as we used the predicted margins rather than the observed margins. If data is available for the actual observed margins then we could run the model again, and see if we still obtain the unusual results. The behaviour could be caused by variables we have not considered in our model, such as locality to processing plants or long-term contractual obligations, both of which are particularly important in the production of peas. Whether we could obtain relevant data for these factors is not clear. Using nitrogen price instead of profit margin does give more sensible results, and it is a perfectly reasonable factor to include, but the model could perhaps be improved by investigating this issue further.
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