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Abstract

This thesis explores the mesh-free numerical method, Smooth Particle Hydrodynamics (SPH), presents improvements to the algorithm and studies its application in solid mechanics problems. The basic concept of the SPH method is introduced and the governing equations are discretised using the SPH method to simulate the elastic solid problems. Special treatments are discussed to improve the stability of the method, such as the treatment for boundary problems, artificial viscosity and tensile instability. In order to improve the stability and efficiency, (i) the classical SPH method has been combined with the Runge-Kutta Chebyshev scheme and (ii) a new time-space Adaptive Smooth Particle Hydrodynamics (ASPH) algorithm has been developed in this thesis.

The SPH method employs a purely meshless Lagrangian numerical technique for spatial discretisation of the domain and it avoids many numerical difficulties related to re-meshing in mesh-based methods such as the finite element method. The explicit Runge-Kutta Chebyshev (RKC) scheme is developed to accurately capture the dynamics in elastic materials for the SPH method in the study. Numerical results are presented for several test examples applied by the RKC-SPH method compared with other different time stepping scheme. It is found that the proposed RKC scheme offers a robust and accurate approach for solving elastodynamics using SPH techniques. The new time-space ASPH algorithm which is combining the previous ASPH method and the RKC schemes can achieve not only the adaptivity of the particle distribution during the simulation, but also the adaptivity of the number of stage in one fixed time step. Numerical results are presented for a shock wave propagation problem using the time-space ASPH method compared with the analytical solution and the results of standard SPH. It is found that using the dynamic adaptive particle refinement procedure with adequate refinement criterion, instead of adopting a fine discretisation for the whole domain, can achieve a substantial reduction in memory and computational time, and similar accuracy is achieved.
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Chapter 1

Introduction

1.1 Background

Computational simulation has become more and more popular in solving complicated problems in engineering applications and scientific research. Numerical simulation has provided an alternative means of scientific research, whether for the expensive, time consuming or dangerous experiments in laboratories or on site. For those problems that cannot be directly computed or observed to obtain specific and complete information, numerical methods give better performance and are much more practical than traditional experimental methods. The benefit brought by numerical simulation through computers is the capability of providing the verification for theory, explaining the experiment’s results and new findings.

The processes of numerical simulation are similar for different numerical methods in practical applications. Mathematical models can be set up by feasible simplification and assumptions through observing physical phenomena. These mathematical models are usually represented in the form of governing equations with initial and boundary conditions. Governing equations can be a series of ordinary differential equations, partial differential equations or other forms of equations defined by well known physical laws.

The essence of numerical simulation is to solve the governing equations and obtain a solution to the physical problem from these equations. To achieve this, the problem domain should be first discretised into several components. Different numerical methods have different techniques of domain discretisation and discretised components, which can involve a set of grid-based elements or mesh-free components. Domain discretisations with a set of grid-based elements are the traditional problem domain discretisation techniques and widely applied in several numerical methods, i.e. finite element method (FEM) and finite difference method (FDM) etc. Numerical methods using domain discretisations with a set of mesh-free elements are called mesh-free numerical methods.
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and will be introduced in Section 1.3. The grid-based elements usually contain a finite number of grid nodes and also make up the geometry of the problem domain. The variables at the locations of the grid nodes are evaluated, and each grid node is related to others by a certain kind of nodal connectivity. This nodal connectivity is the basis of generating a mesh for grid nodes in the problem domain. The accuracy of the numerical discretisation depends on the size and shape of the mesh cell.

The numerical discretisation process has provided a method of transferring the integral and derivative operations of the governing equations from a continuous form into a discretised form. This is highly related to the technique of domain discretisation. Liu pointed out that numerical discretisation is based on the function approximation theory [56]. Once the domain and numerical discretisations are performed, the governing equations are transferred to a set of algebraic equations or ordinary differential equations whose solution can be obtained through numerical methods currently available.

In the process of numerical simulation using computers, we need to convert the domain discretisation and numerical method into a computer program. The accuracy and computational cost are very important factors which need to be taken into consideration while coding, as well as the robustness (continuity and error checking) and operability (ease of reading, utilization and modification) of the program. Before performing numerical simulation, the code should be verified through experimental results, theoretical solutions, or other available numerical methods to ensure the accuracy of the code in solving practical engineering problems.

In the numerical simulation of a hydrodynamics problem, the governing equations are established through conservation laws which can be expressed using the field variables in the system. For example, mass, momentum and energy should be conserved during system evolution. The details of the conservation laws will be discussed in Chapter 3. By combining these three fundamental conservation laws with the characteristics of the material, the boundary and initial conditions and the behaviour characteristics of the fluid and solid systems can be determined. These physical conservation laws are usually represented by basic mathematical equations, partial differential equations in most cases.

With some exceptions, it is very difficult to compute the analytical solution for ordinary or partial differential equations. The approximation technique usually applied in solid mechanics is to discretise the integral or differential terms of the equations into a set of simple algebra summation formulations first and then adopt these summation formulations to spatially approximate these integral or differential terms. This approximation will generate a series of algebraic equations (or simple ordinary differential equations related only to time). By solving these equations, we will obtain the numerical value of the field function at the discretised point in the time and space frames (such as density, pressure, velocity). The classical solid mechanics numerical simulation includes the following:
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• Governing equations.
• Boundary and initial conditions.
• Discretise the problem domain into a set of individual components.
• Appropriate numerical discretisation method to approximate the governing equations.
• Numerical method on solving the corresponding algebraic equations or ordinary differential equations.

1.2 Limitation of grid-based methods

Numerical methods can be classified as two different types through the different forms of the discretised components, with or without mesh (grid). Classical grid-based methods (i.e. FEM and FDM) have been widely employed and achieved success in different areas of computational solid mechanics. The discretisation techniques adopted are the main methods of domain and numerical discretisation. However, grid-based numerical methods must still confront unavoidable difficulties in some practical applications. In this section, the limitations of grid-based methods will be discussed in detail.

The primary work in grid-based methods is to discretise the problem domain and then generate the mesh. For the methods with Eulerian grids like FDM, it is very difficult to generate a regular mesh for irregular and complex domains. To construct the mesh for a complex geometry domain, additional complicated mathematical transformations are necessary and are sometimes even more complex than the problem itself. This disadvantage makes it difficult to simulate the problems with free surfaces, deformation boundaries or moving interfaces using this method. Eulerian grid-based methods are not sufficient when applied to problems which need to monitor the properties of the material in a fixed geometry domain, such as particulate flows [57]. Similarly, in the methods using a Lagrangian grid like FEM, the mesh generation work usually entails a large computational cost during the numerical simulation. Additionally, it is very important for Lagrangian grid-based methods to simulate large deformation problems which normally require special treatment such as mesh rezoning, which is very complicated and computationally time consuming [26]. This sometimes leads to inaccurate solutions.

When using grid-based numerical methods to simulate hydrodynamic problems such as high velocity impact, the disadvantages of these kind of numerical methods are especially evident. Shock wave propagation in high velocity impact problems behaves like similar phenomena in fluid dynamics when impacting or colliding with objects. Theoretically, motion and high-pressure state equations are the key features used to
describe the material behavior property. Problems like moving material interfaces, large deformations, free surfaces and boundary deformations also exist in high velocity impact simulations. Evidently, they are very difficult to solve when applying grid-based numerical methods [57].

Grid-based methods also face limitations and challenges when the main simulated domain is a series of physical discretised particles rather than a continuum domain, for instance star interactions in astrophysics, atomic movements in an equilibrium or non-equilibrium state, dynamic behaviour of molecules in heat systems, etc. Continuum grid-based numerical methods have no capability to simulate these kinds of discrete systems, but mesh-free methods can.

1.3 Mesh-free methods

There is a new generation of numerical methods, mesh-free methods, which are recognized as a better choice than grid-based numerical methods like FDM and FEM in many applications. The main idea of the mesh-free method is to adopt a set of randomly distributed nodes (particles), which do not need to be connected to each other through the mesh to simulate the problem system. These can then solve all kinds of integral equations or PDEs including the boundary conditions. More accurate and stable numerical solutions can be obtained with this kind of method. Initially, the purpose of studying mesh-free methods is to amend the internal mesh structure of grid-based methods like FDM and FEM in order to make the methods more stable, adaptive and robust. Thus a lot of effort has been spent on problems that can not be solved by traditional FDM and FEM, free-surface boundary deformation, moving interface (for FDM), large deformation (FEM), and the generation of complex mesh and self adaptivity of the mesh (for FEM and FDM) problems [56]. Recently, many mesh-free methods have been applied in the solid, structure and fluid fields. These mesh-free methods have some common points, but the approximation of function and the implementation processes are different. The mesh-free methods can be classified into two types by the forms of the equations: mesh-free based on strong form equations will be introduced in Section 1.3.1 and mesh-free based on weak form equations will be introduced in Section 1.3.2. Section 1.3.3 will provide an overview the combination of mesh-free methods and traditional methods.

1.3.1 Strong form methods

In mesh-free methods based on strong forms, there is no requirement for the integral form when establishing the discretisation system, the advantages are simple implementation, high efficiency of computation and ‘real’ mesh-free, such as the type of
mesh-free collocation methods. However, these methods are not stable and have low accuracy in many cases, especially the problem with irregular distribution of nodes used for governing equations with Neumann boundary conditions, such as problems in solid mechanics with the stress boundary conditions.

Of all mesh-free methods, smoothed particle hydrodynamics (SPH) has proved to be one of the most popular. Standard SPH is a ‘real’ mesh-free method which was first invented to simulate astrophysical phenomena by Lucy, Gingold and Monaghan in 1977 [67, 30], and then widely applied in continuous solid and fluid mechanics. The SPH method and its different variants are among the most popular particle methods in engineering, and have been incorporated into commercial software [53, 88, 110, 111, 69, 100, 87]. The reproducing kernel particle method (RKPM) proposed by Liu and Chen is based on the study of the consistency and reproducing ability of the SPH method [63]. This approach showed better accuracy of the SPH approximation, especially on the boundary. For details of RKPM and its application, see the works of Liu et al., Li and Liu [64, 50].

1.3.2 Weak form methods

Weak form methods such as the element free Galerkin method (EFGM), meshless local Petrov-Galerkin method (MLPGM), point interpolation method (PIM) and material point method (MPM) have better stability and accuracy. The problems with Neumann boundary conditions can be successfully solved by the employment of weak form equations including smooth (integral) operators. However, weak form methods do not represent the real meaning of mesh-free, because they require a background mesh for the integration during the process. Therefore, most of the weak form methods are also called meshless methods, such as EFGM, MPM and MLPGM.

Harlow proposed the particle-in-cell method (PIC) to solve the solid and fluid mechanics in 1957 [38]. Sulsky, Chen and Schreyer develop the material point method (MPM) based on the combination of PIC and FEM in solid mechanics [104]. In the MPM method, the points carry the material information including density, velocity and stress etc. and then the information is mapped to the background mesh to update for next time step. Then the MPM method is generalized using a Petrov-Galerkin discretization scheme by Bardenhagen and Kober and they named this new method the generalized interpolation material point (GIMP) method [6]. Liu et al. invented the Points Interpolation Method (PIM). They focused on solving the singularity of the polynomial PIM method, and propose many different ways of finding a solution [56]. With the employment of the radial primary function (or combined with the polynomial), the problems of local Petrov-Galerkin weak form and Global Galerkin weak form are both solved [54, 116]. Mesh-free methods are also used to develop boundary integral methods, and as a result, to propose boundary mesh-free methods. In this kind of
method, only the boundary of the domain is arranged with particles. Mukherjee and Mukherjee formulated an equation which is based on the employment of the element free Galerkin equation by using moving least square approximation [83, 84]. Gu and Liu proposed the Boundary Point Interpolation Method (BPIM) by applying the Polynomial Point Interpolation Method (PIM) and the Radial Point Interpolation Method. They obtained a set of small discretisation system equations from the property of the Dirac function of PIM shape functions [35].

The Diffuse Element Method (DEM) is one of the weak form methods developed by Nayroles et al., which introduces the moving least square approximations to the Galerkin method [85]. On the basis of the DEM, Belytschko et al. proposed the element free Galerkin method (EFGM), which is now one of the most widely used mesh-free methods [7]. This method can be applied to many solid mechanics problems by the employment of the background mesh through integration. Atluri and Zhu (1998) proposed the Meshless Local Petrov-Galerkin method (MLPG), which computes the integral for the local background mesh [4]. Since the MLPG method does not compute the integral for the global background mesh, it is widely used in the analysis of structure beams and plates, fluid flow problems and many other mechanical problems [3]. These two methods basically transformed the original problem into a local weak formulation and the shape functions were constructed from using the moving least-squares approximation to interpolate the solution variables.

1.3.3 Combination of different methods

In practical applications, one mesh-free method can be used in combination with other mesh-free methods or other traditional grid-based methods to obtain the advantages of different methods. Examples include the combination of SPH and FEM, the element free Galerkin method coupled with the boundary element method (BEM) and the meshless local petrov-Galerkin method can also be applied in combination with BEM or FEM [57]. EFGM can also be coupled with Boundary Point Interpolation Method in solid mechanics [36]. Liu and Gu have proposed the Mesh-Free Weak-Strong method (MWS) based on strong form and local weak form [55]. In this method, the strong form equation is applied on the internal points and the points on the essential boundaries. However, the local weak form (Petrov-Galerkin weak form) equation is only applied on the points near the natural boundaries. Therefore, there is no need to do the numerical integrals for all the internal nodes and the nodes on the essential boundary. The numerical integral operation is only carried out for those nodes on the natural boundary. In other words, this method only needs to arrange the local background mesh for the nodes near the natural boundary. The shape function of the MWS method is set up by local radial point interpolation and moving least square approximations. The final
system matrices are sparse and band matrices, which will improve the computational efficiency. The MWS method preserves the stable solution even with the irregularly distributed nodes while it only has a very coarse mesh in the system in the whole computational process. This makes the method approach the condition fulfillment of a ‘real’ mesh-free method, which obtains stable and accurate results by using irregular distributed nodes for solid mechanics problems.

Most research on mesh-free methods focuses on the complex application of computational solid mechanics and computational fluid dynamics. Since the analysis in mesh-free methods is made of a number of randomly distributed nodes, rather than fixed nodes in mesh-based systems, it is useful to apply mesh-free methods to problems that traditional grid-based methods cannot solve, such as large deformation problems in solid mechanics, oscillation analysis, nonlinear foundation consolidation problems and incompressible flows, etc. The application of the shock wave propagation to impact problems and large deformation problems will be analysed in following chapters.

In this thesis, the discussion will focus on one of the earliest mesh-free methods, the SPH method, which derives from an integral representation to approximate the field function. The SPH method is very similar to the mesh-free methods based on weak form equations [56]. The difference is that the weak form operation of the SPH method is carried out in the function approximation process but in ordinary weak form methods like EFG, MLPG, RKPM, PIM etc., the weak form operation is implemented in the generation process of a discretised system. As the integral representation is applied on a field function, the differential operators of a field function will be passed to the smoothing function (weight function). This reduces the requirement of continuous order to the approximation of a field function. The SPH method has determined that stable numerical results can be obtained by using even randomly distributed points for many large deformation problems [58]. The accuracy of the SPH method is dependent on the selection of the smoothing function to a great degree, which will be discussed in Section 2.2.

1.4 Smoothed Particle Hydrodynamics

1.4.1 Standard SPH method

In the SPH method, the problem system is represented by using a number of particles which have the individual properties of material and the behaviour of each particle follows the principle of conservation governing equations. The SPH method was developed to solve the astrophysical problem in three-dimensional open space [67, 30]. It has been widely investigated and expanded, and then applied to the solid dynamics response problem and fluid dynamics with large deformation.
As a Lagrangian mesh-free method, the SPH method has specific characteristics. Comparing with other traditional numerical methods based on meshes, it has some special advantages, the most outstanding is the self-adaptive character of the SPH method. The self-adaptive character can be obtained in the early stage of field function approximations, which is carried out on the current randomly distributed particles in each time step. Due to this special property of the SPH method, the construction of the SPH equations is not affected by the random distribution of particles. In other words, this method can be applied to solve an extremely large deformation problem. This makes the SPH method both attractive and powerful.

The mesh-free properties of the SPH method can be attributed to the following three factors: firstly, the adaptive character as mentioned above; secondly, the problem domain is represented by particles; finally, the particles are used as the computational frame of the approximations for the field variables. In the process of computation, there is no requirement on a predefined mesh for the SPH approximation to provide connection information between particles. The mesh-free property shows its usefulness especially for those problem that are hard to solve by using traditional FEM and FDM.

As mentioned previously, the SPH method was developed to simulate nonaxisymmetric 3-D phenomena in astrophysics. Because the movement of these points is similar to the movement of fluid or gas, we can use classical Newton conservation laws in this method to solve the dynamics problems.

Apart from the mesh-free and self-adaptive characteristics, another attractive characteristic is the combination of Lagrangian equations and the particle approximation. The SPH particles represent the field variable at the position of the problem domain that makes the method more powerful. The difference between the SPH method and the other mesh-less methods such as PIC, MPM and GIMP methods, lies on the fact that the SPH method does not need the background mesh to calculate spatial derivatives as in the above mentioned methods. On the other hand, the implementation of the SPH method is far simple than other mesh-less methods. It should also be mentioned that it would be difficult for other mesh-less methods using background mesh such as MPM to solve the large deformation problems. This is mainly because of the errors caused by the mesh mapping process when the material points move across several mesh grids in one step. It is necessary for these mesh-less methods to include special treatments and complex correction techniques on the mapping process to solve large deformation problems. However, the implementation process of the SPH method is much simple as the particles of the SPH method carry all the information required for computations. They can move in space and construct the computation frame for solving the partial differential equations based on classical conservation laws without relying on background meshes. This feature makes the SPH method attractive and powerful to solve the large deformation problems.

The core ideas of the SPH method are described by three words: smoothed, particles, hydrodynamics. The first word, smoothed, means to obtain the stable smoothing
approximation by calculating the weighted average of the neighbouring particles. The second word, particles, represents that the property of the basic computational frame in this method is a kind of particle method. The third word, hydrodynamics, refers to this method’s application to hydrodynamical problems. The combination of self-adaptive, particle and Lagrangian characteristics make the SPH method popular in the field of engineering applications.

As mentioned before, since the SPH method is very powerful in introducing the complex physical effects into the SPH equations, the SPH method is widely applied in computational mechanics. When SPH approximations are applied to construct the point-dependent shape function, they can be employed to other areas of mechanics not only classic hydrodynamics. Therefore, Kum et al. [46] and Posch et al. [90] also called the SPH method smoothed particle mechanics.

The early applications of the SPH method were mainly in the field related to fluid dynamics, such as elastic flow, quasi-incompressible flows, gravity currents, flow through porous media, heat conduction, shock simulations, heat transfer and mass flow, etc. [76]. A very important application area is the high velocity impact (HVI) problem caused by high speed particles colliding with space equipment (satellite, space shuttle, space station). In HVI problems, when the shock wave propagates through the body the physical behaviour resembles that of fluid [119, 120]. Libersky, Randles and their collaborators have contributed to the application of the SPH method to impact problems [52, 93, 92]. Another noteworthy application is the explosion phenomena caused by high-efficiency explosives. Swegle and Attaway have studied the feasibility of simulating underwater explosions with the SPH method [106]. Liu et al. simulated a series of explosion phenomena with the SPH method, including the explosion of high-efficiency explosives, underwater shock and the remittance of underwater shock [60, 62, 61].

The SPH method has had many improvements and advances during the application process. Numerical computation has been improved, some internal weaknesses of the SPH method are pointed out as well as the corrective technique and improvement method. Swegle et al. pointed out the problem of tensile instability for a material with strength [105]; Morris has solved the inconsistency problem of particles which leads to the lower accuracy to the SPH method [81]. Monaghan has introduced a symmetrised equation with better performances [78] for the method. Liu and Chen have proposed the Reproducing Kernel Particle Method (RKPM) which can bring higher accuracy in particle approximation [63]. Chen et al. developed a Corrective Smoothed Particle Method (CSPM), which brings better accuracy for both inside the problem domain and near boundary areas [16, 17]. Other famous corrected and revised SPH methods include: moving least square particle hydrodynamics (MLSPH) by Dilts [21, 22] and corrected integration kernel by Bonet and Kulasegaram [11]. An open SPH code, called SPHysics, was developed by Gomez-Gesteira et al. [32] in 2007 and improved into several versions in recent years. Rogers et al. adopted the open-source code
SPHysics combining with a Riemann solver-based formulation to simulate the caisson breakwater movement [97]. Currently, SPHysics code can simulate general dynamics problems very well [53, 88, 110, 111, 69, 100, 87].

Libersky and Petschek extended the SPH method to solid Mechanics [51, 52]. This method was then applied to simulate the fracture of brittle solids by Benz and Asphaug [9] and metal forming by Bonet and Kulasegaram [11]. In the application of simulating large deformation and impulsive loading, the SPH method is powerful and attractive. In recent years, some correction and improvement has been developed to restore the consistency of the method and enhance its accuracy. These modifications have generated many versions of the SPH method and corresponding equations. Randles and Libersky [94] have applied the stress point method, which was developed by Dyka and Ingel [24], to multi-dimensional space problems; this improved the tensile instability problem and zero energy mode problem.

Although the SPH method has been applied to different fields, there are still many problems which need further investigation, especially this method’s numerical analysis with its mesh-free nature; the techniques that were developed from grid-based Euler or Lagrangian methods are not suitable to be directly applied in the SPH method.

SPH is a method ideally suited for dynamics with large nonlinear deformation, the SPH system is to be solved for a time interval endowed with given initial properties and boundary conditions. The information on each particle in the problem domain is updated by time integration. To simulate the time integration, the time interval is discretised into several steps. Explicit time stepping schemes can be chosen for ordinary partial equations (ODEs) in the SPH method [58]. It should be stressed that, because explicit time stepping schemes evaluate explicitly the right-hand side of the ODEs, then it has to satisfy a stability condition. This stability criterion can be based on the Courant-Friedrichs-Levy (CFL) condition. This leads to the small size of the time step in the SPH method and limits the efficiency of the method: the large number of time steps will lead to error accumulation, and the accuracy of the SPH method will also be affected.

1.4.2 Adaptive SPH method

In some real engineering applications, only part of the problem domain has dynamic behaviour (i.e. change of velocity, stress or temperature) during a certain time. For example, consider a beam in the shock wave propagation problem, which is fixed at the right end, the loading velocity is at the left end of the beam. The right part of the beam will not receive the dynamic information until the propagation of the shock wave reaches the right end. In this situation, the properties of the particles in the right part of the beam are not the feature of interest but will still need to be calculated, this is time consuming and limits the efficiency of the SPH method.
For this reason, a new version of the SPH method with a time-varying particle distribution, called the Adaptive SPH method (ASPH), is attractive. Kitsionas and Whitworth first implement a particle splitting method to the classical SPH method for the astrophysics problem in 2002 [44]. Due to the adaptivity property of the particle distribution in the ASPH method, the accuracy of the method is increased using a relatively smaller number of particles compared to the standard SPH method. Then Lopez applied the Adaptive Particle Splitting (APS) technique, which is the basic concept of Adaptive Mesh Refinement (AMR) being adopted on the particle methods, for the SPH method in fluid flow simulations [65]. Although the APS technique is not as mature as the AMR technique, it is still worth studied, improved and applied to the SPH method to obtain the new Adaptive SPH algorithm.

Omidvar et al. applied variable mass particle distribution to simulate 2D and 3D fluid dynamic problems [87, 88] through the SPH method and Lastiwka et al. presented a more general algorithm with particle insertion and removal for the SPH method based on this [48]. Feldman and Bonet developed a dynamic particle refinement algorithm for the SPH method [27]. Then Vacondio et al. expanded the method with splitting and coalescing techniques on fluid dynamics [108, 109, 110]. Spreng et al. then applied the adaptive discretization algorithm for the SPH method on solid mechanics [101]. Lopez et al. expanded the application of the particle refinement in SPH from fluid to non-cohesive soil model. [66].

A new refinement procedure is developed by Barcarolo et al. [5]. In their work, the mother particle is not removed but turned off by an operator and daughter particles are turned on when they are created. One of the key points in the particle refinement technique is the varying smoothing length, which can then be adopted as the adaptive smoothing length for this new algorithm, unlike the method proposed by Shapiro et al. [98] and Owen et al. [89], which only focuses on the adaptive kernel estimation. The adaptive SPH algorithm studied by the above researchers includes not only the adaptive kernel estimation but also the adaptive number and distribution of particles during the time integration process. Since the size of time step depends on the particle spacing, the time step will become smaller after the particle splitting. A smaller time step should be chosen for all particles after the splitting process in previous ASPH simulations [5]. In this thesis, the work will focus on improve the efficiency and stability of the standard SPH and ASPH methods.

1.5 Purpose of the thesis

There is significant interest in the SPH method and its application in solid mechanics. Comparison with traditional grid-based methods (FEM and FDM, etc.) shows the SPH method to have these benefits:
• The SPH method can perform better solution in several application areas than using some traditional grid-based methods, such as FEM and FDM. For example Jankowiak and Lodygowski compared the SPH and FEM simulations on the blast impact problem and obtain the conclusion that SPH is more suitable for this problem [42]. Bui et al. investigated the advantages of SPH for simulating the discontinuous soil failure problems comparing with the FEM and LEMs methods [13].

• The SPH method can be widely applied in several areas, from micro-scale to astronomical problems. It can solve both discretised and continuum systems.

• The SPH method is one of the oldest mesh-free particle methods and approaching maturity. A variety of modifications and corrections have been developed to improve the performance of the method in the engineering practical applications.

However, there are still limitations to the method during engineering practical application and science research, as mentioned in the last section. The limitations which will be solved for the SPH method in this thesis can be summarised as following:

• The explicit SPH method is limited by the CFL condition. The small size of the time step will influence the efficiency and accuracy of this method.

• Increasing the number of particles can result in higher accuracy of the method but lower efficiency, since the entire domain may not need a uniform distribution of particles to simulate the physical behaviour.

The emphasis of this thesis will be on the improvement and modification of the SPH method to solve the problems presented above. A combination of the Runge-Kutta Chebyshev time stepping scheme and the SPH method will be introduced in this thesis to increase the size of the time step and also demonstrate the accuracy of this method. A new form of the ASPH method will be developed for the application of elastodynamics to improve the efficiency of the method and save computational cost during the analysis. Some applications, which are difficult for FEM and FDM, will also be presented in detail, such as the shock wave problem and large deformation problem.

The basics of the SPH method will be introduced in Chapter 2. The method of kernel approximation and the particle discretisation will be discussed in this chapter. Different smoothing functions will be introduced for different usages. The treatment for the boundary accuracy problem will also be solved by using a correction form for the SPH approximation of the system properties and their spatial derivatives. Three different neighbouring particle searching methods are discussed.
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In Chapter 3, the discussion will focus on applying the SPH approximation concept to the dynamics problem. First both Eulerian and Lagrangian approaches are introduced. The SPH method belongs to the Lagrangian numerical method. The governing equations are derived for the dynamics problems using the classical conservation laws. The stress tensor calculation is derived through Hooke’s law, then the governing equations and the stress tensor for each particle are represented in the SPH approximation form. In addition, the special treatments for the SPH method to improve its performance will also be discussed in this chapter, such as boundary condition treatment, artificial viscosity and a treatment for tensile instability. The SPH system with the special treatments will be summarised at the end of Chapter 3.

One of the key improvements for the application of the SPH method is discussed in Chapter 4, the Runge-Kutta Chebyshev time stepping scheme. The importance of the time stepping scheme for the numerical methods will be presented. The classical Euler and Runge-Kutta family time integration algorithms are discussed here, including the error analysis for each scheme. Finally, the Runge-Kutta Chebyshev (RKC) time integration algorithm, which is developed by Verwer [112], will be proposed for the SPH method to improve its performance.

The application of the SPH method combined with the RKC time integration scheme will focus on the shock wave propagation problem and large deformation problems in elastodynamics, which are challenging for traditional numerical methods, such as FEM and FDM. These applications will be presented in Chapter 5.

A new algorithm of the SPH method will be proposed in Chapter 6, which is referred to as time-space adaptive smoothed particle hydrodynamics in this thesis. The smoothing length in the time-space ASPH method is varying with the adaptive particle spacing. The calculation of the SPH approximation with varying smoothing length is first raised by Monaghan [71, 73]. Omidvar et al. also applied variable mass particle distribution to simulate 2D and 3D fluid dynamic problems [87, 88]. However Monaghan and Omidvar et al. only considered the situation of disorder distribution particles caused by partly compression or tension in fluid dynamics with all initial uniform particle distribution. Then Vacondio et al. expanded the method with splitting and coalescing techniques on fluid dynamics [110]. In this thesis, the time-space ASPH is developed in which the distribution of the particles and the stages in one step is adjusted during the time integration. The techniques of particles splitting and merging will be introduced and then the algorithm is applied to elastodynamics. The details about this new algorithm will be shown in Chapter 6.

Chapter 7 summarises the contribution of this thesis: the combination of the RKC method to improve the stability and efficiency of the SPH method, proposing a new time-space ASPH algorithm and its applications. The potential future work of the method is then explored along with suggestions of where further modifications might be made to improve the method in engineering practical applications.
Chapter 2

Smoothed particle hydrodynamics

Introduction

The Smoothed Particle Hydrodynamics (SPH) method was first developed by Lucy, and Gingold and Monaghan [67, 30]. In this method, the continuum domain is discretised into particles which carry the field variables. These variables are calculated from the contribution of the neighbouring particles by means of a kernel function. The SPH method is a true mesh-free method based on the transformation of differential equations into integral ones which are then discretised using a distribution of moving particles. It is traditionally applied to modeling fluid flows. In recent years, there has been a growing interest in applying the SPH method to solid mechanics problems. The main feature of the SPH method is that it is a particle-based technique and does not require any underlying grid structure to represent the problem geometry. This feature makes the SPH avoid the disadvantage ideally associated with traditional mesh-based methods (FEM, FVM and BEM), for example, maintaining mesh integrity and quality under large deformation. The mesh-free nature of the SPH method makes it ideally suit to model processes that involve large deformations and discontinuities, fracture and fragmentation, metal forming, etc. It produces good results in many applications in both fluid and solid mechanics.

The primary concept and the essential formulations of the SPH method are discussed to understand the various ingredients of the SPH method. The SPH method is developed to simulate the hydrodynamic problems with a set of partial differential equations (PDE). Normally, it is difficult to get an exact solution of the PDEs except for some simple cases. Therefore, the basic SPH concept for the hydrodynamic problem is to first discretise the continuous problem domain defined by the PDE into particles and then approximate the solution function and its derivatives for each particle. After the function approximation, the PDE can be transformed into a set of ordinary differential equations (ODE) which are solved by each individual particle.
2.1 Kernel approximation

2.1.1 Kernel approximation of a function

In the SPH method, a kernel approximation is applied to a function and its spatial derivatives by using smoothing functions (also called weight functions). The kernel approximation can be derived by beginning with the Dirac function,

\[ f(x) = \int_{V} f(x') \delta(x - x') dx', \tag{2.1} \]

where \( f \) is a spatially dependent function with respect to \( x \) and \( \delta(x - x') \) is the Dirac Delta function. \( x' \) and \( x \) indicate points with respect to the integral volume \( V \).

\[ \delta(x - x') = \begin{cases} 1, & x = x', \\ 0, & x \neq x'. \end{cases} \tag{2.2} \]

Equation (2.1) indicates that a certain function could be rewritten into integral form by using the Dirac delta function, under the condition that \( f(x) \) is continuous in the integral volume \( V \) [58].

Since the Dirac delta function has only one point in the domain, it cannot be applied to construct discrete numerical models. However, if the point is enlarged to be an area of radius \( \kappa h \), (where \( h \) is the smoothing length discussed later and \( \kappa \) is the number of smoothing lengths that defines the radius of compact support), we can assume the total integral of the points in this finite area is 1. Then the kernel approximation of a function \( f(x) \) can be expressed by replacing the Delta function with a smoothing function \( W(x - x', h) \),

\[ < f(x) > = \int_{V} f(x') W(x - x', h) dx'. \tag{2.3} \]
It can be noted that $W(x - x', h)$ is also known as the smoothing function and $\kappa h$ is the radius of the influence area. The Dirac function can be considered as a special case of this function. Here $\langle f(x) \rangle$ indicates an approximation to $f(x)$ and $x'$ is a random point in the integral region. Since the smoothing function is not exactly a Dirac function, the integral form of the function $f(x)$ can only be an approximation, except for some special cases. It is worth noting that $h$ is the smoothing length, which defines the size of the influence domain of the smoothing function and $\kappa$ is the number of smoothing lengths in the influence domain (the factor $\kappa$ is fixed for one particular smoothing function). The smoothing length is empirically chosen from 0.8 to 1.8 times of the initial particle spacing for different application problems [58]. El-Gammal et al. [26] also investigated the influence of smoothing length in 2013.

The kernel approximation is proven to have a second-order accuracy [73, 76]. This can be simply derived by applying the Taylor series to Equation (2.3) shown as (2.4). There are several special properties of smoothing functions which will be discussed in detail in Section 2.2. The smoothing function has the normalization condition ($\int W(x - x', h) dx' = 1$) and is an even function. The support domain of the smoothing function is $|x' - x| \leq \kappa h$ ($\kappa$ is the scaling factor) and the value should be zero when $|x' - x| > \kappa h$. This property is named the compact support condition. Therefore, the integration domain $V$ is the same as the support domain. The errors of kernel approximation can be identified by applying a Taylor series to the function $f(x')$ around the point $x' = x$. This then gives us,

$$\langle f(x) \rangle = f(x) + O(h^2),$$  \hspace{1cm} (2.6)

Normally, for a small value of $h$, the term $O(h^2)$ can be ignored, giving,

$$f(x) = \int_V f(x') W(x - x', h) dx'.$$  \hspace{1cm} (2.7)
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2.1.2 Kernel approximation of the derivatives

The kernel approximation of a function’s derivative can be obtained by replacing \( f(x) \) with \( \nabla f(x) \) in equation (2.7) (where \( \nabla = \left[ \frac{\partial}{\partial x} \frac{\partial}{\partial y} \frac{\partial}{\partial z} \right] \)),

\[
< \nabla f(x) >= \int_V \nabla f(x') W(x - x', h) dx',
\]

where the term on the right hand side \( \left( \nabla f(x') W(x - x', h) \right) \) is found using the product rule,

\[
\nabla \left( f(x') W(x - x', h) \right) = \nabla f(x') W(x - x', h) + f(x') \nabla W(x - x', h). \tag{2.9a}
\]

Then we find,

\[
\nabla f(x') W(x - x', h) = \nabla f(x') W(x - x', h) - f(x') \nabla W(x - x', h). \tag{2.9b}
\]

Combining Equations (2.8) and (2.9), a function derivative kernel approximation can be represented as,

\[
< \nabla f(x) >= \int_V \nabla f(x') W(x - x', h) dx' - \int_V f(x') \nabla W(x - x', h) dx'. \tag{2.10}
\]

The first term on the right-hand side in equation (2.10) can be rewritten into an integration on the surface \( S \) of the original domain \( V \) by using the Divergence Theorem. Then Equation (2.10) becomes,

\[
< \nabla f(x) >= \oint_S \left( f(x') W(x - x', h) \right) \cdot \mathbf{n} dS - \int_V f(x') \nabla W(x - x', h) dx', \tag{2.11}
\]

where \( \mathbf{n} \) is the unit vector normal to the surface \( S \). Since the smoothing function includes the compact condition and is continuous in the domain, the value of the smoothing function on the surface of the domain is zero. Hence, the first integral term of (2.11) is zero, and

\[
< \nabla f(x) >= - \int_V f(x') \nabla W(x - x', h) dx'. \tag{2.12}
\]

Here the differential operation can be seen to be transferred from the function to the smoothing function in the kernel approximation. In other words, a function spatial gradient kernel approximation can be represented by the integration of the product of the function’s value and the smoothing function spatial derivative.
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Similar to determining the accuracy of the kernel approximation of a function, the accuracy of the kernel approximation of its derivative can be determined by using the Taylor series expansion on $\nabla(f(x'))$ around $x' = x$,

$$ < \nabla(f(x)) > = \int_V \left( \nabla(f(x)) + \nabla(f(x))' (x' - x) + O((x' - x)^2) \right) W(x - x', h) dx' \quad (2.13) $$

$$ = \nabla(f(x)) \int_V W(x - x', h) dx' + \nabla(f(x))' \int_V (x' - x) W(x - x', h) dx' + O(h^2). $$

Since $W(x - x', h)$ is an even function, $(x' - x)W(x - x', h)$ will be an odd function. Hence the integration of $(x' - x)W(x - x', h)$ with its complete support domain will be zero. Combining with $\int_V W(x - x', h) dx' = 1$ it can be seen that the kernel approximation of a function’s derivative has a second-order accuracy, i.e.

$$ < \nabla(f(x)) > = \nabla(f(x)) + O(h^2). \quad (2.14) $$

Once again the term $O(h^2)$ can be ignored, and combining (2.12) and (2.14) we find,

$$ \nabla(f(x)) = - \int_V f(x') \nabla(W(x - x', h)) dx'. \quad (2.15) $$

Therefore the kernel approximation of higher order derivatives can be achieved by recursively using (2.15) with regards to the first-order derivative of its next lowest order derivative. Since a function’s kernel approximation and its derivatives all have second order accuracy, the SPH method is referred to as a second-order accurate method. Note that (2.6) and (2.14) are true only when the problem domain $V$ contains the support domain of the smoothing function $(|x' - x| \leq \kappa h)$ as shown in Figure 2.1(a). However, it is possible that the computational domain intersects the support domain of the smoothing function as shown in Figure 2.1(b), where the support domain is cut by the boundary of the problem domain. In this case, the integration of the smoothing function with respect to $x$ will not be unity and Equation (2.5) will not be satisfied. The SPH kernel approximation does not necessarily have second-order accuracy in this case. This issue is called boundary accuracy and will be discussed in more detail in Section 2.4.

2.2 Smoothing functions

Effective approximation is a major issue of mesh-free methods. The SPH method adopts the weighting function (also called smoothing function) to establish the kernel approximation. The smoothing function not only represents particle interpolation for the research object but also defines how a particle influences others and gives the influencing area (support area or domain) of the particle. The choice of the smoothing function in the SPH method strongly affects the accuracy of the approximation. Many
researchers have studied the properties and requirements of smoothing functions to improve the performance of the SPH method. Different smoothing functions have been adopted in the SPH method in the literature [28, 29, 80, 81]. Various properties and requirements for smoothing functions have been discussed in different situations in these papers. However, all smoothing functions should satisfy some basic requirements:

1. The smoothing function should be normalised over its support area, which means that the integration of a smoothing function over the support domain is *Unity* i.e.,

\[ \int_V W(x - x', h)dx' = 1. \]  \hspace{1cm} (2.16)

2. Compact condition: The weight function should only be supported in a reduced ‘support domain’,

\[ W(x - x') = 0 \quad \text{when} \quad |x - x'| > \kappa h, \]  \hspace{1cm} (2.17)

where \( h \) is the smoothing length, \( \kappa \) is a scaling factor and represents the spread of the smoothing function. \( |x - x'| \leq \kappa h \) indicates the dimensions of the influence area at point \( x \). This property transfers the global problem domain into the local support domain of the smoothing function. This property is also called *compact support*.

3. Values of the smoothing function in the support domain at any point \( x \) should be positive (i.e. \( W(x - x') \geq 0 \)). It is not a necessary requirement mathematically for convergence but is important to ensure the physical meaning for some physical phenomena. In SPH simulations of real hydrodynamics problems, negative values of smoothing functions would lead to problematic consequences, for example negative density or energy. This property is called *positivity*. 

---

**Figure 2.1:** (a) Computational domain contains the support domain of the smoothing function. (b) Computational domain intersects with the support domain of the smoothing function.
4. The value of the smoothing function at particle \( x = x' \) should be at the peak point. The field value of particles in the support domain should have decreased with the distance away from the associated particle. In other words, particles near the associated particle will have more influence than those far away from the considered particle. This property is called \textit{decay}.

5. The smoothing function should satisfy the Dirac Delta function property when the smoothing length approaches zero,
\[
\lim_{h \to 0} W(x - x', h) = \delta(x - x').
\] (2.18)
This delivers the real function value when the smoothing length tends to zero \((< f(x) > = f(x) \text{ when } h \to 0)\), and is called the \textit{Delta function property}.

6. The smoothing function should be symmetric, which means that it has to be an even function. In other words, particles at the same distance but different positions have the same influence on the associated particle. This property is called the \textit{symmetric property}.

7. The smoothing function should be sufficiently smooth. For the kernel approximation of a function and its derivative, a smoother weight function can bring higher accuracy to the approximation and better numerical stability. When the smoothing function is smoother, it leaves less room for the errors of a kernel approximation caused by irregularly spaced particles. This property is called \textit{smoothness}.

Any function satisfying the requirements above can be regarded as a smoothing function. Several commonly used smoothing functions are presented below. These smoothing functions and their spatial derivatives are shown in Figure 2.2 and Figure 2.3.

The smoothing function adopted by Lucy in the original SPH paper [67] is the Bell-shaped function,
\[
W(R, h) = \alpha_d \begin{cases} 
(1 + 3R)(1 - R)^3 & R \leq 1, \\
0 & R > 1, 
\end{cases}
\] (2.19)
where \( R \) is the relative distance between two particles at points \( x \) and \( x' \), \( R = \frac{r}{h} = \frac{|x - x'|}{h} \). \( \alpha_d \) equals \( \frac{5}{4h}, \frac{5}{\pi h^2} \) and \( \frac{105}{16 \pi h^3} \) respectively in one-, two- and three-dimensional space. In Figure 2.2, the one-dimensional case is shown for \( h = 1 \). For two- and three-dimensional problems, \( (x - x') \) becomes the \( L_2 \)-norm of the vector difference between the two locations.

The Gaussian function has also been selected as a smoothing function by Gingold and Monaghan [30] in Figure 2.2. The authors first applied this smoothing function to simulate non-spherical stars,
\[
W(R, h) = \alpha_d e^{-R^2},
\] (2.20)
where $\alpha_d$ equals $\frac{1}{\sqrt{\pi h}}$, $\frac{1}{\pi h^2}$ and $\frac{1}{\pi^2 h^3}$ respectively in one-, two- and three-dimensional space. The Gaussian function has a sufficiently high smoothness even for high orders of derivatives. This property makes the approximation very stable and gives high accuracy on disordered distributions of particles. However, the function does not satisfy the compact support condition. The value of the function never reaches zero theoretically unless $R$ equals infinity. However, since the function numerically approaches zero very fast, the error caused by the kernel approximation can almost be ignored. However these non-zero values can lead to higher computational cost as there are more particles inside the support domain with very small values.

One of the most popular smoothing functions is the cubic B-spline function, which was first used by Monaghan and Lattanzio [78] shown in Figure 2.2,

$$W(R, h) = \alpha_d \begin{cases} 
\frac{2}{3} - R^2 + \frac{1}{2}R^3, & R \leq 1, \\
\frac{1}{6}(2 - R)^3, & 1 \leq R \leq 2, \\
0, & R > 2,
\end{cases}$$ (2.21)
Figure 2.3: The spatial derivatives of different commonly used smoothing functions.

where $\alpha_d$ equals $\frac{1}{h}$, $\frac{15}{7\pi h^2}$ and $\frac{3}{2\pi h^3}$ respectively in one-, two- and three-dimensional space. This function has been most widely applied in previous SPH literature, because its curve is close to the Gaussian function but has a completely compact support. However, the second derivative of this function is a linear piecewise function, not a smooth function and can lead to a loss of stability of the SPH method compared to other smoothing functions.

Johnson et al. developed a quadratic smoothing function to simulate high velocity impact problems [43] in 1996.

$$W(R, h) = \alpha_d \begin{cases} \frac{3}{16}R^2 - \frac{3}{4}R + \frac{3}{4}, & R \leq 2, \\ 0, & R > 2, \end{cases} \tag{2.22}$$

where $\alpha_d$ equals $\frac{1}{h}$, $\frac{2}{\pi h^2}$ and $\frac{5}{4\pi h^3}$ respectively in one-, two- and three-dimensional space. The derivative of the quadratic smoothing function increases as particles move closer and decreases as particles move apart. The authors believed the application of this smoothing function brought an improvement over the cubic spline function. It
can solve the compressive instability problem, because of the rate of repulsive force between particles increasing as particles moving closer.

Liu et al. developed an algorithm to construct a smoothing function to meet different requirements [59]. A new quartic smoothing function was constructed to demonstrate the advantage and effectiveness of the algorithm, i.e.

\[
W(R, h) = \alpha_d \begin{cases} 
\frac{2}{3} - \frac{9}{8} R^2 + \frac{19}{24} R^3 - \frac{5}{32} R^4, & R \leq 2, \\
0 & R > 2,
\end{cases}
\]  

(2.23)

where \( \alpha_d \) equals \( \frac{1}{h} \), \( \frac{15}{7\pi h^2} \) and \( \frac{315}{208\pi h^3} \) respectively in one-, two- and three-dimensional cases. The behaviour of this smoothing function and its spatial derivative are very close to the cubic B-spline function as shown in Figure 2.4, but is has smoother second order derivatives. Liu et al. [59] thought that this smoothing function could bring stable SPH simulations.

### 2.3 Particle approximation

In the SPH method, the continuum domain is discretised into a set of particles. These particles carry their individual physical properties to present the physical system. For
example, particles carry volume to represent the integral finite small volume such as the mass and density. The integral form of a function and its derivative (Equations (2.7) and (2.15)) can also be transformed to the discretised form as a summation of all the particles in the support domain. This is the second key step of the SPH concept, which is called particle approximation. This step is carried out by using the smoothing functions and the properties of particles. The term $d\mathbf{x}'$ in Equation (2.7) is determined to be an infinitesimal segment, area and volume in one-, two- and three-dimensional cases respectively. Equation (2.7) can be represented in a common form for any dimensional problem,

$$f(\mathbf{x}_i) = \int_V f(\mathbf{x}_j)W(\mathbf{x}_i - \mathbf{x}_j, h)dV_j,$$  

(2.24a)

where $\mathbf{x}_i$ and $\mathbf{x}_j$ indicate the locations of particles $i$ and $j$, the same as $\mathbf{x}$ and $\mathbf{x}'$ in Equation (2.7), and $dV_j$ is a common representation of $d\mathbf{x}'$. The integral form can be approximated by a summation form by discretising the domain into a finite number of particles,

$$f_i = \sum_{j=1}^{N} f_j W_{ij} \Delta V_j,$$  

(2.24b)

where $f_i$, $f_j$ and $W_{ij}$ are abbreviations for $f(\mathbf{x}_i)$, $f(\mathbf{x}_j)$ and $W(\mathbf{x}_i - \mathbf{x}_j, h)$ respectively. The subscript $j$ indicates a neighbouring particle of the considered particle $i$; $\Delta V_j$ indicates the volume of the particle $j$; $N$ is the number of particles within the support domain $V$. The finite volume $\Delta V_j$ of particle $j$ can be calculated by the mass $m_j$ and

Figure 2.5: Particle approximation by smoothing function $W$ in support domain $V$ with radius $\kappa h$. (a) Top view of the problem domain and the support domain of the smoothing function. (b) The surface of the smoothing function in a two-dimensional case.
density \( \rho_j \) of particles by relating them to physical phenomena,

\[
\Delta V_j = \frac{m_j}{\rho_j}.
\]  

(2.25)

Combining Equations (2.24) and (2.25), the discretised form of the kernel approximation can be found as

\[
f_i = \sum_{j=1}^{N} \frac{m_j}{\rho_j} f_j W_{ij}.
\]  

(2.26)

This formula states that the value of the function at the position of particle \( i \) is the summation of contributions of neighbouring particles \( j \) in the support domain.

The particle approximation of a function’s derivative can be achieved by following, the same process as Equation (2.15), i.e.

\[
\nabla (f(x_i)) = -\int_V f(x_j) \frac{\partial W(x_i - x_j, h)}{\partial x_j} dx_j 
\]

\[
= \int_V f(x_j) \frac{\partial W(x_i - x_j, h)}{\partial x_i} dx_j
\]

\[
\simeq \sum_{j=1}^{N} f(x_j) \frac{\partial W(x_i - x_j, h)}{\partial x_i} \Delta V_j
\]

\[
= \sum_{j=1}^{N} \frac{m_j}{\rho_j} f(x_j) \frac{\partial W(x_i - x_j, h)}{\partial x_i},
\]

or

\[
\nabla f_i = \sum_{j=1}^{N} \frac{m_j}{\rho_j} f_j \nabla_i W_{ij},
\]  

(2.28)

where

\[
\nabla_i W_{ij} = \frac{x_i - x_j}{R_{ij}} \frac{\partial W_{ij}}{\partial R_{ij}} = \frac{x_{ij}}{R_{ij}} \frac{\partial W_{ij}}{\partial R_{ij}}.
\]  

(2.29)

In the second line of Equation (2.27), the minus sign can be removed because the derivative of \( W(x_i - x_j, h) \) is an odd function and

\[
\frac{\partial W(x_i - x_j, h)}{\partial x_j} = -\frac{\partial W(x_i - x_j, h)}{\partial x_i}.
\]

Equation (2.28) once again shows that the spatial derivative operator is transformed from the variables on particle \( i \) to the smoothing function by summing the contribution of variables on all the neighbouring particles in the support domain.

It can be noted that the leading truncation error term of the SPH approximation is \( O(h^2) \). The finiteness of the kernel approximation support means that only a limited
number of neighbouring particles play a role in all the sums of conservation equations. This is used to reduce the computational time by building a linked list between particles.

Using particle approximation in Equations (2.26) and (2.28), we can transform the continuous integral representation of a function and its derivatives into the discretised summation form through a finite number of particles. Obviously, the application of particle approximation by discretising integration into a summation form plays an essential role in making the SPH method purely mesh-free.

### 2.4 Boundary accuracy

#### 2.4.1 Correction forms

As mentioned in Section 2.1, the SPH approximation will not have second order accuracy when the problem domain intersects with the support domain of a smoothing function; for example, when the support domain is cut by the boundary of the problem domain. It is clear that for a particle near a domain boundary, the support domain may lack sufficient neighbouring particles, as shown in Figure 2.6. Equation (2.5) will not be satisfied, and consequently Equation (2.14) will not be true. Therefore, particles near the boundary will affect the accuracy of the SPH method. In this section, this 'boundary accuracy' problem will be discussed and a correction method to be applied to the approximation function will be introduced to overcome this drawback [11].

![Figure 2.6](image-url)
The correction forms are based on the \textit{Unity} property of the smoothing function as mentioned in Section 2.2. In other words, the sum of the volumes of neighbouring particles multiplied by the values of the smoothing function should be one, when particle \( i \) is not near the problem boundary,

\[
\sum_{j=1}^{N} \frac{m_j}{\rho_j} W_{ij} = 1. \tag{2.30}
\]

When a particle is near the boundary, Equation (2.30) is not met. To ensure the unity property of the smoothing function in the SPH method for all particles, we use the original representation (2.26), divide the correction form (left-hand side of equation (2.30)) and obtain a new form particle approximation in the SPH method.

\[
f_i = \frac{\sum_{j=1}^{N} \frac{m_j}{\rho_j} f_j W_{ij}}{\sum_{j=1}^{N} \frac{m_j}{\rho_j} W_{ij}} = \sum_{j=1}^{N} \frac{m_j}{\rho_j} f_j \tilde{W}_{ij}, \tag{2.31a}
\]

where \( \tilde{W}_{ij} \) gives the correction form of the smoothing function,

\[
\tilde{W}_{ij} = \frac{W_{ij}}{\sum_{j=1}^{N} \frac{m_j}{\rho_j} W_{ij}}. \tag{2.31b}
\]

Equation (2.31b) ensures that the correction form works only when particle \( i \) is near the domain boundary; when particle \( i \) is inside the problem domain we will find \( \tilde{W}_{ij} = W_{ij} \).

For the spatial derivative of a function, accuracy is also influenced by the boundary accuracy problem. To solve this, a correction form for the derivative is used. We know the spatial derivatives of functions \( a(x) = x \) and \( b(x) = 1 \) are \( \nabla (a(x)) = \frac{\partial}{\partial x} = 1 \) and \( \nabla (b(x)) = \frac{\partial}{\partial x} = 0 \) respectively. Combining these two equations with the equation (2.28) we obtain,

\[
\nabla x_i = \sum_{j=1}^{N} \frac{m_j}{\rho_j} x_j \nabla W_{ij} = 1, \tag{2.32a}
\]

and

\[
x_i \nabla 1 = x_i \sum_{j=1}^{N} \frac{m_j}{\rho_j} \nabla W_{ij} = \sum_{j=1}^{N} \frac{m_j}{\rho_j} x_i \nabla W_{ij} = 0. \tag{2.32b}
\]

Combining these two equations we find

\[
\sum_{j=1}^{N} \frac{m_j}{\rho_j} (x_j - x_i) \nabla W_{ij} = 1. \tag{2.32c}
\]
However, equations (2.32) are also based on the unity condition of the smoothing function. When the particle is near the boundary, the accuracy of the particle approximation (2.28) will not be second-order and neither Equation (2.16) nor Equation (2.32c) will be satisfied. We solve this problem in the same way as before, using the original representation (2.28) and divided by the spatial correction form (2.32c) to obtain a new spatial particle approximation for derivatives,

\[
\nabla f_i = \frac{\sum_{j=1}^{N} m_j f_j \nabla W_{ij}}{\sum_{j=1}^{N} m_j \rho_j (x_j - x_i) \nabla W_{ij}} = \sum_{j=1}^{N} \frac{m_j f_j \nabla \tilde{W}_{ij}}{\rho_j}.
\]

(2.33a)

The difference and summation of the variables on the two particles can also be taken to obtain the spatial derivative result,

\[
\nabla f_i = \sum_{j=1}^{N} \frac{m_j (f_j - f_i) \nabla \tilde{W}_{ij}}{\rho_j}.
\]

(2.33b)

\[
\nabla f_i = \sum_{j=1}^{N} \frac{m_j (f_j + f_i) \nabla \tilde{W}_{ij}}{\rho_j}.
\]

(2.33c)

where

\[
\nabla \tilde{W}_{ij} = \frac{\nabla W_{ij}}{\sum_{j=1}^{N} m_j (x_j - x_i) \nabla W_{ij}}
\]

(2.33d)

This is the correction representation of the spatial derivative of the smoothing function. When particle \( i \) inside the problem domain is far away from the boundary, we find \( \nabla \tilde{W}_{ij} = \nabla W_{ij} \). This correction form for derivatives ensures that Equation (2.33d) works only when particle \( i \) is near the domain boundary. Equation (2.33d) now contains a denominator which is different for each particle which destroys the strict conservation properties of SPH.

### 2.4.2 Examples

In order to present the difference between original particle approximations (2.26) and (2.28) and the correction form of particle approximations (2.31) and (2.33), a simple example is shown here to demonstrate the benefit brought by the correction forms.

For a 1-D problem with a function \( g(x) \), first derivative \( \nabla g(x) \) and boundary \( 0 \leq x \leq 1 \),

\[
g(x) = (x - 0.5)^5,
\]

(2.34a)
CHAPTER 2. SMOOTHED PARTICLE HYDRODYNAMICS

\[ \nabla g(x) = 5(x - 0.5)^4. \]  

(2.34b)

First, we discretise the problem domain \([0, 1]\) for the function \(g(x)\) into 21 particles. Since this is a one dimensional problem, the volume of each particle should be a segment. The volume of each particle can be calculated by \(\Delta V = \Delta x = 0.05\). Note that the cubic B-Spline function has been chosen as the smoothing function in this thesis with \(\kappa = 2\) and the value of the \(\alpha_d\) depends on the dimension of the problem and the smoothing length (\(\alpha_d\) equals \(\frac{1}{h}\), \(\frac{15}{7\pi h^2}\), and \(\frac{3}{2\pi h^3}\) respectively in one-, two- and three-dimensional space). Since the summation of the volumes of neighboring particles multiplied by the values of the smoothing function is one (\(\sum \Delta x W_{ij} = 1\)) when \(h = \Delta x\) in the cubic B-Spline function, the smoothing length is chosen to be the same as the spacing of the particles (\(h = \Delta x\)). Thus the value of \(\alpha_d\) is \(\frac{1}{h} = 20\) in this example.

In above figures, the curves are the analytical function and its first-order gradient. The line with circles shows the results of using traditional uncorrected methods with Equations (2.26) and (2.28). The line with plus signs gives the results of considering boundary accuracy by using Equation (2.31) and (2.33a). The line with star signs presents the results by using Equation (2.33b) to solve the boundary problem. The line with diamond signs shows the results by using Equation (2.33c) to solve the boundary problem. It is easy to see that the internal parts of the simulation results are the same in different methods as shown in Figure 2.7. The corrected SPH approximation only works on the boundary and increases the accuracy of the simulation near the boundary. The \(L^1\) and \(L^2\) norm errors of different versions of the SPH approximation are shown in Table 2.1, where the \(L^1\) and \(L^2\) norm errors are defined as,

\[ error_1 = \frac{\sum |u^{SPH} - u^{exact}|}{\sum |u^{exact}|}. \]
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\[
\text{error}_2 = \sqrt{\frac{\sum |u^{\text{SPH}} - u^{\text{exact}}|^2}{\sum |u^{\text{exact}}|^2}}.
\]

Note that using differences between particles in the corrected SPH approximation can obtain higher accuracy than others in the spatial derivative approximation.

Table 2.1: Error rates of using the different types of SPH approximation for function \(g(x) = (x - 0.5)^5\) and its spatial derivative.

<table>
<thead>
<tr>
<th>Equations</th>
<th>(L^1) norm error</th>
<th>(L^2) norm error</th>
</tr>
</thead>
<tbody>
<tr>
<td>(&lt; g(x) &gt;= \sum g_j \Delta x_j W_{ij} )</td>
<td>0.1373</td>
<td>0.1943</td>
</tr>
<tr>
<td>(&lt; g(x) &gt;= \sum g_j \Delta x_j \tilde{W}_{ij} )</td>
<td>0.0680</td>
<td>0.0724</td>
</tr>
<tr>
<td>(&lt; \nabla g(x) &gt;= \sum g_j \Delta x_j \nabla W_{ij} )</td>
<td>0.6504</td>
<td>1.2282</td>
</tr>
<tr>
<td>(&lt; \nabla g(x) &gt;= \sum (g_j - g_i) \Delta x_j \nabla \tilde{W}_{ij} )</td>
<td>0.8835</td>
<td>1.6841</td>
</tr>
<tr>
<td>(&lt; \nabla g(x) &gt;= \sum (g_j + g_i) \Delta x_j \nabla \tilde{W}_{ij} )</td>
<td>0.0940</td>
<td>0.1410</td>
</tr>
</tbody>
</table>

Then more particles (41, 61 and 81 particles) are applied to approximate the function and investigate the convergence of the SPH approximation. The volume of each particle can be calculated by \(\Delta V = \Delta x = 0.025, 0.025, 0.0167,\) and 0.0125 respectively. The corrected forms are applied in the approximation and the differences between particles are adopted in the spatial derivative approximation to obtain higher accuracy. The approximation results and the convergence order are shown in Figure 2.8. The errors are presented in the Table 2.2. It has been found in the literature that the convergence rate of the SPH method is problem dependent and it also depends on the number of neighbouring particles [102, 18, 118]. It is easy to obtain that the convergence rate in this example is 1.9 in \(L^1\)-norm and 1.4 in \(L^2\)-norm.

Table 2.2: Error rates of the SPH approximation with different numbers of particles for function \(g(x) = (x - 0.5)^5\) and its spatial derivative.

<table>
<thead>
<tr>
<th>Particles</th>
<th>(&lt; g(x) &gt;)</th>
<th>(&lt; \nabla g(x) &gt;)</th>
</tr>
</thead>
<tbody>
<tr>
<td>(L^1) norm error</td>
<td>0.068</td>
<td>0.0215</td>
</tr>
<tr>
<td>(L^2) norm error</td>
<td>0.0724</td>
<td>0.0306</td>
</tr>
</tbody>
</table>
Figure 2.8: (a) and (b) are the comparative results of approximation of the function and its derivative with different numbers of particles; (c) and (d) show the $L^1$ and $L^2$ norm error of the approximations results of the function and its derivative with different numbers of particles.

### 2.5 Neighbouring particle searching methods

In the SPH method, as the smoothing function has a compact support domain, the supporting domain with the diameter of $\kappa h$ only includes a finite number of particles, which are used in the particle approximations. These particles are called Nearest Neighbouring Particles (NNP) of the considered particle. The process of searching for the nearest particles is normally called Nearest Neighbouring Particle Searching (NNPS). The difference between mesh-based numerical methods and SPH is that the neighbouring particles of a considered particle can vary with time in the SPH method. While, in the mesh-based numerical methods, the positions of the adjacent grid-cells are fixed once the mesh is identified. The three widely used NNPS approaches in SPH applications are the all-pair search algorithm, the linked-list search algorithm, and the tree search algorithm.
2.5.1 All-pair search

The all-pair search approach is a simple and direct NNPS method (Figure 2.9). For a given particle $i$, the all-pair search approach is to calculate the distance $R_{ij}$ from $i$ to each particle ($j = 1, 2, \cdots, N$, when $N$ is the total number of particles in the problem domain). If the distance $R_{ij}$ is less than the radius $\kappa h$ of the support domain for the considered particle $i$, then the particle $j$ belongs to the neighbouring particle of particle $i$ in the support domain. Therefore particles $i$ and $j$ are a pair of adjacent particles, and particle $i$ is also the neighbouring particle of particle $j$ in the support domain. This searching process is applied to all particles, i.e. conducting a pair searching for all particles $i = 1, 2, \cdots, N$, and each search includes all particles ($j = 1, 2, \cdots, N$). The order of all-pair search method is $O(N^2)$ and the efficiency is poor\[23\]. It is worth noting that, NNPS is carried out in the computation of each time step; as a result, this method is very time consuming and not favourable for problems involving large number of particles. Therefore the all-pair search method is only efficient for numerical problems with small particle numbers.

![Figure 2.9: All-pair search method for searching for the neighbouring particles in a two-dimensional case. The distances between every considered particle and other particles is compared with the radius of the support domain of the considered particle to identify whether these two particles are adjacent.](image)

2.5.2 Linked-list search algorithm

When the smooth length is constant, the linked-list search algorithm is very effective. Monaghan and Gingold (1983) mentioned that adopting cells as a bookkeeping device can significantly reduce computation time \[77\]. By assigning all the particles into different cells and identifying them by linked-lists, only a group of particles is searched during the NNPS process which can save substantial computational time. Monaghan
(1985) described the process of searching the nearest neighboring particle as using the linked-list algorithm [70]. Hockney and Eastwood (1988) applied this method in their discussion of short-range forces with particle simulation methods and introduced more details of this linked-list search algorithm [40]. Rhoades (1992) has applied this method to search the nearest neighbouring particles and claimed this algorithm is very effective and practical in vector computation [95]. Simpson (1995) provided more details of the linked-list search algorithm when applied to the SPH method in the three-dimensional accretion disks problem [99].

![Cell linked-list algorithm for searching for the nearest neighboring particles in two-dimensional cases. The smoothing length is constant for each particle.](image)

When implementing the linked-list algorithm, a temporary mesh is allocated on the problem domain (Figure 2.10). The size of a mesh cell is based on the radius of the support domain. If the computation scale of the support domain is $\kappa h$, the size of the mesh cell shall be set to $\kappa h$. Then for a considered particle $i$, the neighbouring particles can only be in the same mesh cell or the adjacent cells. Therefore when $\kappa = 2$, the search range in one-, two- and three-dimensional space is in 3, 9, 27 cells respectively. The linked-list algorithm allocates each particle in the mesh cell and connects all the particles in each cell through simple allocation rules. Dominguez et al. (2010) discussed four different allocation rules in [23].

Two different variants of the linked-list algorithm have been referenced in [23], cell linked list and verlet list. The main difference between these two algorithms is the size of the cells. The cell linked list has the size of cell $\kappa h$ and updates the neighbour list for each time step. The size of the cell is $2h + \Delta h$ in the verlet list but it updates the neighbour list after certain time steps. If the average number of particles in each cell is small enough, the complexity of the linked-list algorithm is of order $O(N)$. However, the disadvantage is when the smooth length is variable, the mesh space is not able to
adapt to each particle. Thus the searching efficiency of the linked-list algorithm is low in this case.

### 2.5.3 Tree search algorithm

The tree search algorithm works well for problems with variable smoothing lengths. It involves creating ordered trees according to the particle positions. Once the tree structure is created, it can be used efficiently to find the nearest neighboring particles. In this thesis, an adaptive hierarchy tree search method is adopted to suit the needs of adaptive smoothing lengths. This tree method recursively splits the maximal problem domain into octants that contain particles, until a leaf on the tree has only one individual particle (Figure 2.11). After the tree structure is constructed, the search process can be performed.

![Tree structure and tree search algorithm in two-dimensional space.](image)

Figure 2.11: Tree structure and tree search algorithm in two-dimensional space. The tree is constructed by recursively splitting the maximal problem domain into octants that contain particles, until the leaves on the tree are individual particles. The tree search algorithm is performed by checking whether the volume of the search cube (shaded area) for a given particle overlaps with the volume represented by the current node.

For a given particle \(i\), a cube with the side of \(2\kappa h_i\) is used to enclose the particle, which is located at the center of the cube. At each level, checks are done to verify whether the volume of the search cube overlaps with the volume represented by the current node in the tree structure. If not, continuation is halted on that particular path. If yes, the procedure continues the tree descent and goes down to the next level repeatedly until the current node represents a particle. Then the algorithm checks whether the particle is within the support domain of the given particle \(i\) and records the one in the support domain as a neighbouring particle.
The complexity of this tree search algorithm is of order $O(N \log N)$ (Hernquist and Katz, 1989) [39]. Numerical tests show that the SPH method combined with tree search method is very efficient and robust especially for a large number of particles of variable smoothing lengths.

Concluding remarks

In this chapter, the basic concept of the SPH method has been presented. The first step is to represent the field variables and their derivatives in an integration form by using smoothing functions to do the kernel approximation. The second step is to discretise the continuous problem domain into a set of particles, which carry the field variables on the position of the particles. Different smoothing functions and their applications are also introduced in this chapter. One example with the standard SPH analysis result and corrected SPH result is shown to prove that accuracy is increased by the correction form near the boundary. Three different nearest neighboring particle searching methods are stated in Section 2.5. One of them, the k-d tree method, will be adopted in this thesis.

This research applies the SPH method to solid mechanics. The SPH estimation method will be adopted to approximate the governing equations to simulate solid dynamic physical behaviour. The difference between the Eulerian and Lagrangian approaches will be presented in the next chapter since the governing equations of these two approaches are different. The SPH approximation form of the governing equations will also be derived and different special treatments will be added into the equations, like artificial viscosity and the treatment for tensile instability. Then an SPH system will be obtained. All the details will be presented in Chapter 3.
Chapter 3

SPH and dynamics

Introduction

The concept and the essential equations of the SPH method have been derived in this chapter, in order to illustrate the various components of the SPH method. The SPH method is developed to simulate hydrodynamic problems using a set of governing equations i.e., mass and momentum conservation equations. The governing equations of elastic mechanics will be represented in the SPH approximation form in this chapter. Therefore, the basic SPH concept for hydrodynamic problem is to first discretise the continuous problem domain into particles and then approximate the solution function and its derivatives for each particle. Based on the function approximation, the governing equations can be transformed to a set of ordinary differential equations (ODE) which can be solved on each individual particle.

The governing equations can be derived using both Eulerian and Lagrangian approaches which will be introduced in Section 3.1. Then the SPH form of the mass and momentum conservation equations is derived in Section 3.2, together with the application of the Jaumann stress rate to large deformation problems. Unphysical oscillations are observed when handling the shock wave problem through the SPH method [58]. To improve the stability and accuracy of the method, some special treatments will be introduced into the SPH algorithm. The boundary condition will be discussed to avoid the reduced accuracy caused by solid boundary, non-slip and slip boundary problems in Section 3.3; artificial viscosity will be introduced into the momentum equation to dissipate unphysical oscillations in Section 3.4; and artificial stress will be presented to solve the tensile instability problem in Section 3.5.

3.1 Eulerian and Lagrangian approaches

The SPH approximation is applied to the governing equations to simulate dynamic problems. The SPH method is a purely Lagrangian numerical method since the gov-
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...erning equations are derived based on the Lagrangian approach. In this section, both Eulerian and Lagrangian approaches will be introduced since the governing equations can be derived based on either Eulerian or Lagrangian approaches.

Consider a flow field described by streamlines in Figure 3.1. There are two approaches of representing the motion of the flow; Eulerian and Lagrangian. The Eulerian approach assumes a control volume \( V \) fixed in the flow field with fluid moving through it. The control surface \( S \) binds the control volume. Two different ideas can be embedded into this approach. One assumes the control volume is infinitesimal whereas, the other assumes a reasonably large and finite volume. The equations for the Eulerian description of fluid dynamics are known as a conservation form of the governing equations, either integral or partial differential form [1]. Alternatively, the assumption of the Lagrangian description is that the control volume moves with the flow and the fluid particles inside the volume are kept the same. This approach (Lagrangian) also has two kinds of ideas, one assumes the control volume is infinitesimal whereas, the other is reasonably large and finite volume. The equations obtained from the Lagrangian approach are known by the non-conservation form of the governing equations [1]. Thus, instead of studying the whole fluid flow at once, it is easier to pay attention to the control volume itself and to describe the motion of the fluid flow. Fundamental concepts are applied to the control volume and some key equations called governing equations are obtained. These governing equations are based on the conservation of mass, momentum and energy, which are discussed in Appendix. This project adopts the particle based method, thus the infinitesimal moving fluid element model is used to do further studies.

3.2 Deriving the SPH equations

In solid mechanics, conservation laws produce three important governing equations, including mass, linear momentum and energy conservation. Since the temperature change can be ignored in the problem presented here, energy conservation is not considered in this study. The rate of change of field variables can be expressed by these governing equations, such as density and velocity, which are used to build up a set of Ordinary Differential Equations (ODE) with respect to time. The governing equations in elastodynamics express the conservation of mass and momentum as follows:

\[
\frac{D\rho}{Dt} = -\rho \nabla \cdot \mathbf{v}, \quad \tag{3.1a}
\]

\[
\frac{D\mathbf{v}}{Dt} = \frac{1}{\rho} \nabla \mathbf{\sigma} + \mathbf{g}, \quad \tag{3.1b}
\]

where \( \nabla = \left\{ \frac{\partial}{\partial x}, \frac{\partial}{\partial y}, \frac{\partial}{\partial z} \right\}^T \) is the gradient operator, \( \mathbf{g} \) is the acceleration caused by external force which is ignored in this thesis, \( \rho \) is the density, \( \mathbf{v} = \{v_x, v_y, v_z\}^T \)
is the velocity, $\sigma$ is the stress tensor, $\frac{D}{Dt} = \frac{\partial}{\partial t} + \nabla \cdot \mathbf{v}$ is the substantial derivative, and $\nabla \cdot \mathbf{v} = \frac{\partial v_x}{\partial x} + \frac{\partial v_y}{\partial y} + \frac{\partial v_z}{\partial z}$. The mass (3.1a) and momentum (3.1b) conservation equations are derived in the Appendix.

Since the use of the product rule of differentiation, we can express the term $\frac{1}{\rho} \nabla \sigma$ of equation (3.1b) in the following form,

$$\nabla \left( \frac{\sigma}{\rho} \right) = \frac{1}{\rho} \nabla \sigma - \frac{\sigma}{\rho^2} \nabla \left( \frac{1}{\rho} \right), \quad (3.2a)$$

then we have,

$$\frac{1}{\rho} \nabla \sigma = \nabla \left( \frac{\sigma}{\rho} \right) + \frac{\sigma}{\rho^2} \nabla \left( \frac{1}{\rho} \right). \quad (3.2b)$$
As mentioned, elastodynamic problems will be analysed here. The total strain rate can be written as,

\[ \dot{\varepsilon} = \frac{1}{2} \left( \nabla \mathbf{v} + (\nabla \mathbf{v})^T \right). \]  

(3.3)

The derivations of the strain and stress rate are included in the Appendix. According to Hooke’s law, we can write a stress tensor into this expression,

\[ \dot{\sigma} = 2G \dot{\varepsilon} + K (tr(\dot{\varepsilon})) \mathbf{I}, \]  

(3.4)

where \( tr(\dot{\varepsilon}) \) means the trace of the matrix which is \( (\varepsilon_{xx} + \varepsilon_{yy} + \varepsilon_{zz}) \) in three dimensional space; \( \dot{\varepsilon} = \bar{\varepsilon} - \frac{1}{3} tr(\dot{\varepsilon}) \mathbf{I} \) is the deviatoric strain rate tensor, \( \mathbf{I} \) is the Kronecker’s delta tensor; \( K \) is the elastic bulk modulus and \( G \) is the shear modulus which can be represented by Young’s modulus \( E \) and Poisson’s ratio \( \nu \);

\[ K = \frac{E}{3(1-2\nu)} \quad \text{and} \quad G = \frac{E}{2(1+\nu)}. \]

However, regarding a large deformation problem, the Jaumann stress rate \( \dot{\sigma} \) will be adopted to introduce a rotation influence on the constitutive relations.

\[ \dot{\sigma} = \dot{\sigma} + \sigma \omega - \omega \sigma \]  

(3.5a)

Equation (3.4) then becomes,

\[ \dot{\sigma} = 2G \dot{\varepsilon} + K \left( tr(\dot{\varepsilon}) \right) \mathbf{I} - \sigma \omega + \omega \sigma, \]  

(3.5b)

where \( \omega \) is the rotation tensor and can be represented by the gradient of velocity,

\[ \omega = \frac{1}{2} \left( \nabla \mathbf{v} - (\nabla \mathbf{v})^T \right). \]  

(3.6)

Then we discretise the continuum domain by particles and apply the kernel approximation to the SPH system, obtaining the spatial gradient of the velocity as follows,

\[ \nabla \mathbf{v}_i = \sum_{j=1}^{N} \frac{m_j}{\rho_j} \mathbf{v}_j \nabla \tilde{W}_{ij}. \]  

(3.7a)

Since we know \( \nabla (1) = \sum_{j=1}^{N} \frac{m_j}{\rho_j} \nabla \tilde{W}_{ij} = 0 \), we can use the difference between neighbouring particles to increase the accuracy by adding a term \( -\mathbf{v}_i \nabla (1) = -\sum_{j=1}^{N} \frac{m_j}{\rho_j} \mathbf{v}_i \nabla \tilde{W}_{ij} = 0 \) on the right-hand side of equation (3.7a) and obtain the following equation,

\[ \nabla \mathbf{v}_i = \sum_{j=1}^{N} \frac{m_j}{\rho_j} (\mathbf{v}_j - \mathbf{v}_i) \nabla \tilde{W}_{ij}. \]  

(3.7b)
As mentioned before \((\nabla \cdot \mathbf{v} = \frac{\partial v_x}{\partial x} + \frac{\partial v_y}{\partial y} + \frac{\partial v_z}{\partial z})\), the equation expressing rate of change of density (3.1a) can be rewritten into the following form,

\[
\frac{D\rho_i}{Dt} = -\rho_i \sum_{j=1}^{N} \frac{m_j}{\rho_j} (\mathbf{v}_j - \mathbf{v}_i) \cdot \nabla \tilde{W}_{ij}. \tag{3.8a}
\]

Then the kernel approximation of the acceleration equation (3.1b) can be represented as,

\[
\frac{D\mathbf{v}_i}{Dt} = \sum_{j=1}^{N} \frac{m_j}{\rho_j^2} \left( \frac{\sigma_j}{\rho_j^2} + \frac{\sigma_i}{\rho_i^2} \right) \nabla \tilde{W}_{ij}. \tag{3.8b}
\]

The stress rate of small and large deformations (3.4) and (3.5b) can be expressed by the spatial gradient of velocity;

\[
\frac{D\sigma_i}{Dt} = 2G \dot{\epsilon}_i + K \left( \text{tr}(\dot{\epsilon}_i) \right) \mathbf{I}, \tag{3.8c}
\]

\[
\frac{D\sigma_i}{Dt} = 2G \dot{\epsilon}_i + K \left( \text{tr}(\dot{\epsilon}_i) \right) \mathbf{I} - \sigma_i \omega_i + \omega_i \sigma_i, \tag{3.8d}
\]

where \(\dot{\epsilon}_i\), \(\dot{\epsilon}_i\) and \(\omega_i\) could all be represented by the spatial gradient of velocity. Combine Equations (3.3), (3.6) and (3.7b), then we will obtain the SPH discretisation form of the strain and spin rate,

\[
\dot{\epsilon}_i = \frac{1}{2} \left( \sum_{j=1}^{N} \frac{m_j}{\rho_j} (\mathbf{v}_j - \mathbf{v}_i) \nabla \tilde{W}_{ij} + \left( \sum_{j=1}^{N} \frac{m_j}{\rho_j} (\mathbf{v}_j - \mathbf{v}_i) \nabla \tilde{W}_{ij} \right)^T \right), \tag{3.9a}
\]

\[
\dot{\omega}_i = \frac{1}{2} \left( \sum_{j=1}^{N} \frac{m_j}{\rho_j} (\mathbf{v}_j - \mathbf{v}_i) \nabla \tilde{W}_{ij} - \left( \sum_{j=1}^{N} \frac{m_j}{\rho_j} (\mathbf{v}_j - \mathbf{v}_i) \nabla \tilde{W}_{ij} \right)^T \right). \tag{3.9b}
\]

### 3.3 Boundary conditions

As mentioned in Section 2.4, the SPH method will generate errors when particles are near or on the boundary, see Figure 2.6. Equations (2.31) and (2.33) aim to correct the incomplete support of a truncated kernel for free-surfaces. To improve the accuracy of solid boundary, non-slip and slip boundary problems, an approach with ghost particles has been introduced and improved by many authors [74, 82, 93, 107, 12]. Herein, the simple algorithm from Bui [12] is applied to solve the non-slip and slip (symmetric) solid boundary problems.
This approach generates three layers of ghost particles outside the solid boundary with the uniform distribution as real particles. These particles are located in parallel with the solid boundary with the distance $\Delta p/2$ between first layer and solid boundary, Figure 3.2, where $\Delta p$ is the initial spacing of the particles. The ghost particles will have the same density and mass as the corresponding real particles. The velocity of a ghost particle is related to the velocity of the $i^{th}$ particle, the velocity of boundary and the distance between particles and a non-slip boundary. The artificial velocity of ghost particle $j$ of the considered real particle $i$ could be calculated as,

$$v_{ij} = v_i - v_j = \beta_g (v_i - v_{\text{boundary}}),$$

(3.10a)

where $\beta_g = \min\left(\beta_{\text{max}}, 1.0 + \frac{d_j}{d_i}\right)$, and $\beta_{\text{max}}$ is the safety factor to avoid extremely high velocity while the real particle is too close to the boundary. The factor $\beta_{\text{max}}$ is taken empirically to be 1.5. The velocity of the ghost particle can be represented in the following form;

$$v_j = (1 - \beta_g)v_i - \beta_g v_{\text{boundary}}.$$

(3.10b)

The stress tensor of the ghost particle $j$ should also be identified in order to calculate Equation (3.8b). The most general way to assign the stress tensor of ghost particle $j$ is derived by Randly and Libersky [93]. Herein, a simpler approach is applied as introduced by [12]. In this approach, the stresses near the boundary are assumed to be uniform. Therefore, if the ghost particle $j$ is in the support domain of the real particle $i$, then the stress tensor could be assigned the same value as the considered real particle $i$. This approach can save a lot computational cost and still perform well compared with other methods [12].

$$\sigma_j = \sigma_i, \text{ if } j \text{ is in the support domain of particle } i.$$

(3.11)
For the symmetric or slip boundary problem, we still allocate a set of ghost particles outside the boundary. The physical properties of these ghost particles are the same as the real particles except for the velocity and the stress. The rule of assigning velocity and stress for ghost particles is different. The velocity component normal to the boundary of the ghost particles will have the opposite direction of the corresponding real particles, in order to prevent the real particles from moving across the boundary. The velocity component parallel to the boundary of the ghost particle is set to be the same as real particles. The stress tensor of ghost particles is set according to the corresponding real particles.

\[
\sigma_{\alpha\beta}^g = \begin{cases} 
\sigma_{r\alpha\beta}^r, & \text{if } \alpha = \beta, \\
-\sigma_{r\alpha\beta}^r, & \text{if } \alpha \neq \beta,
\end{cases}
\]  

(3.12)

where the subscripts \(g\) and \(r\) indicate the ghost and real particles respectively, the superscripts \(\alpha\) and \(\beta\) are the indices of the stress tensor. The approach of ghost particles works well in straight boundary problems but with less accuracy in curve boundary problems [12].

### 3.4 Artificial viscosity

In isotropic elastodynamic problems including wave propagation, Klepaczko points out that an optimisation term must be involved in the computational simulation [45], which is assumed to be a proper artificial viscosity. This is because shock wave exists in most numerical problems and frequently occurred at the early stage of the analysis with relaxed initial conditions [12], such as the solid mechanics. The thickness of the shock wave is usually much smaller than the length scale in continuum mechanics problems, and it is impractical to simulate a macroscopic problem with such a small size particle to express all the information of the shock wave [14]. The shock waves always exist at the first stage of the simulation [12]. The discontinuity in the velocity, pressure, energy and density leads to the unphysical oscillations in the simulation.

In order to simulate the hydrodynamic problem, the numerical methods should have the capability of simulating shock waves. Otherwise this model may cause unphysical oscillations around the shock regions. The system will become unstable unless we introduce some special treatments into the the governing equations. The artificial viscosity is usually applied in order to smooth out the unphysical oscillation caused by the shock wave [14]. When the conservation of mass and momentum is applied on the shock wave front, the kinetic energy should be transferred into heat energy for the simulation. The transformation of energy can be expressed as a form of viscous dissipation. To improve the stability of the numerical analysis and dampen out the
unphysical oscillation, introducing a form of viscosity into the momentum equation to dissipate the oscillations is necessary.

\[
\frac{Dv_i}{Dt} = \sum_{j=1}^{N} m_j \left( \frac{\sigma_i}{\rho_j} + \frac{\sigma_j}{\rho_i} - \Pi_{ij} I \right) \nabla \tilde{W}_{ij},
\]

(3.13)

where \( \Pi_{ij} \) is known as artificial viscosity.

In order to obtain the dissipation term \( \Pi_{ij} \), it is necessary to mention the von Neumann-Richtmyer artificial viscosity, which was developed by von Neumann and Richtmyer in 1950 [115]. The developments of artificial viscosity in recent years are based on this earliest equation,

\[
\Pi_1 = \begin{cases} 
  a_1 \Delta x^2 \rho (\nabla \cdot v)^2, & \nabla \cdot v < 0, \\
  0, & \nabla \cdot v \geq 0
\end{cases}
\]

(3.14)

where \( a_1 \) is an adjustable non-dimensional constant. The von Neumann-Richtmyer artificial viscosity is only considered during compression. It is worth noting that the von Neumann-Richtmyer artificial viscosity is actually a quadratic function of velocity divergence.

The von Neumann-Richtmyer artificial viscosity has been improved to be a linear artificial viscosity \( \Pi_2 \), which can dampen the unphysical oscillations further than the quadratic artificial viscosity term.

\[
\Pi_2 = \begin{cases} 
  a_2 \Delta x \rho c \nabla \cdot v, & \nabla \cdot v < 0, \\
  0, & \nabla \cdot v \geq 0
\end{cases}
\]

(3.15)

where \( a_1 \) is an adjustable non-dimensional constant and \( c \) is the wave speed.

Both the von Neumann-Richtmyer artificial viscosity \( \Pi_1 \) and linear artificial viscosity \( \Pi_2 \) are very popular in the application of FDM, FVM, FEM and etc., in order to remove numerical oscillations during the simulation [57]. Dissipation terms are added into the pressure term to diffuse the sharp variations in the simulation.

In early applications, the SPH method was used to simulate the problem of low or no dissipation. Then Monaghan developed artificial viscosity for the SPH method and applied it to simulate the shock problems [73]. This artificial viscosity \( \Pi_{ij} \) is the most popular applied so far in SPH literature. It has the capability of improving numerical stability and preventing penetration between particles during compression. The details of the equations are as follows.
\[
\Pi_{ij} = \begin{cases} 
-\alpha \Pi c_{ij} \phi_{ij} + \beta \Pi \phi_{ij}^2, & \mathbf{v}_{ij} \cdot \mathbf{x}_{ij} < 0, \\
0, & \mathbf{v}_{ij} \cdot \mathbf{x}_{ij} \geq 0,
\end{cases}
\] (3.16a)

where we have,
\[
\phi_{ij} = \frac{h_{ij} \mathbf{v}_{ij} \cdot \mathbf{x}_{ij}}{||\mathbf{x}_{ij}||^2 + \varphi^2}, \quad (3.16b)
\]
\[
c_{ij} = \frac{c_i + c_j}{2}, \quad (3.16c)
\]
\[
\rho_{ij} = \frac{\rho_i + \rho_j}{2}, \quad (3.16d)
\]
\[
h_{ij} = \frac{h_i + h_j}{2}, \quad (3.16e)
\]
\[
\mathbf{x}_{ij} = \mathbf{x}_i - \mathbf{x}_j \quad \mathbf{v}_{ij} = \mathbf{v}_i - \mathbf{v}_j, \quad (3.16f)
\]

where \(c\) is the wave speed of the material and can be calculated by \(c = \sqrt{E/\rho}\); \(c_{ij}, \rho_{ij}\) and \(h_{ij}\) are the average wave speed, density and smoothing length between particles respectively; \(\mathbf{x}_{ij}\) is the distance between particle \(i\) and \(j\); \(\mathbf{v}_{ij}\) is the difference in velocity between particles \(i\) and \(j\); the factor \(\varphi = 0.1h_{ij}\) is used to prevent numerical divergence as two particles move closer; \(\alpha \Pi\) and \(\beta \Pi\) are constants, the term associated with \(\alpha \Pi\) is a bulk viscosity and the other term associated with \(\beta \Pi\), which is used to prevent particle interpenetration at a high Mach number, is similar to the von Neumann-Richtmyer artificial viscosity. The values of these two factors should be chosen depending on the practical situation. Monaghan adopted \(\alpha \Pi = 0.01\) and \(\beta \Pi = 0\) on the problem of free-surface flows [74], he also suggested \(\alpha \Pi = 1\) and \(\beta \Pi = 1\) would bring better results in most cases [73]. Chapter 5 adopts \(\alpha \Pi = 2.5\) and \(\beta \Pi = 2.5\) in the simulation since Libersky et al. advised these in SPH simulation of solid mechanics [52].

As Monaghan introduced a shear viscosity into the artificial viscosity for hydrodynamics problems, Hernquist and Katz developed another type of artificial viscosity depending on velocity divergence [39],
\[
\Pi_{ij} = \frac{q_i}{\rho_i^2} + \frac{q_j}{\rho_j^2}, \quad (3.17a)
\]

where we have,
\[
q_i = \begin{cases} 
\alpha \Pi h_i \rho_i c_i |\nabla \cdot \mathbf{v}_i| + \beta \Pi h_i^2 \rho_i |\nabla \cdot \mathbf{v}_i|^2, & \nabla \cdot \mathbf{v} < 0, \\
0, & \nabla \cdot \mathbf{v} \geq 0,
\end{cases}
\] (3.17b)

This thesis adopts the artificial viscosity developed by Monaghan to improve the numerical stability and smooth the unphysical oscillation.
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3.5 Tensile instability

3.5.1 Reason for the instability

Swegle et al. first studied the numerical instability of the SPH method [105], which is referred to as tensile instability. The instability is considered to be caused by the property of the second derivative of the smoothing function and the sign of stress in [105]. Swegle et al. pointed out that neither artificial viscosity nor the time integration method can solve the tensile instability problem.

A two dimensional example has been simulated to show the instability in tensile situation but stable in compression. The problem domain is a two-dimensional square plate with a uniform initial stress, either compressive or tensile. In order to avoid the rebound of the wave, particles near the boundaries are fixed.

A very small perturbation velocity was applied on a particle in the center of the problem domain \( v = 10^{-7} \) \( m/s \). The material chosen here is magnesium and the smoothing length is \( h = 1.2\Delta p \), here \( \Delta p \) indicates the initial particle spacing. Figure 3.3 shows the particle distribution after 1 \( ms \) with the square plate under compression and tension, respectively (the stress value of both compression and tension is \( \sigma = 3 \) GPa). It is easy to find that the particle distribution has no change when the stress is compressive, as shown in Figure 3.3(a). However the particles clumped together and the distribution became disordered in the results with the tension as shown in Figure 3.3(b).

Figure 3.4(a) shows the velocity of the perturbated particle with respect to time under the different stresses. The results show that the value of stress only influences time when the system becomes unstable under tension and changing the value of stress cannot solve the problem. However, the change of the velocity of the perturbated particle under compression is very small during the simulation.

Swegle et al. analysed the reason of tensile instability and identified the criterion of stability for the SPH simulation in one-dimensional space [105]. The criterion is based on the second derivative of the smoothing function and the stress state. The system condition which becomes unstable is expressed as follows,

\[
W''\sigma > 0, \quad (3.18)
\]

where \( W'' \) is the second derivative of the smoothing function and \( \sigma \) is the stress. The SPH system becomes unstable when the product of \( W'' \) and \( \sigma \) is larger than zero. The second derivative of the smoothing function is shown in Figure 3.4(b). The stress is negative in compression and positive in tension. Figure 3.4(b) shows the stability condition for the cubic spline smoothing function. If the second derivative of the smoothing
function is negative, the SPH system will become unstable under compression. If the second derivative is positive, the SPH system will become unstable under tension.

However, Robinson (2009) highlighted that this analysis did not fully explain the reason behind tensile instability [96]. He simulated the forced turbulence problem by using different smoothing functions and calculated the radial particle density function for particle pairs. Particle clumping occurred in the SPH simulation of forced turbulence problems with positive pressure by using the cubic spline kernel function. Analysis of the radial particle density function shows the relationship between the tendency of particles clumping and the spline point of the cubic spline kernel. Robinson performed the Fourier analysis of the forced turbulence simulation and obtained the conclusion that this instability is caused by the property of the kernel functions. In the research of Robinson, another smoothing function is used to avoid particle clumping in the forced turbulence problem, Wendland kernel. The Fourier transform of the Wendland kernel has also been analysed to strengthen the argument.

3.5.2 Solution of tensile instability

In order to solve the tensile instability, Dyka et al. developed an approach with stress points for the SPH method to overcome this numerical instability [24, 25, 94]. In this algorithm, the stress values are not calculated on the particle but on a set of virtual stress points to overcome the tensile instability. The stress points are located away from the SPH particles with a distance $r_s$ and $r_s$ is limited by Equation (3.19).

$$0 \leq \frac{r_s}{\Delta p} \leq 0.5. \quad (3.19)$$
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When the $\frac{r_s}{\Delta p}$ equals 0.5, the algorithm is the traditional SPH method since the stress points are located on the particle, shown in Figure 3.5. The stress rate of the stress points is calculated by the velocity of the neighbouring SPH particles and the acceleration of the SPH particles is computed by the stress on the neighbouring stress points. The stress calculation in this algorithm is less accurate than the traditional SPH method, but it can solve the tensile instability problem.

Since Robinson considered particle clumping caused by the property of the cubic spline function, a new smoothing function which is one of the family of radial interpolation functions $\psi_{l,k}$ was applied to simulate the forced turbulence problem. The radial interpolation function was developed by Wendland (1995), with the compact support

![Figure 3.4: (a) The velocity change of the perturbation particle. (b) The second derivative of the cubic spline kernel.](image)

![Figure 3.5: One dimensional case for the SPH method with stress points, when $\frac{r_s}{\Delta p} = 0.5$, it becomes the standard SPH method.](image)
and positive values in the support domain \([117] \quad (\psi(R) = 0 \text{ when } R > 2)\). 

\[
A = (\psi(|r_i - r_j|)), \quad 1 \leq i, j \leq N.
\] (3.20)

The components \(l\) and \(k\) of these functions \(\psi_{l,k}\) have the relationship that \(l = [d/2]+k+1\) \((\lceil d/2 \rceil \text{ means the integer part of } d/2)\) and \(d\) indicates the dimensionality. Robinson chose one of these functions \((W(R, h) = \psi_{3,1} \text{ in two dimension})\) as the smoothing function on simulation of the forced turbulence problem to remove the particle clumping \([96] \).

\[
W(R, h) = \frac{\beta W}{h^d} \begin{cases} 
(2 - R)^4(1 + 2R), & R \leq 2, \\
0, & R > 2,
\end{cases}
\] (3.21)

where \(\alpha_d\) equal \(\frac{7}{64\pi}\) in two- and three-dimensional space.

Monaghan introduced an artificial repulsive force into the SPH algorithm \([75] \) to prevent neighboring particles clumping together under the tension. Gray \textit{et al.} improved this algorithm to determine the artificial stresses (artificial repulsive force) by the signs of principal stresses \([34] \), which is now the most popular method of addressing the tensile instability. According to the definition, this repulsive force should be increasing as the two neighboring particles move together. The momentum equation (3.13) can be replaced with,

\[
\frac{Dv_i}{Dt} = \sum_{j=1}^{N} m_j \left( \frac{\sigma_{ij}}{\rho_j^2} + \frac{\sigma_i}{\rho_i^2} - \Pi_{ij} \mathbf{I} + f_{ij}^p (R_i + R_j) \right) \nabla \tilde{W}_{ij},
\] (3.22)

where factor \(n\) is the exponent dependent of term \(f_{ij}\) and \(n = 4\) is demonstrated to be the optimum value by Monaghan when \(h = 1.5\Delta p\) \([75] \). The repulsive force term \(f_{ij}\) is specified to represent the effect of distance between two neighboring particles \(f_{ij} = \frac{W_{ij}}{W(\Delta p)}\). We know \(\Delta p\) is the initial spacing of the particles so that \(W(\Delta p)\) is a constant. This term ensures that when the distance of two neighbouring particles is smaller than \(\Delta p\), the repulsive force term \((R_i + R_j)\) will be more effective.

According to Gray \textit{et al.} \([34] \), the components of artificial stress could be determined by the principal stress of the particle. Only two dimensional examples are shown herein, therefore the components of the artificial stress can be represented by standard transformation. The rotation angle \(\theta_i\) can be calculated as,

\[
\tan(2\theta_i) = \frac{2\sigma_{xy}^i}{\sigma_{xx}^i - \sigma_{yy}^i}.
\] (3.23)

The stress tensor can be transformed to the principal stress and the component can be expressed as,

\[
\bar{\sigma}_i^{xx} = \cos^2 \theta_i \sigma_i^{xx} + 2 \sin \theta_i \cos \theta_i \sigma_i^{xy} + \sin^2 \theta_i \sigma_i^{yy},
\] (3.24a)
The principal stress is applied to identify the diagonal components of the artificial stress,

\[ \tilde{R}_{xx}^i = \begin{cases} -\epsilon \sigma_{xx}^i, & \sigma_{xx}^i > 0, \\ 0, & \sigma_{xx}^i \leq 0, \end{cases} \]  

(3.25)

where \( \epsilon \) is a constant parameter with a value ranging from 0 to 1; and the minus sign indicates the cancellation of part of the stress while tension (\( \sigma_{xx}^i > 0 \) indicates the state of tension). We will choose the constant parameter \( \epsilon \) to be 0.3 since Gray et al. suggested this is the best for elastic solid problem [34]. \( \tilde{R}_{yy}^i \) can be simply calculated by changing the subscript \( xx \) into \( yy \) of the equation (3.25). Then we need to transform the diagonal components of the artificial stress to the original coordinates,

\[ R_{xx}^i = \tilde{R}_{xx}^i \cos^2 \theta_i + \tilde{R}_{yy}^i \sin^2 \theta_i, \]  

(3.26a)

\[ R_{yy}^i = \tilde{R}_{xx}^i \sin^2 \theta_i + \tilde{R}_{yy}^i \cos^2 \theta_i, \]  

(3.26b)

\[ R_{xy}^i = (\tilde{R}_{xx}^i - \tilde{R}_{yy}^i) \sin \theta_i \cos \theta_i, \]  

(3.26c)

where \( \mathbf{R}_j \) can simply be calculated by replacing the subscript \( i \) with \( j \) in Equations (3.23), (3.24), (3.25) and (3.26). This approach is only effective when the particles clump together unphysical under the tension.

Vignjevic et al. proposed a total Lagrangian formalism for the SPH method to remove the tensile instability [114, 113]. In this algorithm, the initial particle positions \( \mathbf{x}(t_0) \) are used to evaluate the value of the smoothing function and the derivative during the simulation. Equations (3.1a) and (3.1b) are re-written into the form,

\[ \frac{D\rho}{Dt} = -\rho^0 \nabla^0 \cdot \mathbf{v}, \]  

(3.27a)

\[ \frac{D\mathbf{v}}{Dt} = \frac{1}{\rho^0} \nabla^0 \mathbf{\sigma} + \mathbf{g}, \]  

(3.27b)

where the superscript 0 indicates the initial configuration. The SPH discretisation form of Equation (3.27) can be represented as follows,

\[ \frac{D\rho_i}{Dt} = -\rho_i^0 \left( \text{tr} \left( \sum_{j=1}^{N} \frac{m_j}{\rho_j^0} (\mathbf{v}_j - \mathbf{v}_i) \nabla x_i \tilde{W}_{ij}^0 \right) \right), \]  

(3.28a)

\[ \frac{D\mathbf{v}_i}{Dt} = \sum_{j=1}^{N} m_j \left( \frac{\sigma_j}{(\rho_j^0)^2} + \frac{\sigma_i}{(\rho_i^0)^2} \right) \nabla x_i \tilde{W}_{ij}^0. \]  

(3.28b)
The strain and spin rate (3.9a) and (3.9b) can be re-written into the total Lagrangian formalism,

\[ \dot{\varepsilon}_i = \frac{1}{2} \left( \sum_{j=1}^{N} \frac{m_j}{\rho_j} (v_j - v_i) \nabla_{x_i} \overline{W}_{ij}^0 + \left( \sum_{j=1}^{N} \frac{m_j}{\rho_j} (v_j - v_i) \nabla_{x_i} \overline{W}_{ij}^0 \right)^T \right), \]  
(3.28c)

\[ \dot{\omega}_i = \frac{1}{2} \left( \sum_{j=1}^{N} \frac{m_j}{\rho_j} (v_j - v_i) \nabla_{x_i} \overline{W}_{ij}^0 - \left( \sum_{j=1}^{N} \frac{m_j}{\rho_j} (v_j - v_i) \nabla_{x_i} \overline{W}_{ij}^0 \right)^T \right), \]  
(3.28d)

where the spatial derivative of the smoothing function is normalised to maintain the zero order consistency,

\[ \nabla_{x_i} \overline{W}_{ij}^0 = \frac{\nabla_{x_i} W(|x_i^0 - x_j^0|)}{\sum_{j=1}^{N} \frac{m_j}{\rho_j} (x_j^0 - x_i^0) \nabla_{x_i} W(|x_i^0 - x_j^0|)} \]  
(3.28e)

Equations (3.28c) and (3.28d) can be applied in Equations (3.8c) and (3.8d) to calculate the stress rate.

According to the work of Robinson, the reason for the tensile instability is related to the property of the smoothing function. However, the Wendland smoothing function applied in Robinson’s work [96] cannot solve the tensile instability in the solid problem stated here. The total Lagrangian formalism of the SPH method has the capability to eliminate the particle clumping in some problems [114], since the treatment focuses on the approximation of the smoothing function. However, the total Lagrangian formalism is not suitable for large deformation problem such as the oscillational beam in Section 5.3. In this thesis, the artificial stress will be applied to solve the tensile instability.

### 3.6 SPH system with special treatments

As mentioned in Section 3.2, the governing equations based on the conservation laws can be represented in the SPH approximation form, then the special treatments should be added into this system. This thesis only discusses one- and two-dimensional problems. Note that the substantial derivative equations of the velocity and density can be changed into ordinary partial equations by the SPH discretisation. Combining (3.22) with (3.8), the SPH discretisation in two-dimensional space can be reformulated in a compact system of ODE of this form,

\[ \frac{dU}{dt} = F(U), \quad t \in [0, T], \]  
(3.29)
where $\mathbf{U} = [v^x \quad v^y \quad \sigma^{xx} \quad \sigma^{yy} \quad x^e \quad x^y]^T$, $x^e$ and $x^y$ indicate the components of the location of a particle. The right-hand side $\mathbf{F}(\mathbf{U})$ should be calculated for each particle $i$,

$$
\mathbf{F}(\mathbf{U}_i) = \begin{bmatrix}
\sum_{j=1}^{N} m_j \left( \frac{\sigma^{xx}}{\rho_j} + f_{ij}^{xx} \right) - \Pi^{xx}_{ij} + f_{ij}^{xy} (R_{ij}^{xx} + R_{ij}^{xy}) \frac{\partial \tilde{W}_{ij}}{\partial x} + \sum_{j=1}^{N} m_j \left( \frac{\sigma^{yy}}{\rho_j} + \frac{\sigma^{xy}}{\rho_j} + f_{ij}^{yy} (R_{ij}^{yy} + R_{ij}^{yx}) \right) \frac{\partial \tilde{W}_{ij}}{\partial y} \\
\sum_{j=1}^{N} m_j \left( \frac{\sigma^{yx}}{\rho_j} + f_{ij}^{yx} (R_{ij}^{yx} + R_{ij}^{xy}) \right) \frac{\partial \tilde{W}_{ij}}{\partial x} + \sum_{j=1}^{N} m_j \left( \frac{\sigma^{yx}}{\rho_j} + f_{ij}^{xy} (R_{ij}^{xy} + R_{ij}^{yx}) \right) \frac{\partial \tilde{W}_{ij}}{\partial y} \\
\sum_{j=1}^{N} m_j \left( D_{11} v_{ij}^{x} - D_{11} v_{ij}^{y} \right) \frac{\partial \tilde{W}_{ij}}{\partial x} + \sum_{j=1}^{N} m_j \left( D_{12} v_{ij}^{y} - D_{12} v_{ij}^{x} \right) \frac{\partial \tilde{W}_{ij}}{\partial y} \\
\sum_{j=1}^{N} m_j \left( D_{21} v_{ij}^{y} - D_{21} v_{ij}^{x} \right) \frac{\partial \tilde{W}_{ij}}{\partial x} + \sum_{j=1}^{N} m_j \left( D_{22} v_{ij}^{x} - D_{22} v_{ij}^{y} \right) \frac{\partial \tilde{W}_{ij}}{\partial y} \\
\sum_{j=1}^{N} m_j \left( D_{31} v_{ij}^{y} - D_{31} v_{ij}^{x} \right) \frac{\partial \tilde{W}_{ij}}{\partial x} + \sum_{j=1}^{N} m_j \left( D_{32} v_{ij}^{x} - D_{32} v_{ij}^{y} \right) \frac{\partial \tilde{W}_{ij}}{\partial y}
\end{bmatrix}
$$

where $D_{ij}$ are the entries of the elastic matrix $\mathbf{D}$ for plane stress i.e.,

$$
\mathbf{D} = \frac{E}{(1 - \nu^2)} \begin{bmatrix}
1 & \nu & 0 \\
\nu & 1 & 0 \\
0 & 0 & 1 - \nu
\end{bmatrix}
$$

The solution procedure for the system (3.29) is completed when a time integration of the semi-discrete SPH equations is selected.

### 3.7 Discussion

The dynamic behaviour on solid will be considered in this research. Since both solids and fluids are continuous, mass conservation and Newton’s second law are true in any type of continuum mechanics problem, the governing equations of predicting their motions are similar. Then the governing equations of the SPH system in solid dynamics is also based on the continuity and momentum conservations, which are similar to fluid dynamics. However, the constitutive law is different in solid dynamics.

Here, the constitutive model of a two dimensional plane is represented in the SPH approximation form. The acceleration and stress rate is calculated through the SPH method to model the motion of the system. It is worth noting that there are two types of problem in this plane analysis: plane stress and plane strain. The problem using plane stress is supposing the geometry of the problem domain to have one dimension.
much smaller than the others and the stress in that direction is zero. The problem using plane strain is for the geometry to have one dimension much larger than the other two dimensions and the strain in that direction is zero. Plane stress is adopted in this research to calculate the stress rate in the SPH system for two dimensional problems. Note that the governing equations in this thesis are limited in solving the linear elastic problems and the computational domain should be continuous. Neither non-linear problem nor discontinuous system (such as fracture problems) can be modelled by these equations.

Concluding remarks

In this chapter, the Euler and Lagrangian approaches have firstly been introduced since the governing equation can be derived based on these two different approaches. The governing equations of hydrodynamics have been represented in the SPH discretisation form. Special treatment for boundary conditions is also added into the system to obtain high accuracy near the slip and non-slip boundaries. In order to eliminate the numerical instability caused by the shock wave, artificial viscosity is included to smooth out the unphysical oscillation. In Section 3.5, the reason for the tensile instability has been investigated and different solutions have been introduced to remove the tensile instability.

With the constructed SPH system, Equation (3.29) is combined with a time integration algorithm to obtain the predicted solution for the motion of the system. This stage can be handled by any implicit ordinary differential equation (ODE) solver, since they are computationally without risk by virtue of their accuracy and linear unconditional stability. This allows for larger time steps in the integration process. However, due to the large set of linear system of algebraic equations at each time step, these methods may be computationally inefficient. As an alternative, we use a series of explicit methods. It should be stressed that the explicit method has to satisfy a stability condition, because explicit time stepping schemes evaluate explicitly the right-hand side of the equation (3.29). This stability criterion can be guaranteed by the Courant-Friedrichs-Levy (CFL) condition, which will be explained in Chapter 4. Different time stepping schemes will be also introduced in Chapter 4.
Chapter 4

Runge-Kutta Chebyshev scheme

Introduction

The SPH system (3.29) is to be solved for a time interval \((0, T]\) with given initial and boundary conditions. The information on each particle in the problem domain is updated by time integration. To develop the time integration, the time interval \([0, T]\) is discretised into several time steps \(\Delta t\) with

\[
0 = t_0 < t_1 < t_2 < \cdots < t_{n-1} < t_n = T,
\]

where the time step \(\Delta t = t_n - t_{n-1}\).

In explicit hydrodynamic methods, the Courant-Friedrichs-Levy condition (CFL) plays an important role in time integration of the simulation. It is a necessary condition of the stability of the analysis when solving Partial Differential Equations (PDE). The CFL condition ensures that the computational domain of dependence in a numerical simulation contains the physical domain of dependence, which means that the propagation speed of the numerical simulation should be smaller than the speed of physical propagation. In other words, the size of time step in the simulation is limited by the CFL condition. Large time steps will cause instability of the numerical simulation, whereas, small time steps can bring high accuracy for the numerical simulation but require an increased computational cost.

This chapter discusses different time stepping schemes, Euler, predictor-corrector, Symplectic schemes and Classical Runge-Kutta methods. Then a new time integration method will be introduced, Runge-Kutta Chebyshev (RKC) scheme, to improve the performance of the SPH simulation.
4.1 Euler time stepping scheme

The Euler method is the simplest time integration scheme for explicit hydrodynamic methods. As mentioned previously, the time at the \(n\)th step is denoted as \(t_n\) and the computational solution of the SPH system at the \(n\)th step is presented as \(U(t_n)\) with the abbreviation \(U^n\). The Euler time stepping scheme is based on the Taylor series expansion. Expanding \(U(t_n)\) around \(t = t_{n+1}\)

\[
U(t_{n+1}) = U(t_n) + (t_{n+1} - t_n)U'(t_n) + O((t_{n+1} - t_n)^2)
\]

Then the explicit Euler method can be expressed as,

\[
U(t_{n+1}) = U(t_n) + \Delta t U'(t_n) + O(\Delta t^2).
\] (4.1)

It is worth noticing from equation (4.2) that an error has occurred in each step as a result of ignoring the truncation term \(O(\Delta t^2)\) in the Taylor series. This is called the local truncation error (LTE) of the scheme. Note that the LTE is different from the global error \(g_n\), which is defined as the absolute value of the difference between the analytical and numerical solutions, i.e. \(g_n = |U(t_n) - U^n|\). However the analytical solution is unknown in most situations, as a result the global error cannot be calculated. If we ignore the round-off errors, it is reasonable to calculate global errors at the \(n\)th time step \(t_n\) by multiplying \(n\) and the LTE, which means the error is accumulated at each time step in physical sense. Since the steps \(n\) are proportional to \(\frac{1}{\Delta t}\) (because \(n = \frac{T}{\Delta t}\)), then \(g_n\) should be proportional to \(LTE \frac{\Delta t}{\Delta t} = (\Delta t)\). This means that the Euler time stepping scheme is a first-order method, which also implies that the time integration method where \(LTE = O(\Delta t^k)\) is a \((k - 1)\)th-order method.

In the explicit Euler method, the LTE equals \(O(\Delta t^2)\) which is obviously related to the time step \(\Delta t\). Therefore, the accuracy of the Euler time stepping is related to both the number and size of the time step. As mentioned in Section 4, when the time stepping scheme (4.2) evaluates explicitly the right-hand side of the equation (3.29), it has to satisfy a stability condition (CFL condition),

\[
c \frac{\Delta t}{\Delta p} \leq 1,
\] (4.3)

where \(c = \sqrt{\frac{E}{\rho}}\) is the wave speed and \(\Delta p\) is the initial spacing between two particles. Notice that \(\Delta t\) should depend linearly on initial spacing between two particles and reciprocal of the wave speed. It can be observed from the restriction (4.3) that, either
by decreasing the smoothing spacing or increasing the wave speed, the considered explicit scheme needs time steps $\Delta t$ small enough to maintain its stability. In other words, the time step is limited by the CFL condition. The small time step will lead to a large number of steps in the same time duration compared with other time stepping schemes. Both of these mean the accuracy of Euler method is very poor.

4.2 Predictor-corrector scheme

Monaghan raised a time stepping scheme to predict the evolution of the SPH system [72], which is widely used in combination with the SPH method [31], predictor-corrector scheme. This scheme conserves the linear and angular momentum and has second-order errors in time and space ($O(\Delta t^2)$ and $O(h^2)$).

In this algorithm for the SPH method, the velocity will be corrected by the contribution of neighbouring particles,

$$\tilde{v}_i = v_i + \sum_{j=1}^{N} \frac{m_j}{\rho_i} (v_j - v_i) W_{ij}. \quad (4.4)$$

The procedure of the scheme is first to calculate the field variables ($U^{1/2}$) at the half time step. Then the values ($\tilde{U}^{1/2}$) will be corrected by the slope computed at the half step values ($F(U^{1/2})$) and finally calculate the field variables at the next time step ($U(t_{n+1})$),

$$U^{1/2} = U(t_n) + \frac{1}{2} \Delta t F(U(t_n)),$$

$$\tilde{U}^{1/2} = U(t_n) + \frac{1}{2} \Delta t F(U^{1/2}), \quad (4.5)$$

$$U(t_{n+1}) = (2\tilde{U}^{1/2} - U(t_n)).$$

4.3 Runge-Kutta time stepping scheme

4.3.1 Second and fourth order Rouge-Kutta

According to Section 4.1, the Euler time stepping scheme is a first-order method. In order to improve the performance of the SPH approximation, high-order accuracy methods should be developed to increase the size of time steps and the accuracy of time integration methods.
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Assuming \( t_{n+\frac{1}{2}} = t_n + \frac{1}{2} \Delta t \), and then applying a Taylor expansion series to the system (3.29),

\[
U(t_{n+1}) = U(t_{n+\frac{1}{2}}) + \frac{\Delta t}{2} U'(t_{n+\frac{1}{2}}) + \frac{\Delta t^2}{8} U''(t_{n+\frac{1}{2}}) + \frac{\Delta t^3}{48} U'''(t_{n+\frac{1}{2}}) + O(\Delta t^4),
\]

and

\[
U(t_n) = U(t_{n+\frac{1}{2}}) - \frac{\Delta t}{2} U'(t_{n+\frac{1}{2}}) + \frac{\Delta t^2}{8} U''(t_{n+\frac{1}{2}}) - \frac{\Delta t^3}{48} U'''(t_{n+\frac{1}{2}}) + O(\Delta t^4).
\]

It is easy to get the expression of \( \frac{U(t_{n+1}) - U(t_n)}{\Delta t} \) by taking \( 4.6a \) subtracting \( 4.6b \) and then divide by \( \Delta t \),

\[
\frac{U(t_{n+1}) - U(t_n)}{\Delta t} = U'(t_{n+\frac{1}{2}}) + \frac{\Delta t^2}{24} U''(t_{n+\frac{1}{2}}) + O(\Delta t^4),
\]

where the term \( U'(t_{n+\frac{1}{2}}) \) on the right-hand side can be expressed as (Euler method has been applied on the spatial derivatives here),

\[
U'(t_{n+\frac{1}{2}}) = \frac{1}{2}(U'(t_n) + U'(t_{n+1})).
\]

Therefore, Equation (4.7) can be reformulated into,

\[
U(t_{n+1}) = U(t_n) + \frac{\Delta t}{2} \left( U'(t_n) + U'(t_{n+1}) \right) + O(\Delta t^2).
\]

Here, the term \( U'(t_{n+1}) \) on the right-hand side of Equation (4.9) has two different forms, explicit and implicit form.

\[
U'(t_{n+1}) = F(U(t_{n+1})),
\]

where the term \( U(t_{n+1}) \) on the right-hand side is the real solution implicit form. The explicit form of the term \( U'(t_{n+1}) \) is presented as follows,

\[
\hat{U}(t_{n+1}) = U(t_n) + \Delta t \hat{U}'(t_n) = U(t_n) + \Delta t F(U(t_n)),
\]

where \( \hat{\cdot} \) denotes the estimation solution of the field value in \( t_{n+1} \) step. Then we have,

\[
U'(t_{n+1}) = F\left( \hat{U}(t_{n+1}) \right).
\]

In order to get the explicit Runge-Kutta method expression, we combine equations (4.9) and (4.11) to obtain the explicit trapezoidal method,

\[
\hat{U}(t_{n+1}) = U(t_n) + \Delta t F(U(t_n)),
\]

\[
U(t_{n+1}) = U(t_n) + \frac{\Delta t}{2} \left( F(U(t_n)) + F\left( \hat{U}(t_{n+1}) \right) \right).
\]
This set of equations explains the procedure of the explicit second order Runge-Kutta scheme.

The procedure of the classical fourth-order Runge-Kutta (RK4) method to advance the solution from the time \( t_n \) to the next time \( t_{n+1} \) can be carried out as:

\[
\begin{align*}
U^{(1)} &= U(t_n), \\
U^{(2)} &= U(t_n) + \frac{\Delta t}{2} F(U^{(1)}), \\
U^{(3)} &= U(t_n) + \frac{\Delta t}{2} F(U^{(2)}), \\
U^{(4)} &= U(t_n) + \Delta t F(U^{(3)}), \\
U(t_{n+1}) &= U(t_n) + \frac{\Delta t}{6} \left( F(U^{(1)}) + 2 F(U^{(2)}) + 2 F(U^{(3)}) + F(U^{(4)}) \right),
\end{align*}
\]

where the abbreviation \( U^{(k)} \) indicates the value of \( U \) at the \( k \)th stage of time step \( n \).

This kind of explicit time integration scheme has become popular in computational fluid dynamics, [33]. The main feature of this method lies in the fact that (4.13) is a convex combination of first-order Euler steps which exhibit strong stability properties. Therefore, the scheme (4.13) is Total Variation Diminishing (TVD) and stable under the usual CFL condition equation (4.3).

### 4.3.2 General formulation of Runge-Kutta methods

In numerical simulations, the family of Runge-Kutta schemes plays an important role of application in temporal discretisation for the approximation of solutions of ordinary differential equations. The general formulation of Runge-Kutta schemes is developed by Press et al. [91].

In an \( s \)-stage Runge-Kutta method, the ordinary differential equations (ODE) system (3.29) should be first written into the following form,

\[
F\left(U(t_n)\right) = F\left(U(t_n), t_n\right).
\]

We can then write the general procedure of a RK method as:

\[
U(t_{n+1}) = U(t_n) + \Delta t \sum_{k=1}^{s} b_k L_k,
\]

(4.15a)
where $k$ is the $k^{th}$ stage of the method and $s$ is the total number of stages, $L_k$ indicates the slope of each stage and can be represented as follows;

$$
L_1 = \Delta t F\left(U(t_n)\right),
L_2 = \Delta t F\left(U(t_n) + a_{21} L_1, t_n + c_2 \Delta t\right),
L_3 = \Delta t F\left(U(t_n) + a_{31} L_1 + a_{32} L_2, t_n + c_3 \Delta t\right),
L_s = \Delta t F\left(U(t_n) + a_{s1} L_1 + a_{s2} L_2 + \cdots + a_{s,s-1} L_s, t_n + c_s \Delta t\right)
$$

(4.15b)

To identify a particular order of the method, the number of stages $s$ should be provided as well as the coefficients $a_{kl}$ (for $1 \leq l < k \leq s$), $b_l$ (for $k = 1, 2, \cdots, s$) and $c_k$ (for $k = 2, 3, \cdots, s$). These three factors are called a Runge-Kutta matrix, weights and nodes respectively [41]. These factors are usually arranged in a Butcher tableau as shown in Table 4.1,

| 0 | \hline
| $c_2$ | $a_{21}$ |
| $c_3$ | $a_{31}$ | $a_{32}$ |
| \vdots | \vdots | \ddots |
| $c_s$ | $a_{s1}$ | $a_{s2}$ | $\cdots$ | $a_{s,s-1}$ |
| \hline | $b_1$ | $b_2$ | $\cdots$ | $b_{s-1}$ | $b_s$ |

Table 4.1: Butcher tableau for Runge-Kutta methods

The Runge-Kutta matrix $[a_{lk}]$ and nodes $c_l$ should satisfy the condition,

$$
c_l = \sum_{k=1}^{l-1} a_{lk} \quad \text{with} \quad l = 2, 3, \cdots, s.
$$

(4.16)

These conditions imply that there may be variations in certain orders of Runge-Kutta methods, for example the RK4 method. There is another version of the RK4 method called 3/8-rule [37]. The advantage of this version of the method is that the error coefficients are smaller than the popular version, however more floating point operations are required per time step. Its Butcher tableau is given in Table 4.2.

### 4.4 Runge-Kutta Chebyshev scheme

Difficulties often appear when the spectral radius of the Jacobian of $F$, $\partial F/\partial U$, have large eigenvalues. This may give rise to numerical stiffness. Thus, time integration
Table 4.2: Butcher tableau for 3/8 rule RK4 method

<table>
<thead>
<tr>
<th>k</th>
<th>1</th>
<th>1/3</th>
<th>2/3</th>
<th>1</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>1</td>
<td>1/3</td>
<td>2/3</td>
<td>1</td>
</tr>
<tr>
<td>1</td>
<td>1/3</td>
<td>3/3</td>
<td>1</td>
<td>1</td>
</tr>
</tbody>
</table>

\[
\begin{array}{c|cccc}
0 & 1 & 1/3 & 2/3 & 1 \\
1/3 & 3/3 & 1 & 1 & 1/8 \\
2/3 & 1 & 1/3 & 1 & 3/8 \\
1 & 1 & -1 & 1 & 1 \\
end{array}
\]

\[\mu_j = 2q_0b_k, \quad \nu_k = \frac{b_k}{b_{k-2}}, \quad \tilde{\mu}_k = 2q_1b_k, \quad \tilde{\gamma}_k = -(1 - b_{k-1}T_{k-1}(q_0))\tilde{\mu}_k, \quad (2 \leq k \leq s).\]

schemes for (3.29) depend strongly on the spectral radius \( \rho (\partial F / \partial U) \) and node refinements. For these reasons it is preferable that these schemes have to be either implicit or explicit with large stability regions. The current work considers the Runge-Kutta Chebyshev (RKC) method studied in many papers [19, 112, 20]. The RKC method has been designed for explicit time integration of systems of parabolic equations. To solve (3.29) the RKC scheme takes the form

\[
\begin{align*}
\mathbf{U}^{(0)} &= \mathbf{U}(t_n), \\
\mathbf{U}^{(1)} &= \mathbf{U}(t_n) + \tilde{\mu}_1 \Delta t \mathbf{F}'^{(0)}_n, \\
\mathbf{U}^{(k)} &= \mu_k \mathbf{U}^{(k-1)} + \nu_k \mathbf{U}^{(k-2)} + (1 - \mu_k - \nu_k)\mathbf{U}^{(0)} + \tilde{\mu}_j \Delta t \mathbf{F}'^{(k-1)}_n + \tilde{\gamma}_j \Delta t \mathbf{F}'^{(0)}_n, \quad 2 \leq k \leq s, \\
\mathbf{U}(t_{n+1}) &= \mathbf{U}^{(s)},
\end{align*}
\]

where \( \mathbf{U}(t_n) \) is the solution computed at time step \( t_n \), \( \mathbf{F}'^{(k)}_n \) denotes the term \( \mathbf{F}(t_n + c_k \Delta t, \mathbf{U}^{(k)}) \) and \( \mathbf{U}^{(k)} \) are the internal vectors for RKC stages. The coefficients in (4.17) are available in an analytical form for arbitrary \( s \geq 0 \) from some others’ work [19, 112]. For the convenience of the reader the formulation for these coefficients is included here. Consider the Chebyshev polynomial of the first kind of degree \( k \);

\[
T_k(z) = \cos(k \arccos z), \quad -1 \leq z \leq 1.
\]

Then

\[
\epsilon = \frac{2}{13}, \quad q_0 = 1 + \frac{\epsilon}{s^2}, \quad q_1 = \frac{T'_s(q_0)}{T''_s(q_0)}.
\]

\[
b_k = \frac{T''_k(q_0)}{(T'_k(q_0))^2}, \quad (2 \leq k \leq s), \quad b_0 = b_2, \quad b_1 = \frac{1}{q_0},
\]

and

\[
\tilde{\mu}_1 = b_1q_1, \quad \mu_j = 2q_0b_k, \quad \nu_k = -\frac{b_k}{b_{k-2}}, \quad \tilde{\mu}_k = 2q_1b_k, \quad \tilde{\gamma}_k = -(1 - b_{k-1}T_{k-1}(q_0))\tilde{\mu}_k, \quad (2 \leq k \leq s).
\]
The coefficients $c_k$ are

$$c_k = \frac{T''_s(q_0)}{T''_k(q_0)} \approx \frac{k^2 - 1}{s^2 - 1} \quad (2 \leq k \leq s), \quad c_0 = 0, \quad c_1 = c_2, \quad c_s = 1.$$  

It should be pointed out that two criteria have been taken into consideration for the calculation of the above coefficients; (i) the real stability boundary, $\beta(s)$, has to be as large as possible to obtain good stability properties for parabolic equations, and (ii) the application of the method with an arbitrary number of stages should not damage the convergence properties. That is, the accumulation of local errors does not grow without boundaries. Observe that the number of stages $s$ in our SPH method and the conventional RKC scheme varies with $\Delta t$ such that, see [112],

$$s = 1 + \left\lfloor \sqrt{1 + \frac{c\Delta t}{0.131\Delta p}} \right\rfloor,$$

where $\lfloor x \rfloor$ denotes the integer part of $x$, $c = \sqrt{\frac{E}{\rho}}$ is the wave speed and $\Delta p$ is the initial particle spacing.

It is easy to verify that this method can adapt the stages in one time step itself for a particular CFL value. The number of stages in one step is large when we have a large CFL value (a large $\Delta t$). As we know, the accuracy of the traditional Runge-Kutta method reduces as the number of stages in one time step increases. This is because an increased number of stages increasingly dissipates more simulation information to obtain smoother results. However, this problem does not exist in the Runge-Kutta Chebyshev method. The accuracy is not influenced when we use a large number of stages in one large time step. This will be shown by the numerical results in Chapter 5.

**Concluding remarks**

The SPH method should be combined with the time integration algorithm to obtain the predicted motion of the system in the simulation. As mentioned in Section 3.7, the integration stage can be achieved by the explicit method. In explicit hydrodynamic methods, the Courant-Friedrichs-Levy condition (CFL) plays an important role in time integration of the simulation. Different time stepping schemes are introduced to do the time integration for the SPH method and they will be then compared through the CFL values and accuracies in Chapter 5.

As with other explicit numerical hydrodynamic methods, one can apply standard time stepping schemes to integrate the discretised SPH equations; i.e. the Euler,
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predictor-corrector and RK4 schemes, etc. Euler is the traditional time stepping scheme. It is simple but produces low accuracy. The predictor-corrector scheme is currently one of the most popular time stepping algorithms in the SPH application, since it has higher accuracy and stability than the Euler [72]. However the time step size in the Euler and predictor-corrector schemes may be very small when the smoothing length is small in some cases. In this situation, the RK4 schemes show more stability for the numerical simulation and the capability of larger time steps, which may be larger than the time step estimated by CFL condition. However, increasing the number of stages per time step, increases the computational cost.

Compared with other time stepping methods which are currently widely used, the RKC method has the advantages of flexible size and stages of each time step. Verwer et al. has done the stability analysis for the RKC time-stepping scheme and shown the stability region for RKC is larger than the other classical methods in the Runge-Kutta methods family [112]. The RKC also has the properties that it can adapt the number of stages for different time steps itself. However, unlike the other high order accuracy schemes such as Total Variation Diminishing shock capturing technique in [49], the RKC method only has second order accuracy. The applications will be simulated to demonstrate the advantages of this method in Chapter 5.
Chapter 5

Application to pure elastodynamic problems

Introduction

In order to build a firm foundation for the application of the Runge-Kutta-Chebyshev SPH algorithm in solid mechanics, a set of benchmark problems, which have a theoretical solution, are simulated in this chapter to investigate the advantage of this algorithm in key areas of elastodynamics. Although the SPH method is usually used to solve dynamical systems, in the present study we use the steady-state SPH results to be compared to the FEM applied to a static problem. The benefit of this is that when the RKC-SPH method is applied to a traditional dynamic problem, the results at any time interval can be shown. We first solve a one-dimensional shock wave problem and compare the results with other time stepping schemes. Then the compression loading on a two-dimensional plate with a circular hole are simulated to compare with the static result of the FE simulation. After these benchmark problems, large deformation problems are analysed here. The capability of solving large deformation problems is proved by the results of using the RKC-SPH method.

In Section 5.1, a one-dimensional shock wave problem is first simulated by the RKC-SPH method. Since it is easy to obtain the analytical solution in wave propagation problems. In this simulation different time stepping schemes, such as Euler, predictor-corrector and Fourth-order Runge-Kutta (RK4) integration schemes, are applied and compared with the performance of the RKC method. The algorithm is then applied to simulate the quasi-static limit problem and compare the results with the standard FE solutions and the SPH method with predictor-corrector scheme in Section 5.2. Although the SPH is a dynamic behaviour simulating method, the result of the RKC-SPH method is still better than the the FEM applied to this static problem. In this example, the stress field of the two-dimensional finite plate with a circular hole in the middle under compression is investigated. These two examples are used to demonstrate the performance of the RKC-SPH method.
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Figure 5.1: Compression loading of the one-dimensional magnesium bar.

The RKC-SPH method is shown to have the capability to solve large deformation problems, i.e. the two-dimensional oscillatory beam problem in Section 5.3. The stress fields and velocity vectors are presented to show the dynamic behaviour of the problem. The oscillation frequencies of different beams are presented to compare with the analytical frequency. In Section 5.4, the dynamic process of compression loading on a porous structure is simulated through the RKC-SPH method and the results show the stability of this algorithm.

5.1 One-dimensional wave propagation problem

5.1.1 Shock wave problem

In order to examine the performance of the different time stepping schemes for the SPH method in classical elastic problems, the problem of propagation of a shock wave in a one-dimensional elastic Magnesium bar is solved in this section.

The length of the magnesium bar is $L = 1\, m$ (see Figure 5.1), with material properties of $\rho = 1738\, \text{kg/m}^3$ and Young’s modulus is $E = 45 \times 10^9\, \text{Pa}$. Initially, the bar is at rest with $v = 0$ and $\sigma = 0$. The velocity at the right end of the bar is fixed ($v = 0$) and we apply a compression stress on the left boundary $\sigma_0 = 8.8436 \times 10^6\, \text{Pa}$. This is a simple one-dimensional wave propagation problem which has a theoretical solution. Here, the velocity under the compression loading can be calculated as follows;

$$v_0 = \frac{\sigma_0}{\sqrt{\rho E}} = 1.$$  \hspace{1cm} (5.1)

The wave will propagate through the bar with the wave speed,

$$c = \sqrt{\frac{E}{\rho}}.$$  \hspace{1cm} (5.2)

The wave propagates through the bar and bounds back at the fixed right end of the bar and the amplitude of the stress shock will be doubled when the wave arrives at the right end. The original wave and the reflective wave meet at the middle point of the bar and the stress value will be the double of the initial stress.

In this simulation, Euler, predictor-corrector, RK4 scheme and RKC scheme are applied in combination with the SPH method. A set of 250 particles is arranged in the
analysis to simulate the dynamic behaviour of the elastic bar and we take $h = 1.5\Delta x$, here $\Delta x$ is the initial spacing of the particles. We set CFL= 0.6 for all four time stepping schemes. Here PC2 is the abbreviation of the predictor-corrector scheme in all the figures. The number of stages in the RKC scheme is calculated by the equation (4.18) and for this text example we obtain the stage,

$$s = 1 + \left[ \sqrt{1 + \frac{c\Delta t}{0.131\Delta p}} \right] = 3.$$  \hfill (5.3)

Note that the number of stages is fixed in the simulations presented in Chapter 5. Artificial viscosity (3.16) is applied for this analysis using,

$$\alpha_\Pi = 2.5, \quad \beta_\Pi = 2.5,$$ \hfill (5.4)

These values are suggested by Libersky et al. [52] in solid mechanics.

Figure 5.2: (a) Velocity distributions at $t = 1.2 \times 10^{-4}$ s along the bar with different time stepping schemes; (b) the stress at the end of the bar ($x = L$); the time evolution of velocity (c) and stress (d) at the mid point of the bar ($x = L/2$) using different stepping schemes.
At time $t = 1.2 \times 10^{-4}$ s, the velocity distribution along the bar is displayed in Figure 5.2(a) and the stress at the end of the bar is shown in Figure 5.2(b). Figures 5.2(c) and 5.2(d) show the time evolution of velocity and stress at the mid point of the bar ($x = \frac{L}{2}$) respectively. These are obtained using the considered time stepping schemes and 250 particles. It is easy to see that there is some oscillation in the results obtained by the Euler and predictor-corrector schemes. The results of the RKC scheme only showed slight improvement compared to the RK4 scheme. However, the computational cost of the RKC is smaller than the RK4, since there are four stages in the RK4 time stepping scheme but only three stages in the RKC time integration algorithm. The simulation with the predictor-corrector scheme was found to become unstable when CFL > 0.6.

In order to further compare the performance of the RKC scheme and the RK4 scheme, this wave propagation problem is simulated using different CFL values for these two time stepping schemes. The results of the RK4 and RKC schemes are shown in Figure 5.3 and Figure 5.4.
Figure 5.4: (a) Velocity distributions at $t = 1.2 \times 10^{-4}$ s along the bar with different time stepping schemes; (b) the stress at the end of the bar ($x = L$); the time evolution of velocity (c) and stress (d) at the mid point of the bar ($x = \frac{L}{2}$) using RKC method.

The results of the RK4 scheme in Figure 5.3 show that the oscillation and the dissipation increase as the values of CFL grow and the accuracy deteriorates as the CFL values increase. For the RK4 time stepping scheme, CFL = 1.2 is the upper-limit value, i.e. the solution becomes unstable when the CFL value is larger than 1.2.

However, it is easy to observe that the accuracy and numerical dissipation of the RKC time stepping scheme for the SPH method with different CFL are very similar in Figure 5.4. The stages of the RKC time stepping scheme are calculated for different CFL values. We obtain three stages for CFL = 0.6 and 1.0, four stages for CFL = 1.2 and five stages for CFL = 2.5. It is worth noting that the CFL value cannot be increased without limitation when increasing the number of stages, because the RKC time stepping scheme is still an explicit scheme. A too large CFL value will lead to deterioration of the solution’s accuracy. The errors for Euler, predictor-corrector, RK4 and RKC schemes of the SPH method in this shock-wave propagation simulation are shown in Table 5.1. Only the RKC time stepping scheme produces a reasonable error when CFL = 2.5.
Figure 5.5: (a) Velocity distributions at $t = 1.2 \times 10^{-4}$ s along the bar with different time stepping schemes; (b) the stress at the end of the bar ($x = L$); the time evolution of velocity (c) and stress (d) at the mid point of the bar ($x = \frac{L}{2}$) using RKC method with more particles.
We then apply a large number of particles to simulate this wave propagation problem in order to obtain high accuracy results, as in Figure 5.5. The error rates are calculated to show the convergence of the RKC-SPH method in Figure 5.6. Figure 5.6(a) shows the errors of the velocity distribution at $t = 1.2 \times 10^{-4}$ s and Figure 5.6(b) shows the errors of the time evolution of the stress at the end of the bar. Here the rates of convergence in these two figures are 0.75 for $L^1$-error norm and 0.5 for $L^2$-error norm, which do not agree with the convergence rate of the SPH method in Section 2.4.2.

![Figure 5.6](image)

Figure 5.6: (a) The $L^1$ and $L^2$ error norms of the velocity distribution at $t = 1.2 \times 10^{-4}$ s; (b) the $L^1$ and $L^2$ error norms of the time evolution of the stress at the end of the bar ($L = 1 \text{ m}$).

---

### Table 5.1: Errors of using the SPH method for solving shock-wave propagation with different time schemes at $t = 1.2 \times 10^{-4}$ s.

<table>
<thead>
<tr>
<th>CFL</th>
<th>Euler Predictor</th>
<th>RK4</th>
<th>RKC</th>
<th>Euler Predictor</th>
<th>RK4</th>
<th>RKC</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.6</td>
<td>0.1469</td>
<td>0.1056</td>
<td>0.1005</td>
<td>0.0889</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td></td>
<td>0.1943</td>
<td>0.1737</td>
<td>0.1710</td>
<td>0.1612</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>1.0</td>
<td>-</td>
<td>-</td>
<td>0.1260</td>
<td>0.0889</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td></td>
<td>-</td>
<td>-</td>
<td>0.1899</td>
<td>0.1611</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>1.2</td>
<td>-</td>
<td>-</td>
<td>0.2497</td>
<td>0.0888</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td></td>
<td>-</td>
<td>-</td>
<td>0.2632</td>
<td>0.1616</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>2.5</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>0.0888</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td></td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>0.1614</td>
<td>-</td>
<td>-</td>
</tr>
</tbody>
</table>
Since the shock wave problem stated in this thesis is a discontinuous solution, it is necessary to include artificial viscosity to smooth the unphysical oscillation. However, the artificial viscosity will dissipate the accuracy of the simulation. Therefore, the rates of convergence for the numerical results with artificial viscosity are reduced for the RKC-SPH method. In order to investigate the rate of convergence for the RKC-SPH method, another example with a smooth analytical solution in [49] is presented in Section 5.1.2. Rates of convergence of the RKC-SPH method obtained in this section will be compared with the theoretical order of the RKC-SPH method.

5.1.2 Convergence analysis

Similar to the problem in Section 5.1.1, a compression stress is loaded at the left end of a one-dimensional bar with unity Young’s modulus $E$ and density $\rho$. The bar is fixed at the right end and with the length $L = 40$ m. In order to avoid a discontinuous exact solution, a forcing function of the compression stress in [49] is given by,

$$\sigma(t) = \zeta (\sin (\frac{\pi}{20} t - \frac{\pi}{2}) + 1), \quad t \geq 0,$$

where $\zeta = 0.001$ is the constant. There is no artificial viscosity in this analysis. Different numbers of particles (20, 40, 60, 80, 100, 160, 500 particles) are arranged to simulate this problem. Choosing CFL=1.0, the number of stages is calculated to be 3 by (4.18). Figure 5.7(a) represents the stress distribution along the bar at $t = 40$ s with different numbers of particles. The $L^1$ and $L^2$ error norms are shown in Figure 5.7(b). The rate of convergence of the RKC-SPH method obtained here is 1 for $L^1$ error norm and 1.5 for $L^2$ error norm without the influence of artificial viscosity.

![Figure 5.7](image_url)

Figure 5.7: (a) The stress distribution along the bar at $t = 40$ s; (b) the $L^1$ and $L^2$ error norms of the stress distribution at $t = 40$ s.
5.2 Two-dimensional elastic plate

In this section a classical example in two-dimensional space is analysed using the RKC-SPH method since it has an analytical solution for the stress on the cross section. The compression loading on a two-dimensional plate with a circular void in the middle is simulated here. Since the SPH method is a particle-based method, the distribution of particles would influence the accuracy of the analysis. In this section, we first allocate three different distributions of particles for the compression loading on a plate with a circular void in the middle, in order to explore the influence of particle distribution. The plate is shown in Figure 5.8(a) and the analysis can be applied on a quarter of the plate because of the symmetric property. The plate material is still Magnesium and all the material constants are the Magnesium properties. The sizes of the plate are $X=Y=2\ m$ and $r=0.3\ m$. The compression velocity is $v=2\ m/s$ loaded on the top and bottom boundary and the left and right boundaries are free. The loading duration is 1\ s. Take the center of the plate as the origin of coordinates, three different particle distributions for the quarter of the plate are considered, see Figure 5.8.

![Diagram of the plate](image)

Figure 5.8: (a) Whole problem domain. (b) Squared distribution. (c) Radial distribution. (d) Equally radial distribution.

These three distributions are squared distribution (Figure 5.8(b)), radial distribution (Figure 5.8(c)) and equally radial distribution (Figure 5.8(d)). The numbers of
particles in the different distributions are slightly different, 897 for the squared, 922 for the radial and 916 for the equally radial. The initial particle spacing for squared and equally radial distributions are the same $\Delta p = 0.033 \text{ m}$. Since the change of $\sigma_{xx}$ is very small during the whole process, the results of the $\sigma_{xx}$ field are not displayed. The stresses ($\sigma_{xy}$ and $\sigma_{yy}$) fields using a squared distribution at different times are shown in Figure 5.9.

Figure 5.9: The stresses $\sigma_{xy}$ (left column), $\sigma_{yy}$ (middle column) and velocity $v$ (right column) fields using squared distribution at different times. (a) $t_1 = 331.6336 \text{ ms}$. (b) $t_2 = 663.2731 \text{ ms}$. (c) $t_3 = 994.9097 \text{ ms}$.

It is clear from the results using square distribution, that there are some unphysical oscillations at the boundary of the circular hole and the velocity near the circular hole becomes disordered. This is because the particle distribution near the circular hole is not uniform enough to avoid the error accumulating during the simulation process.
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The stresses $\sigma_{xy}$ and $\sigma_{yy}$ and the velocity $v$ field using radial distribution at different times are shown in Figure 5.10. It is worth noting that the smoothing length of each particle here can be different because of the different initial particle spacing.

Figure 5.10: The stresses $\sigma_{xy}$ (left column), $\sigma_{yy}$ (middle column) and velocity $v$ (right column) fields using radial distribution at different times. (a) $t_1 = 331.6336$ ms. (b) $t_2 = 663.2731$ ms. (c) $t_3 = 994.9097$ ms.

In this simulation, the oscillation of the stress field occurs in the problem domain. There are still slightly disordered situations for the velocity inside the problem domain. This is because the smoothing length of each particle is different and the number of particles in the support domain is different. This will reduce the accuracy of the method if there is no special treatment (the solution of different smoothing lengths will be introduced in Chapter 6).
The stresses $\sigma_{xy}$ and $\sigma_{yy}$ and the velocity $v$ field using equally radial distribution at different times are shown in Figure 5.11.

Figure 5.11: The stresses $\sigma_{xy}$ (left column), $\sigma_{yy}$ (middle column) and velocity $v$ (right column) fields using equally radial distribution at different times. (a) $t_1 = 331.6336 \text{ ms}$. (b) $t_2 = 663.2731 \text{ ms}$. (c) $t_3 = 994.9097 \text{ ms}$. 
Theoretically, the stress fields on an infinite plate with a circular hole under uniaxial far field compression loading $\sigma^\infty$ can be predicted by (5.6), which is given by Ashby and Jones [2]. Take the polar coordinates $\rho$ and $\vartheta$ for the plate and the stress field can be presented as,

\[
\sigma_\varrho(\rho, \vartheta) = \frac{\sigma^\infty}{2} (1 - \frac{r^2}{r^2}) + \frac{\sigma^\infty}{2} (1 - \frac{r^2}{\rho^2})(1 - 3 \frac{r^2}{\rho^2}) \cos 2\vartheta, \tag{5.6a}
\]

\[
\sigma_\varphi(\rho, \vartheta) = \frac{\sigma^\infty}{2} (1 + \frac{r^2}{\rho^2}) - \frac{\sigma^\infty}{2} (1 + \frac{r^4}{\rho^4}) \cos 2\vartheta, \tag{5.6b}
\]

\[
\sigma_{\varrho\varphi}(\rho, \vartheta) = \sigma_{\varphi\varrho}(\rho, \vartheta) = -\frac{\sigma^\infty}{2} (1 - \frac{r^2}{\rho^2})(1 + 3 \frac{r^2}{\rho^2}) \sin 2\vartheta. \tag{5.6c}
\]

Therefore, the normal stress $\sigma_{yy}$ along the $y = 0$ can be calculated by $\sigma_\varrho$ with $\vartheta = \frac{\pi}{2}$,

\[
\sigma_{yy}(x, 0) = \sigma^\infty \left( 1 + \frac{1}{2} \frac{r^2}{x^2} + \frac{3}{2} \frac{r^4}{x^4} \right). \tag{5.7}
\]

Figure 5.12: $\sigma_{yy}$ along the cross section of the plane with circular hole ($y = 0$) using different particle distributions.

In this simulation, the compression stress is loaded on top and bottom of far field with $\sigma^\infty = 20 \text{ MPa}$ and the stresses on the each boundaries are set to be the analytical solution, which can be calculated by Equation (5.6). The $\sigma_{yy}$ distributions along the cross section of the plane for each particle distribution are shown in Figure 5.12. Compared with the other two particle distributions, the equally radial distribution performs better than other distributions for the RKC-SPH method in this problem. This is because the initial particle spacing of the distribution is relatively more uniform than the other two distributions. This can reduce the error accumulation which leads to an unstable solution.

In order to further investigate the performance of the RKC-SPH method, equal radial distribution is used for the SPH method with both classical predictor-corrector
Table 5.2: Errors for the stress distribution $\sigma_{yy}$ along the cross section of plane with circular hole ($y = 0$). Because this is a two-dimensional case and the number of particle is not linearly increasing when the particle spacing decreases, then the particle spacing is adopted to investigate the convergence rate of the method.

<table>
<thead>
<tr>
<th></th>
<th>$r = 0.2$ m</th>
<th></th>
<th>$r = 0.3$ m</th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>FEM</td>
<td>SPH (PC2)</td>
<td>RKC-SPH</td>
<td>FEM</td>
</tr>
<tr>
<td>Number of particles for whole domain</td>
<td>3222</td>
<td>2560</td>
<td>2560</td>
<td>3025</td>
</tr>
<tr>
<td>Number of particles on cross section</td>
<td>41</td>
<td>41</td>
<td>41</td>
<td>36</td>
</tr>
<tr>
<td>$L^1$ error norm</td>
<td>0.0521</td>
<td>0.0309</td>
<td>0.0304</td>
<td>0.0422</td>
</tr>
<tr>
<td>$L^2$ error norm</td>
<td>0.0537</td>
<td>0.0498</td>
<td>0.0442</td>
<td>0.0434</td>
</tr>
</tbody>
</table>

Figure 5.13: $\sigma_{yy}$ along the cross section of plane with circular hole ($y = 0$) by using different methods.
and the RKC time stepping schemes. The CFL value in this problem is 2.5 in the RKC method with five stages and 0.6 in the Predictor scheme. The initial particle spacing is $\Delta p = 0.02$ here and Table 5.2 shows the different numbers of particles arranged for different void radius of the domain ($r = 0.2$ m and $r = 0.3$ m). Then the traditional grid-based method (FEM) is also used to simulate this problem as a comparison with the RKC-SPH method. In order to be consistent with the SPH simulations, the same number of nodes (41 nodes for $r = 0.2$ m and 36 nodes for $r = 0.3$ m) is arranged on the cross section, then the number of nodes for this domain is shown in Table 5.2. The FEM simulation is carried out by the ABAQUS software.

Note that the SPH method is a dynamic method and the results calculated by it are only snapshots of the whole dynamic process rather than a perfectly steady state but the FEM result is from a static simulation. In order to obtain results close to steady state, the stresses of particles over the last 10 time steps were averaged for the SPH simulations. It is also necessary to run the simulation for a long time until the shock waves have been dissipated. The comparison results of the FEM, SPH with predictor-corrector scheme and RKC-SPH method for different sizes circular holes in the plane are shown in Figure 5.13. The $L^1$ and $L^2$ error norms for different methods are shown in Table 5.2.

It is easy to see from Figure 5.13 and Table 5.2, the SPH method has the capability to achieve higher accuracy compared to the FEM. Compared to the SPH method with the predictor-corrector scheme, a larger CFL value in the RKC scheme can save computational cost and slightly higher accuracy is obtained in the RKC-SPH simulation since a larger number of time step will increase the error accumulation in the simulation.

Next, the equally radial distribution for the RKC-SPH method with more particles
Figure 5.15: The stresses $\sigma_{xy}$ (left column), $\sigma_{yy}$ (middle column) and velocity $v$ (right column) fields using equi-radial distribution with more particles (3504) at different times. (a) $t_1 = 331.6336 \text{ ms}$. (b) $t_2 = 663.2731 \text{ ms}$. (c) $t_3 = 994.9097 \text{ ms}$. 
(3504) is applied to simulate this problem \((r = 0.3 \text{ m})\). The stresses and velocity fields of the whole domain are shown in Figure 5.15. Here the results of the whole domain show the accuracy is proved to be higher than the traditional grid-based method, FEM. The \(L^1\) and \(L^2\) error norms for the stress \(\sigma_{yy}\) distribution along the cross section are presented in Figure 5.14. Note here the size of the particle spacing is the X axis since the number of particles does not linearly increase when decreasing the size of particle spacing in two-dimensional space. As mentioned in Section 5.1.1, the rate of convergence (0.5 for both \(L^1\) and \(L^2\) error norms) here is influenced by the artificial viscosity and accuracy for the RKC-SPH method. The real rate of convergence for the RKC-SPH method is 1.5 for \(L^2\) and 1 for \(L^1\) error norms as outlined in Section 5.1.2.

It is worth noting that there is another way to solve the problem caused by the non-uniform particle distributions in the SPH method. In this study, the mass of each particle is assumed to be constant in any distribution in an attempt to simplify the simulation process and focus on how to improve the SPH algorithm. If we adopt the voronoi area time the density to calculate the masses for particles, the problem caused by the nonuniform distribution near the boundary can be solved and similar results obtained (Figure 5.15).

### 5.3 Two-dimensional oscillatory beam

A large deformation problem which is similar to the example in [34] is modelled in this section. The large deformation problem of a thin two-dimensional beam with a fixed end is considered, see Figure 5.16. A set of perpendicular velocities \(v_y\) is loaded on the beam at the initial time. The length of the beam is \(L\) and the width of the beam is \(d\).

![Figure 5.16: A two-dimensional beam fixed at left and free on right is pulled by a set of velocity.](image)

The values of the velocity at each point on the beam can be expressed as follows,

\[
\frac{v_y}{c} = V_f \frac{M (\cos(\kappa x) - \cosh(\kappa x)) - N (\sin(\kappa x) - \sinh(\kappa x))}{Q},
\]

(5.8a)
where \( c \) is the wave speed of the material, \( V_f \) is a factor for the velocity calculation and the factor \( \kappa \) should satisfy the condition;
\[
\cos(\kappa L) \cosh(\kappa L) = -1. 
\]  

(5.8b)

It is easy to obtain \( \kappa L = 1.875 \) in this mode and other factors can be calculated as follows;
\[
M = \sin \kappa L + \sinh(\kappa L), \\
N = \cos(\kappa L) + \cosh(\kappa L), \\
Q = 2(\cos(\kappa L) \sinh(\kappa L) - \sin(\kappa L) \cosh(\kappa L)). 
\]  

(5.8c)

The equation of frequency \( \omega \) calculating for a two-dimensional oscillatory beam with left end fixed and the other end free is given by Landau and Lifshitz [47];
\[
\omega = \sqrt{\frac{E d^2 \kappa^4}{12 \rho}}. 
\]  

(5.9)

We discretise the two-dimensional beam into a set of particles to simulate the oscillation process. The material of the beam here is still chosen to be Magnesium. Here we take \( h = 1.5 \Delta x \) (\( \Delta x \) is the initial spacing of the particles) and the initial particle distribution is placed on a Cartesian square grid. The factor \( V_f = 0.02 \). The size of this beam is \( L = 0.5 \text{ m} \) and \( d = 0.05 \text{ m} \). The principal stress fields \( \sigma_{xx}, \sigma_{yy} \) and the velocity \( v \) are shown in Figure 5.17 at different times.

We then select different values for the factor \( V_f \) to simulate the oscillation process for the two-dimensional beams with different sizes to further determine the accuracy of this method. The oscillation frequency and period obtained by the RKC-SPH method are shown in Table 5.3 compared with the analytical frequency.

Table 5.3: Oscillation frequency and period for analytical and SPH results.

\[
\begin{array}{cccc}
L = 0.5 \text{ m} & d = 0.1 \text{ m} & L = 0.5 \text{ m} & d = 0.05 \text{ m} \\
\hline
\omega_{\text{theoretic}} & \omega_{\text{SPH}} & \text{error} & \omega_{\text{theoretic}} & \omega_{\text{SPH}} & \text{error} \\
V_f = 0.05 & 2066 \text{ Hz} & 1888 \text{ Hz} & 8.62\% & 1033 \text{ Hz} & 982 \text{ Hz} & 4.94\% \\
V_f = 0.02 & 2066 \text{ Hz} & 1929 \text{ Hz} & 6.63\% & 1033 \text{ Hz} & 983 \text{ Hz} & 4.84\% \\
V_f = 0.01 & 2066 \text{ Hz} & 1943 \text{ Hz} & 5.95\% & 1033 \text{ Hz} & 1000 \text{ Hz} & 3.19\% \\
V_f = 0.005 & 2066 \text{ Hz} & 1943 \text{ Hz} & 5.95\% & 1033 \text{ Hz} & 1007 \text{ Hz} & 2.52\% \\
V_f = 0.002 & 2066 \text{ Hz} & 1943 \text{ Hz} & 5.95\% & 1033 \text{ Hz} & 1007 \text{ Hz} & 2.52\% \\
V_f = 0.001 & 2066 \text{ Hz} & 1943 \text{ Hz} & 5.95\% & 1033 \text{ Hz} & 1007 \text{ Hz} & 2.52\%
\end{array}
\]
Figure 5.17: The principal stress fields $\sigma_{xx}$ (left column), $\sigma_{yy}$ (middle column) and velocity $v$ (right column) of the oscillation beam ($L = 0.5$ m and $d = 0.05$ m) using the RKC SPH method at different times $t_1$, $t_2$, $t_3$ and $t_4$. 

(a) $t_1 = 73.7 \mu$s
(b) $t_2 = 1621.33 \mu$s
(c) $t_3 = 3316.37 \mu$s
(d) $t_4 = 4937.7 \mu$s
In order to determine the convergence of the RKC-SPH method, different numbers of particles are arranged to simulate a problem. The length of the beam is 0.5 m and width is 0.1 m, using three sets of particles with the initial spacing $\Delta p = 0.01$ m, 0.005 m and 0.0033 m to simulate the oscillation process. The changes of velocity and displacement at the end of the beam are shown in Figure 5.18. The errors for the frequencies from the RKC-SPH method and analytical results are shown in Figure 5.19, here the $L^1$ and $L^2$ error norms for the frequency is the same. It is easy to see that the results of this method converge when we decrease the size of particles spacing and the rate of convergence is 1 here.

Figure 5.18: Comparative results of the velocity (a) and displacement (b) at the end of the beam with different numbers (n = 11, 21 and 31) of particles allocated on the width ($L = 0.5$ m, $d = 0.1$ m and $V_f = 0.01$)

Figure 5.19: The errors for the frequencies from the RKC-SPH method results with different numbers of particles.
5.4 Elastodynamics in a porous plate under compression

The deformation problem in a porous structure is also modelled by the RKC-SPH method. The material is Magnesium and the whole plate is shown in Figure 5.20(a). The sizes of the plate are $L = 2\, \text{m}$, $r_1 = 0.3\, \text{m}$, $r_2 = 0.2\, \text{m}$ and $l = 0.7\, \text{m}$. There are nine circular holes inside the plate, the radius of middle one is $r_1$ and the rest of the holes have the same radius $r_2$.

![Figure 5.20: (a) The plate with nine circular holes inside. (b) The particle discretisation for the problem domain.](image)

Note that the equi-radial distribution is only equally distributed for the problem with one void in the center. Here we select the equi-radial distribution to present the problem domain and arrange another 8 sets of particles on the boundary of the circular holes which are not in the middle as shown in Figure 5.20 (b). The loading velocity is $v_y = 10\, \text{m/s}$ applied on the top and bottom surface and the duration is $0.02\, \text{s}$. After the loading process, the total strain of the plate will be $\varepsilon = 0.2$. 4616 particles are allocated for a quarter of the problem domain in this simulation, since the porous structure is a symmetric domain. The smoothing length is $h = 1.5\Delta p$. The factors of artificial viscosity are given by $\alpha_{\Pi} = 2.5$ and $\beta_{\Pi} = 2.5$. In order to distinguish each void, the nine voids have been numbered in Figure 5.20 (a). In this simulation, another set of particles is arranged on the circular boundaries of the voids except the middle voids 5, see Figure 5.20(b).
The principal stress fields of the compression plate are shown in Figure 5.21. As mentioned before, the particle is non-uniform distributed near the boundary of circular holes, this non-uniform particle distribution will cause some unphysical oscillation as shown in Figure 5.21. The stresses $\sigma_{11}$ and $\sigma_{22}$ always concentrate on the boundary of the four circular voids (1, 3, 7 and 9) near the corners and middle void 5. Most of the deformation occurs near these five circular holes and the strain on the two voids 4 and 6 is smaller than these five voids. The tension occurs on the upper and lower surface of the middle void 5 and there is very small strain on the voids 2 and 8. This property is very important in engineering applications, such as the design of the cellular solid. Since the total strain of the plate in Section 5.4 is $\varepsilon = 0.2$, this compression loading simulation on the porous plate is a large deformation problem. The results of this simulation show that the RKC-SPH method has the promising capability to solve the large deformation on the porous structure.

Concluding remarks

The applications of the SPH method have been analysed by using different time stepping schemes to investigate the advantages of the Runge-Kutta Chebyshev time integration algorithm in this chapter. Note that although the SPH method is a dynamic behaviour simulating technique, the performance of the method shown in the static problem still proved better than the traditional static grid-based method.

Two benchmark problems with theoretical solution have been analysed in one- and two- dimensions to show the advantages of the RKC-SPH method. A shock wave problem is first simulated by the Runge-Kutta-Chebyshev SPH method in a one-dimensional case in Section 5.1, comparing with the Euler, Predictor and RK4 time stepping schemes. The results show that the RKC-SPH method can bring higher accuracy results than applying other time stepping schemes in the SPH method and the size of time step can be larger to save the computational cost. The accuracy will not been influenced by the larger CFL value in the RKC method compared with the RK4 scheme. The influence of the particle distribution has been investigated by analysing the compression loading process on a two-dimensional elastic plate with a circular hole in the middle, as described in Section 5.2. And then the best distribution, equal radial distribution has been applied with the RKC-SPH method to compare the performance with the Predictor scheme and the FEM result. Even though the RKC-SPH method is a dynamic method, the results of quasi-static problem analysed by the RKC-SPH method show higher accuracy than the static FEM method and the SPH method with the Predictor time stepping scheme.

Then the RKC-SPH method is applied to simulate large deformation problems, a two-dimensional oscillatory beam in Section 5.3 and loading process on the high porosity structure in Section 5.4. The simulation results show the promising performance of the RKC-SPH on solving large deformation problems.
Figure 5.21: The stresses $\sigma_{11}$ (left column) and $\sigma_{22}$ (right column) fields using Runge-Kutta-Chebyshev SPH method at different times. (a) $t_1 = 0.00667$ s. (b) $t_2 = 0.01333$ s. (c) $t_3 = 0.02$ s.
In this chapter, the advantages of the RKC-SPH method have been demonstrated by the test cases. Larger size of time step can be used by combining the RKC time stepping scheme with the SPH method to improve the efficiency and save computational cost. And the results show that the RKC-SPH method has the promising capability to solve large deformation problems. The adaptivity property of the RKC-SPH method can then be explored, such as the adaptive number of particles and spacing, which will be presented in Chapter 6.
Chapter 6

Time-space adaptive SPH method

Introduction

SPH is a purely Lagrangian particle method based on the kernel interpolation in which the problem domain is discretised into particles. As mentioned before, the SPH method has been applied on complex and nonlinear problems in areas from large-scale astrophysical systems to small-scale fluids and solids. Unlike the traditional grid-based methods, it is fully mesh-free and easy to simulate problems with complex physics and arbitrary geometries.

In practical engineering applications, the current status of the SPH method simulation has reached a limit by which a large scale problem domain requires arrangement of a large number of particles to get sufficient resolution, in order to obtain high accuracy. However, even arranging a large number of particles on high performance computers still cannot meet the requirement for large spatial problems in some cases and also leads to expensive computational cost.

In some real engineering applications, only part of the problem domain has dynamic behaviour (i.e. change of velocity, stress or temperature) during a certain time. For example, consider a beam in the shock wave propagation problem, which is fixed at the right end, the loading velocity is at the left end of the beam. The right part of the beam will not receive the dynamic information until the propagation of the shock wave reaches the right end. In this situation, the properties of the particles in the right part of the beam are not the feature of interest but will still need to be calculated, this is time consuming and limits the efficiency of the SPH method.

For this reason, a new version of the SPH method with, called the Adaptive SPH method, a time-varying particle distribution is attractive and studied by several researchers [5, 65, 87, 110, 88, 108, 109, 101]. First a particle splitting method has been
implemented by Kitsionas and Whitworth for the astrophysics problem in 2002 [44]. Due to the adaptivity property of the particle distribution in the ASPH method, the accuracy of the method is increased using a relatively smaller number of particles compared to the standard SPH method. In order to achieve this, the basic concept of Adaptive Mesh Refinement (AMR) can be adopted on the particle methods, and is called the Adaptive Particle Splitting (APS) technique. Although the APS technique is not as mature as the AMR technique, it is still worth studied, improved and applied to the SPH method to obtain the new Adaptive SPH algorithm. Lopez applied the APS technique for the SPH method in fluid flow simulations [65]. Omidvar et al. applied variable mass particle distribution to simulate 2D and 3D fluid dynamic problems [87, 88] through the SPH method and Lastiwka et al. presented a more general algorithm with particle insertion and removal for the SPH method based on this [48]. Feldman and Bonet developed a dynamic particle refinement algorithm for the SPH method [27]. Then Vacondio et al. expanded the method with splitting and coalescing techniques on fluid dynamics [108, 109, 110]. Spreng et al. then applied the adaptive discretization algorithm for the SPH method on solid mechanics [101]. A new refinement procedure is developed by Barcarolo et al. [5]. In their work, the mother particle is not removed but turned off by an operator and daughter particles are turned on when they are created. One of the key points in the APS technique is the varying smoothing length, which can then be adopted as the adaptive smoothing length for this new algorithm, unlike the method proposed by Shapiro et al. [98] and Owen et al. [89], which only focuses on the adaptive kernel estimation. The adaptive SPH algorithm studied by the above researchers includes not only the adaptive kernel estimation but also the adaptive number and distribution of particles during the time integration process.

Take a one-dimensional bar as an example, the particle distribution is refined to be varied at different times. The basic concept of the new Adaptive SPH method in a 1D problem is shown in Figure 6.1. The two original particles $A$ and $B$ were split into three refined particles each with a smaller mass at $t = t_1$. The total mass and momentum of the system should be conserved (the sum of the mass of three refinement particles should be the same as one original particle). Then the refinement particles which are split at $t = t_1$ are merged to the coarse particles $A'$ and $B'$ at $t = t_2$. Another two of the original particles $C$ and $D$ are split into six refinement particles at $t = t_3$, see Figure 6.1. Then the refinement particles which are split at $t = t_4$ are merged to the coarse particles $C''$ and $D'$ at $t = t_4$.

Since the size of time step depends on the particle spacing, the time step will become smaller after the particle splitting. A smaller time step should be chosen for all particles after the splitting process in previous ASPH simulations [5]. In this thesis, the adaptivity of the method proposed here is different from the method introduced by the other researchers; here it involves not only the adaptive particle spacing but also the adaptive number of stages in one time step. One consistent time step relating to the initial particle spacing can be applied in the whole simulation and the number of stages
Figure 6.1: The basic concept of the new Adaptive SPH method in one dimensional space. (a) The particle splitting at $t = t_1$. (b) The particle merging and splitting at $t = t_2$. (c) $t = t_3$. (d) $t = t_4$. (e) $t = t_4$. (f) $t = t_4$. (g) $t = t_4$. (h) $t = t_4$. (i) $t = t_4$. (j) $t = t_4$. (k) $t = t_4$. (l) $t = t_4$. (m) $t = t_4$. (n) $t = t_4$. (o) $t = t_4$. (p) $t = t_4$. (q) $t = t_4$. (r) $t = t_4$. (s) $t = t_4$. (t) $t = t_4$. (u) $t = t_4$. (v) $t = t_4$. (w) $t = t_4$. (x) $t = t_4$. (y) $t = t_4$. (z) $t = t_4$. (aa) $t = t_4$. (ab) $t = t_4$. (ac) $t = t_4$. (ad) $t = t_4$. (ae) $t = t_4$. (af) $t = t_4$. (ag) $t = t_4$. (ah) $t = t_4$. (ai) $t = t_4$. (aj) $t = t_4$. (ak) $t = t_4$. (al) $t = t_4$. (am) $t = t_4$. (an) $t = t_4$. (ao) $t = t_4$. (ap) $t = t_4$. (aq) $t = t_4$. (ar) $t = t_4$. (as) $t = t_4$. (at) $t = t_4$. (au) $t = t_4$. (av) $t = t_4$. (aw) $t = t_4$. (ax) $t = t_4$. (ay) $t = t_4$. (az) $t = t_4$. (ba) $t = t_4$. (bb) $t = t_4$. (bc) $t = t_4$. (bd) $t = t_4$. (be) $t = t_4$. (bf) $t = t_4$. (bg) $t = t_4$. (bh) $t = t_4$. (bi) $t = t_4$. (bj) $t = t_4$. (bk) $t = t_4$. (bl) $t = t_4$. (bm) $t = t_4$. (bn) $t = t_4$. (bo) $t = t_4$. (bp) $t = t_4$. (bq) $t = t_4$. (br) $t = t_4$. (bs) $t = t_4$. (bt) $t = t_4$. (bu) $t = t_4$. (bv) $t = t_4$. (bw) $t = t_4$. (bx) $t = t_4$. (by) $t = t_4$. (bz) $t = t_4$. (ca) $t = t_4$. (cb) $t = t_4$. (cc) $t = t_4$. (cd) $t = t_4$. (ce) $t = t_4$. (cf) $t = t_4$. (cg) $t = t_4$. (ch) $t = t_4$. (ci) $t = t_4$. (cj) $t = t_4$. (ck) $t = t_4$. (cl) $t = t_4$. (cm) $t = t_4$. (cn) $t = t_4$. (co) $t = t_4$. (cp) $t = t_4$. (cq) $t = t_4$. (cr) $t = t_4$. (cs) $t = t_4$. (ct) $t = t_4$. (cu) $t = t_4$. (cv) $t = t_4$. (cw) $t = t_4$. (cx) $t = t_4$. (cy) $t = t_4$. (cz) $t = t_4$. (da) $t = t_4$. (db) $t = t_4$. (dc) $t = t_4$. (dd) $t = t_4$. (de) $t = t_4$. (df) $t = t_4$. (dg) $t = t_4$. (dh) $t = t_4$. (di) $t = t_4$. (dj) $t = t_4$. (dk) $t = t_4$. (dl) $t = t_4$. (dm) $t = t_4$. (dn) $t = t_4$. (do) $t = t_4$. (dp) $t = t_4$. (dq) $t = t_4$. (dr) $t = t_4$. (ds) $t = t_4$. (dt) $t = t_4$. (du) $t = t_4$. (dv) $t = t_4$. (dw) $t = t_4$. (dx) $t = t_4$. (dy) $t = t_4$. (dz) $t = t_4$. (ea) $t = t_4$. (eb) $t = t_4$. (ec) $t = t_4$. (ed) $t = t_4$. (ee) $t = t_4$. (ef) $t = t_4$. (eg) $t = t_4$. (eh) $t = t_4$. (ei) $t = t_4$. (ej) $t = t_4$. (ek) $t = t_4$. (el) $t = t_4$. (em) $t = t_4$. (en) $t = t_4$. (eo) $t = t_4$. (ep) $t = t_4$. (eq) $t = t_4$. (er) $t = t_4$. (es) $t = t_4$. (et) $t = t_4$. (eu) $t = t_4$. (ev) $t = t_4$. (ew) $t = t_4$. (ex) $t = t_4$. (ey) $t = t_4$. (ez) $t = t_4$. (fa) $t = t_4$. (fb) $t = t_4$. (fc) $t = t_4$. (fd) $t = t_4$. (fe) $t = t_4$. (ff) $t = t_4$. (fg) $t = t_4$. (fh) $t = t_4$. (fi) $t = t_4$. (fj) $t = t_4$. (fk) $t = t_4$. (fl) $t = t_4$. (fm) $t = t_4$. (fn) $t = t_4$. (fo) $t = t_4$. (fp) $t = t_4$.
in one time step will be adaptive when particle splitting and merging occur. This is achieved by combining the ASPH with the RKC time-stepping method, because of the stage adaptivity of the RKC scheme. This method is called the time-space Adaptive SPH method. The time-space Adaptive SPH method will be applied on elastodynamics to demonstrate the accuracy and efficiency of the method.

In this chapter, varying smoothing length will be first introduced and then developed to be the adaptive smoothing length for the adaptive SPH method. Different approaches to the adaptive kernel estimation will be discussed and one will be chosen for the ASPH method. Then the APS technique will be discussed and applied for the SPH method, including the splitting and merging of the particles. The technique of error control is applied in this method to minimise errors after particle splitting. The adaptive stages for a time step will be introduced to achieve the time adaptivity of the time-space Adaptive SPH method. Finally, the time-space ASPH method is applied to the simulation of the shock wave propagation in one-dimensional space to prove the accuracy and efficiency. Another static compressive problem in a one-dimensional case will be also analysed using the time-space ASPH method.

6.1 Adaptive kernel estimation

6.1.1 Varying smoothing length

In the SPH method, the choice of smoothing length \( h \) directly affects the accuracy of the simulation result and the computational efficiency. If the smoothing length is too small, there are not enough particles in the support domain \( (r \leq \kappa h) \) to represent the properties of the considered particle by the total contribution from the neighbouring particles, leading to a low accuracy of the results. Whereas if the smoothing length is too large, the computational efficiency will obviously decrease and the accuracy will also suffer as too many particles in the support domain will smooth out the local properties and information in the considered particle.

The particle approximation in the SPH method requires a sufficient but not excessive number of particles in the support domain to ensure the accuracy of the results [57]. The efficiency of the analysis will also be influenced by the number of particles. The smoothing length is empirically chosen from 0.8 to 1.8 times the initial particle spacing for different application problems [58]. For example, the number of neighbouring particles should be about 5, 21, 57 respectively in one-, two- and three- dimensional cases, when \( h = 1.2 \Delta p \) (\( \Delta p \) is the initial particle spacing) and \( \kappa = 2 \).

In the early application of the SPH method, the smoothing length was chosen based on the initial average density of the whole problem system. Then the individual
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The smoothing length of each particle should be modified to depend on the local density of the considered particle for the expansion or compression problem of the fluid, this can maintain the consistency of the accuracy through the whole problem domain [71, 73]. Later many researchers recognised that the smoothing length should be adaptive in both space and time [39, 86, 103], which can be treated as the foundation of the Adaptive SPH method. Shapiro et al. [98] and Owen et al. [89] both developed an Adaptive SPH method only focusing on the adaptive kernel estimation with a fixed number of particles, which is different from the new ASPH algorithm developed in this thesis.

The main purpose of a varying smoothing length is to ensure relatively constant number of neighbouring particles inside the support domain during the simulation. There are many ways to achieve this and the common point of them is that the smoothing length can be updated according to the average local density. The simplest approach can be represented as;

$$h_i = h_i^0 \left( \frac{\rho_i}{\rho_0} \right)^{1/d}, \quad (6.1)$$

where $h_i$ indicates the individual smoothing length of particle $i$ and $h_i^0$ is the initial smoothing length. Similarly, $\rho_i$ indicates the local density of particle $i$ and $\rho_0$ is the initial local density and $d$ refers to the number of dimensions.

Benz suggested another way to identify the smoothing length during the time integration of the analysis [8]. The equation includes the time derivative of the smoothing length;

$$\frac{dh_i}{dt} = -\frac{1}{d} \frac{h_i}{\rho_i} \frac{d\rho_i}{dt}. \quad (6.2)$$

This equation can be easily discretised by using the SPH approximation and added into the SPH system (3.29) to be calculated in parallel.

In this thesis, the method for evolving the varying smoothing length is different. Since only solid mechanics is considered here, the change of density can be ignored during the simulation. The only thing that influences the choice of smoothing length is the spacing of the particles. The distribution of the particles changes with time.

$$h_i(t) = a\Delta p_i(t), \quad a \in [0.8, 1.8], \quad (6.3)$$

where $\Delta p_i(t)$ is the local spacing of particle $i$ at time $t$ and $a$ is a given constant. This equation means that the smoothing length $h_i(t)$ is changing with respect to space and time. This equation can be applied in one- two- and three-dimensional space.
6.1.2 The symmetric influence between particles

In this method, every particle has an individual smoothing length which varies both in space and time, rather than a constant smoothing length for the whole system as in the original SPH method. If the smoothing lengths of two different particles $i$ and $j$ are different, the support domain of particle $i$ may include the particle $j$ but not necessarily vice versa. This means that the force exerted from particle $i$ to particle $j$ may be not the same as the corresponding reaction from $j$ to $i$. This situation violates Newton’s third law. In order to solve this problem, some treatments have been proposed to ensure the symmetric property of particle interactions. There are two main approaches for the treatment to maintain the symmetry of particle interactions, one is to correct the smoothing length and the other is to adopt the averaged value of the smoothing function for the two different particles.

There are several different ways to obtain a symmetric smoothing length for two particles with a different original $h$. Benz proposed a way of calculating the symmetric smoothing length, which is simply to take the arithmetic mean or the average of the smoothing lengths of two different interacting particles [9].

$$h_{ij} = \frac{h_i + h_j}{2}. \quad (6.4)$$

Other treatments can be adopted to obtain the symmetric smoothing length for two interacting particles $i$ and $j$ by calculating the geometric mean of $h_i$ and $h_j$,

$$h_{ij} = \frac{2h_i h_j}{h_i + h_j}. \quad (6.5)$$

Sometimes the maximal value of the smoothing lengths is used,

$$h_{ij} = \max(h_i, h_j), \quad (6.6)$$

or the minimal value of the smoothing lengths,

$$h_{ij} = \min(h_i, h_j). \quad (6.7)$$

All these treatments for the smoothing lengths are to ensure symmetric values of the smoothing function between particles $i$ and $j$ (i.e. $W_{ij} = W_{ji}$). Then the value of the smoothing function can be obtained by using the symmetric smoothing length,

$$W_{ij} = W(R_{ij}, h_{ij}). \quad (6.8)$$

There are advantages and disadvantages of each method to ensure the symmetric smoothing length $h_{ij}$. Using the arithmetic mean or the maximal value of the smoothing lengths will lead to more neighbouring particles being included in the support.
domain and increase the computational cost. Sometimes a larger symmetric smoothing length will also smooth out the interactions between particles. On the other hand, the geometric mean or the minimal value of the smoothing length will tend to include less neighbouring particles inside the support domain and reduce the accuracy.

As mentioned before, the main purpose is to maintain the symmetry of particle interactions. The other approach is to directly calculate the average of the smoothing function values without adopting the symmetric smoothing length [39],

\[
W_{ij} = \frac{1}{2} \left( W(R_{ij}, h_i) + W(R_{ij}, h_j) \right).
\]

These approaches that maintain the symmetry of the particle interactions are both widely used in the application of the SPH method. The arithmetic mean of the smoothing lengths (equation (6.4)) is adopted to achieve symmetric particle interactions in this thesis.

### 6.2 Refinement criterion

There are several ways to identify where and when to carry out the APS technique. Monaghan applied a linked-cell list containing particles and considered it as a guide to splitting particles [79]. Kitsionas and Whitworth adopted a criteria called Jeans condition to split particles [44]. The particle velocity gradient was used by Lastiwka et al. [48] as a guide to carry out the APS technique. And there are some other criteria to detect which particles should be split in [27, 65].

As far as we know, the criteria on where and when to carry out the APS technique depends much on the application problems and cannot be unified. The system domain will be classified into the splitting and merging sub-domains through the refinement criteria. The original particle \( i \) belonging to the splitting sub-domains will be split into several \( n_i \) refinement particles, which we call fine particles \( i,f \), while the fine particles belonging to the merging sub-domains will merge with other neighbouring fine particles into a coarse particle.

This thesis applies two different refinement criteria in the simulation addressed here.

1. The particle velocity gradient will be a prescribed criterion to assign the splitting and merging sub-domains in shock wave problem simulations. The velocity gradient of each particle will be calculated and a maximum value of the velocity
gradient will be identified. The system domain will be then be classified into different sub-domains through comparison between the reference velocity gradient \( \xi \) and the velocity gradient of particles

\[
|\nabla \cdot v_i| \geq \xi \quad \text{Splitting,} \tag{6.10a}
\]

\[
|\nabla \cdot v_{(i,f)}| < \xi, \quad (f = 1, 2, \ldots, n_i) \quad \text{Merging.} \tag{6.10b}
\]

2. We should adopt the particle splitting technique to obtain high accuracy when the particles are near the boundary. The particles will be split when the distance between the considering particles and boundary (\( x_{\text{boundary}} \)) smaller than reference distance \( \zeta \),

\[
|x_i - x_{\text{boundary}}| \leq \zeta \quad \text{Splitting,} \tag{6.11a}
\]

\[
|x_{(i,f)} - x_{\text{boundary}}| > \zeta, \quad (f = 1, 2, \ldots, n_i) \quad \text{Merging.} \tag{6.11b}
\]

### 6.3 Particle splitting

In the SPH simulations, it is possible that part of the problem domain is simulated with slowly varying behaviour; i.e. the sub-domain with a low gradient of velocity or slow velocity. In this case, only few particles are required to ensure accuracy in these sub-domains. On the other hand, some sub-domains with sharp change of property or wave rebound behaviour, require more particles to obtain the solution with high accuracy. In this case, it is necessary to carry out the APS technique to achieve the balance between accuracy and computational cost in the SPH simulation. Note that the computational cost of the APS technique should be compared with the fully refined domain and that the accuracy is only a little lower than the fully refined domain.

Feldman and Bonet proposed an approach for general refinement [27]. Lopez et al. and Vacondio et al. also applied this approach in their work and obtained good solutions for different simulations [66, 110]. In their approach, an original mother particle is refined into four daughter particles with a symmetric pattern location in two-dimensional space. There are two refinement parameters: the separation parameter \( \epsilon_r \) and smoothing ratio \( \alpha_r \). The separation parameter \( \epsilon_r \) represents the spacing ratio of the daughter particles compared to the corresponding mother particle. The smoothing ratio \( \alpha_r \) indicates the smoothing length ratio of daughter particles and mother particle. According to the stability analysis, the parameters \( (\epsilon_r, \alpha_r) = (0.5, 0.5) \) in two-dimensional problems can avoid numerical instability [66]. This means that the spacing between the daughter particle from two different mother particles are the same as the spacing of the daughter particles from one mother particle, see Figure 6.2. Note
Figure 6.2: The refinement pattern stated by Lopez et al. [66] in 2D space, when $\epsilon_r = 0.5$.

that the circles with dashed outlines indicate the positions of the previous mother particles after particle splitting.

Here we will apply this symmetric pattern with the parameters $(\epsilon_r, \alpha_r) = (0.5, 0.5)$ to the distribution of refinement particles in one-dimensional space. In this thesis, the original particles are called coarse particles and refinement particles are named fine particles. Let $i$ denote the original coarse particle, $(i, f)$ represent corresponding fine particles and $n_i$ be the number of fine particles for one coarse particle $i$. The properties of fine particles should be identified for the simulation,

$$\{ x_{(i, f)}, m_{(i, f)}, \rho_{(i, f)}, h_{(i, f)}, v_{(i, f)}, \sigma_{(i, f)} \}. \quad (6.12)$$

First, a coarse particle is split into several fine particles with a symmetric pattern location around the considered coarse particle in a one-dimensional case, see Figure 6.3 (five fine particles in the figure).

Figure 6.3: Particle splitting process in one-dimensional problems.
The spacing of fine particles is $\Delta p_{(i,f)}$, which can be represented as,

$$\Delta p_i = \sum_{f=1}^{(n_i)^{1/d}} \Delta p_{(i,f)}, \quad (6.13a)$$

where $d$ is the dimension of the system. Normally, the fine particles will be uniformly distributed and have the same spacing with the fine particles split from other coarse particles, see Figure 6.3. Therefore the spacing can be rewritten as,

$$\Delta p_{(i,f)} = \frac{\Delta p_i}{(n_i)^{1/d}}. \quad (6.13b)$$

Then it is easy to obtain the smoothing length of the fine particles through equations (6.3) and (6.13b),

$$h_{i,f} = a \Delta p_{(i,f)}, \quad a \in [0.8, 1.8], \quad (6.14a)$$

or

$$h_{i,f} = \frac{h_i}{(n_i)^{1/d}}. \quad (6.14b)$$

In this algorithm, the splitting procedure presented should be based on mass and momentum conservation. The total mass and momentum of the system should be conserved during the splitting process. Therefore the mass of one coarse particle should be the same as the sum of the corresponding fine particles.

$$m_i = \sum_{f=1}^{n_i} m_{(i,f)} \quad \text{or} \quad m_{(i,f)} = \frac{m_i}{n_i}. \quad (6.15)$$

Since only solid mechanics are discussed here, the density is normally uniformly distributed in solids and the spatial gradient of the density can be ignored. Then the density of the fine particles is the same as the coarse particle.

$$\rho_{(i,f)} = \rho_i. \quad (6.16)$$

For the velocity of the fine particles, Lopez et al. [66], Feldman and Bonet [27] applied the same velocity as the original coarse particle,

$$v_{(i,f)} = v_i, \quad f = 1, 2, \ldots, n_i. \quad (6.17)$$

This approach ensures that the linear momentum and kinetic energy of the system are conserved before and after the particle splitting process.
The stresses of the fine particles will be interpolated by the method in the work of Lopez et al. [66], Feldman and Bonet [27], which is originally from the Corrective Smoothed Particle Method (CSPM) [15],

\[
\sigma_{(i,f)} = \frac{\sum_{j=1}^{N} \frac{m_j}{\rho_j} \sigma_j W(x_{(i,f)} - x_j, h_j)}{\sum_{j=1}^{N} \frac{m_j}{\rho_j} W(x_{(i,f)} - x_j, h_j)},
\]

(6.18)

### 6.4 Error control

#### 6.4.1 Refinement error

The procedures of particle splitting and merging will introduce an error in the simulation system, since the local properties are modified by the particle interpolation technique. This error will influence the accuracy of the simulation and leads to the instability of the system. It is important to estimate and minimise the error in order to keep the simulation accuracy. Feldman and Bonet defined a measurement method for the density refinement error [27], which is the error of the refinement particle approximation of a function. This measure is also been improved by Vacondio et al. [109]. However, the momentum equation of the SPH method is based on the spatial gradient of the smoothing function and the method derived by Feldman and Bonet cannot measure the errors on the refinement particle approximation of the spatial gradient of a function. Then Lopez et al. proposed a similar method to measure the error of the particle approximation of the spatial gradient of field variables [65, 66].

Consider a set of particles, the particle approximation of the spatial gradient of field variables are determined by (2.33). Now the candidate particle \(i\) is refined into \(n_i\) fine particles, then we obtain,

\[
< \nabla f_i >^* = < \nabla f_i > - \frac{m_i}{\rho_i} f_i \nabla \tilde{W}_i + \sum_{j=1}^{n_i} \frac{m_{(i,f)}}{\rho_{(i,f)}} f_{(i,d)} \nabla \tilde{W}_{(i,f)}. \]

(6.19)

The local error of the splitting procedure applied on particle \(i\) can be calculated by the sum of the squares of the difference between the original properties and the properties after splitting in each direction of the gradient. Combining with (6.15) we obtain,

\[
e_i(x) = m_i^2 \left( \frac{f_i}{\rho_i} \frac{\partial \tilde{W}_i}{\partial x^a} - \frac{1}{n_i} \sum_{j=1}^{n_i} f_{(i,d)} \frac{\partial \tilde{W}_{(i,f)}}{\partial x^a} \right)^2,
\]

(6.20)
where the summation convention applies when a super-script $\alpha$ appears twice in a term and here (6.20) will be the summation of the components of the gradients. Then the global error is the integration of (6.20) in the whole problem domain,

$$E_i = \int_{\Omega} e_i(x) \, dx,$$

where $\Omega$ indicates the problem domain.

### 6.4.2 Density refinement error

The local error of density after refinement is then calculated by using the continuity density approach (3.8a) and Equation (6.19). Since the velocity of refinement particles is the same as the original coarse particle, the local error of density after refinement caused by the particle approximation of the spatial derivative can be written as,

$$e^\rho_i(x) = < \frac{D\rho(x)}{Dt} > - < \frac{D\rho(x)}{Dt} >^s$$

$$= m_i (v(x) - v_i) \left( \nabla \tilde{W}_i(x) - \frac{1}{n_i} \sum_{f=1}^{n_i} \nabla \tilde{W}_{i,f}(x) \right).$$

Then the global error of density after refinement can be presented as,

$$E^\rho_i = \int_{\Omega} (e^\rho_i(x))^2 \, dx,$$

Here it is obvious that the density global error is related to the velocity, which changes with location and time. This means the error should be calculated for each time step and leads to high computational cost. The aim is to identify the variables $(x_{i,f}, h_{i,f})$ in Equation (6.23) in order to minimise the error. Since the velocity does not change when carrying out particle splitting at time $t$, the optimisation of the density global error can be achieved by minimising the value of the following equation,

$$E_{\nabla \tilde{W}} = \int_{\Omega} \left( \frac{\partial \tilde{W}_i^\alpha(x)}{\partial x^\alpha} - \frac{1}{n_i} \sum_{f=1}^{n_i} \frac{\partial \tilde{W}_{i,f}^\alpha(x)}{\partial x^\alpha} \right)^2 \, dx,$$

which is called the kernel gradient error in the work of Lopez et al. [66].

It is clear that the $E_{\nabla \tilde{W}}$ depends on the $h$, which changes with location and time. However, the smoothing length $h_{i,f}$ of the refinement particles is proportional to the smoothing length $h_i$ of the original coarse particles in this thesis, see Equation (6.14b), which is related to the number of refinement particles for one coarse particle. Considering this, the kernel global error (6.24) can be simplified to depend on two components: initial smoothing length of the coarse particles and the number of refinement particles for one coarse particle. The target is to find the smallest value of $E_{\nabla \tilde{W}}$ to obtain the approximation of the refinement particle distribution for problems.
6.5 Merging of particle properties

The procedure of particle merging will be simpler than that for particle splitting. All the corresponding fine particles of a certain original coarse particle will be merged together into a coarse particle when the merging criterion is satisfied. Figure 6.4 presents the process of fine particles merging in a one-dimensional case.

![Diagram](image)

Figure 6.4: Particle merging process in one-dimensional problem.

The properties of new coarse particles should be identified for the simulation,

\[
\{x_i, m_i, \rho_i, h_i, v_i, \sigma_i\}.
\]

Since the fine particles are normally uniformly distributed at the beginning of the splitting process, it is easy to merge the mass, location and density for the new coarse particle \(i\) using Equations (6.25), (6.26) and (6.27),

\[
m_i = n_i m_{(i,f)}, \tag{6.25}
\]

\[
x_i = \frac{\sum_{f=1}^{n_i} x_{(i,f)}}{n_i}, \tag{6.26}
\]

\[
\rho_i = \rho_{(i,f)}. \tag{6.27}
\]

The velocity of the new coarse particle should be the average velocity of the corresponding fine particles to ensure momentum conservation.

\[
v_i = \frac{\sum_{f=1}^{n_i} v_{(i,f)}}{n_i}, \tag{6.28a}
\]
and the total momentum after particle merging is conserved,

\[ m_i v_i = \sum_{f=1}^{n_i} m_{(i,f)} v_{(i,f)}. \]  

(6.28b)

The CSPM interpolation is still applied to obtain the value of the stress for the new coarse particle after merging. Note that the neighbouring particles are all from the fine particles in (6.29),

\[ \sigma_i = \frac{\sum_{j}^{n_i} m_{(i,f)} \sigma_{(i,f)} W(x_i - x_{(i,f)}, h_{(i,f)})}{\sum_{f=1}^{n_i} m_{(i,f)} \rho_{(i,f)} W(x_i - x_{(i,f)}, h_{(i,f)})}. \]  

(6.29)

Vacondio et al. and Spreng et al. proposed an approach to achieve the new smoothing length without error [101, 110], which is adopted in the revised thesis. Since the density at position \( x_i \) should be constant before and after the particle merging process, which means the density error at \( x_i \) after merging is zero,

\[ e(x_i)^\rho = m_i W(x_i, h_i) - \sum_{f=1}^{n_i} m_{(i,f)} W(x_i - x_{(i,f)}, h_{(i,f)}). \]  

(6.30)

Since the value of \( W(x_i - x_{i}, h_i) \) is equal to \( \frac{3}{2} h_i \) for the cubic B-spline function in one-dimensional space, Equation (6.30) can be rewritten into,

\[ e(x_i)^\rho = m_i \frac{3}{2} h_i - \sum_{f=1}^{n_i} m_{(i,f)} W(x_i - x_{(i,f)}, h_{(i,f)}) = 0. \]  

(6.31)

Then the smoothing length of coarse particle \( i \) after merging can be calculated by,

\[ h_i = \frac{2 \sum_{f=1}^{n_i} W(x_i - x_{(i,f)}, h_{(i,f)})}{3n_i}. \]  

(6.32)

Note that the merging strategy stated here is only suitable for small deformation problems, since the technique assumes the refinement particles stay close together.
6.6 Adaptive stages for one time step

It is known that the size of a time step should satisfy the CFL condition. According to Equation (4.3), if the CFL value is fixed, then the size of the time step depends on the particle spacing. In the traditional SPH method applied to solid mechanics, the change of particle spacing is very small in the simulation. Therefore, the size of the time step will not change during the standard SPH simulation. However particle spacing is adaptive in the ASPH simulation. Then the smallest time step will be chosen to do the time integration after the particle splitting in the whole simulation in order to ensure accuracy [5].

As mentioned in Section 4.4, the stages of one time step depend on the size of $\Delta t$ and the particle spacing $\Delta p$ in the RKC time stepping scheme, shown in Equation (4.18). In other words, the number of stages will only depend on the particle spacing when the size of the time step is fixed. Figure 6.5(a) represents the relationship between the number of stages and the particle spacing for the problem in Section 5.1 with three fixed time steps $\Delta t = 0.157 \mu s$, $0.236 \mu s$ and $0.393 \mu s$. Figure 6.5(b) shows the number of stages depending on the size of time steps with three fixed particle spacing $\Delta p = 10 \text{ mm}$, $4 \text{ mm}$ and $2 \text{ mm}.$

![Figure 6.5](image)

Figure 6.5: (a) The relationship between stages and particle spacing with different fixed time steps. (b) The relationship between stages and time steps with different fixed particle spacing.

It is clear to see from Figure 6.5, that the number of stages in one fixed time step will adapt itself according to the changed particle spacing. Therefore the time adaptivity, which indicates one fixed time step in the simulation but with different stages, can be achieved by combining the RKC time stepping scheme and the ASPH method.
The time integration process of the previous ASPH method is unlike the Adaptive mesh refinement method, in which there are different time steps according to the mesh discretisation. For example, the time step in the regions with refined mesh is smaller than the coarse-mesh regions [10]. In the previous ASPH method, the smallest time step was chosen to do the time integration for all the particles after the particle splitting in order to ensure the accuracy of the ASPH method [5].

However, in this time-space ASPH method, there is only one fixed time step before or after not only the particle splitting but also merging process by combining the RKC time stepping scheme and the ASPH method. The stages at different time steps will adapt themselves according to the particle spacing after the particle splitting or merging process. The error analysis in Section 5.1 also proves that the influence of the number of stages and the CFL values on simulation accuracy is very small. For instance, the accuracy of the analysis with a small time step and fewer stages is very similar to the analysis with a large time step and more stages in the RKC-SPH method. Therefore, combined with the RKC time stepping scheme, the time-space ASPH method can bring very similar accuracy as the previous ASPH method which applies the smallest time step, but save computational cost.

6.7 Application of ASPH method

6.7.1 Shock wave propagation with the ASPH method

In order to examine the performance of the time-space ASPH method for the classical elastodynamics, here we solve the problem of shock wave propagation on a one-dimensional elastic bar in the work of Mabssout [68] through the time-space ASPH method.

![Figure 6.6: Compression loading on a one-dimensional solid bar.](image)

The length of the considered elastic bar is \( L = 1 \text{ m} \) as shown in Figure 6.6, with material property of \( \rho = 2000 \text{ kg/m}^3 \) and the Young’s modulus is \( E = 80 \times 10^6 \text{ Pa} \). Initially, the bar is at rest with \( v = 0 \) and \( \sigma = 0 \). The velocity at the right end of the bar is fixed (\( v = 0 \)) and we apply a velocity on the left boundary as follow:

\[
v(t) = \begin{cases} 
1 \text{ m/s}, & \text{if } 1 \text{ ms} \leq t \leq 3.5 \text{ ms}, \\
0 \text{ m/s}, & \text{otherwise}. 
\end{cases}
\]
This is a one-dimensional wave propagation problem which has an analytical solution. Here, the value of stress under the compression loading can be calculated as follow:

$$\sigma_0 = v_0\sqrt{\rho E} = 4 \times 10^5 \text{ Pa.}$$ \hfill (6.33)

The stress wave will propagate through the bar with the physical wave speed, $$c = \sqrt{\frac{E}{\rho}} = 200 \text{ m/s.}$$ The wave propagates through the bar and bounds back at the fixed right end. Then the stress $$\sigma$$ at this point ($$L = 1 \text{ m}$$) will be doubled to a value of $$8 \times 10^5 \text{ Pa}$$ and the velocity of the shock wave after reflecting will also propagate along the bar with the opposite direction and the value is $$v_0 = -1 \text{ m/s.}$$

First, we apply the standard SPH, ASPH and time-space ASPH method to simulate this model in order to investigate the advantages of the time-space ASPH method. 240 particles are arranged to model the behaviour by using the standard SPH method ($$\Delta p_{\text{SPH}} = 4.167 \text{ mm}$$ here), and we take $$h = 1.5\Delta p$$ here. In both the ASPH and time-space ASPH analysis, 120 original coarse particles are allocated for this one-dimensional bar, the initial spacing is $$\Delta p_0 = 8.333 \text{ mm.}$$ One coarse particle will be split into two fine particles when the refinement criterion is satisfied. Using two fine particles in these two cases ensures that the smallest spacing in these three simulations is the same ($$\Delta p_{(i,f)} = \Delta p_{\text{SPH}} = 4.167 \text{ mm}).$$ Here the analytical solution of the problem is discontinuous, we choose 1% of the largest analytical velocity gradient as the reference velocity gradient. The reference velocity gradient is calculated as $$\xi = 1\% \times 1 = 0.01$$ and the reference distance as $$\zeta = \Delta p.$$ Several simulations using the time-space ASPH method with different frequency of particle refinement have been implemented to find the value of frequency which can balance the accuracy and CPU time. Here the criteria for splitting and merging will be detected every ten time steps.

Because of the boundary condition, the state of the bar is steady before $$t = 1 \text{ ms}$$ and the refinement criterion will be satisfied after $$t = 1 \text{ ms.}$$ Taking $$\text{CFL}= 0.6$$ for these three methods, the initial time step is $$\Delta t_1 = 0.0125 \text{ ms}$$ for the standard SPH simulation with 240 particles and $$\Delta t_2 = 0.025 \text{ ms}$$ for the ASPH and time-space ASPH simulations with 120 coarse particles. Then the change of time steps in two ASPH simulations is shown in Figure 6.7(a). The blue line in Figure 6.7(b) presents the change of stages in one time step in this time-space ASPH simulation (with $$\Delta t_2 = 0.025 \text{ ms}$$). The red line is the change of stages in one time step if the CFL value is 1.2 and size of time step is $$\Delta t_2 = 0.05 \text{ ms.}$$

The results of different methods are shown in Figure 6.8. Figure 6.8(a) and (b) present the velocity and stress distributions at $$t = 5 \times 10^{-3} \text{ s}$$ along the bar respectively; Figure 6.8(c) shows the time evolution of the velocity at the mid point of the bar ($$x = \frac{L}{2}$$) and (d) is the stress at the right end point of the bar ($$x = L$$). It is easy to find that there are more particles in the sub-domain where there is a sharp change in
velocity and stress in the ASPH simulations, see Figure 6.8(a) and (b). The accuracies of the analysis simulated by these three methods are very similar in Table 6.1, but the CPU time of the time-space ASPH method is smaller than the other two methods, the computational cost can be reduced by the time-space ASPH method.

<table>
<thead>
<tr>
<th></th>
<th>Standard Adaptive SPH</th>
<th>Time-space ASPH</th>
</tr>
</thead>
<tbody>
<tr>
<td>$L^1$ error</td>
<td>0.1274</td>
<td>0.1287</td>
</tr>
<tr>
<td>$L^2$ error</td>
<td>0.1958</td>
<td>0.1970</td>
</tr>
<tr>
<td>Refinement error $E_i^{\nabla W}$</td>
<td>-</td>
<td>$1.48 \times 10^{-4}$</td>
</tr>
<tr>
<td>CPU time(s)</td>
<td>1193.7</td>
<td>892.7</td>
</tr>
<tr>
<td>Number of particles</td>
<td>240</td>
<td>172</td>
</tr>
</tbody>
</table>

Table 6.1: Errors and computational time of using the standard, ASPH and time-space ASPH methods for solving shock-wave propagation at time $t = 5 \text{ ms}$.

It is worth investigating the influence of the number of extra fine particles on the analysis accuracy. We apply different combination types of the coarse particles and fine particles to simulate the shock wave propagation problem. Keeping the same smallest particle spacing $\Delta p = 4.167 \text{ mm}$ and the time step $\Delta t = 0.05 \text{ ms}$, seven different types of combination of the coarse and fine particles can be obtained as follows,

- Type 1: 120 original coarse particles, splitting into 2 fine particles each.
- Type 2: 80 original coarse particles, splitting into 3 fine particles each.
Figure 6.8: Velocity (a) and stress (b) distributions at $t = 5 \times 10^{-3}$ s along the bar; (c) Time evolution of the velocity at the mid point of the bar ($x = \frac{L}{2}$); (d) Time evolution of the stress at the right end point of the bar ($x = L$).

- Type 3: 60 original coarse particles, splitting into 4 fine particles each.
- Type 4: 48 original coarse particles, splitting into 5 fine particles each.
- Type 5: 40 original coarse particles, splitting into 6 fine particles each.
- Type 6: 30 original coarse particles, splitting into 8 fine particles each.
- Type 7: 24 original coarse particles, splitting into 10 fine particles each.

The results of the analysis are shown in Figure 6.9. The change of the stages, accuracy and CPU time of the results for each combination of coarse and fine particles are presented in Table 6.2. The CPU time is increasing when one coarse particle is split into more than four fine particles. However, the accuracy is decreasing with the
Finally, we take 1000 coarse particles with one coarse particle splitting into two fine particles to simulate this shock wave propagation problem to obtain high accuracy results. Taking CFL= 1.0 for the initial particle spacing, the time step is $\Delta t = 5 \mu s$. The number of stage is 3 calculated by (4.18) at the beginning and the number of stage will become to 5 after splitting. The simulation results are shown in Figure 6.10.
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<table>
<thead>
<tr>
<th>Type 1</th>
<th>Type 2</th>
<th>Type 3</th>
<th>Type 4</th>
<th>Type 5</th>
<th>Type 6</th>
<th>Type 7</th>
</tr>
</thead>
<tbody>
<tr>
<td>$L^1$ error</td>
<td>0.1286</td>
<td>0.1309</td>
<td>0.1361</td>
<td>0.1416</td>
<td>0.1482</td>
<td>0.1655</td>
</tr>
<tr>
<td>$L^2$ error</td>
<td>0.1968</td>
<td>0.1987</td>
<td>0.2026</td>
<td>0.2068</td>
<td>0.2120</td>
<td>0.2256</td>
</tr>
<tr>
<td>Refinement error $E^\nabla\tilde{W}$</td>
<td>0.00017</td>
<td>0.00059</td>
<td>0.0015</td>
<td>0.0026</td>
<td>0.004</td>
<td>0.0079</td>
</tr>
<tr>
<td>Stages before splitting</td>
<td>4</td>
<td>3</td>
<td>3</td>
<td>3</td>
<td>3</td>
<td>2</td>
</tr>
<tr>
<td>Stages after splitting</td>
<td>5</td>
<td>5</td>
<td>5</td>
<td>5</td>
<td>5</td>
<td>5</td>
</tr>
<tr>
<td>CPU time(s)</td>
<td>559.7</td>
<td>499.4</td>
<td>464.6</td>
<td>478.6</td>
<td>489.4</td>
<td>492.0</td>
</tr>
</tbody>
</table>

Table 6.2: Errors and computational time of using time-space ASPH methods for solving a shock-wave propagation problem at time $t = 5$ ms with different types of coarse and fine particle combinations.

Figure 6.10: Velocity (a) and stress (b) distributions at $t = 4 \times 10^{-3}$ s along the bar with 50 original particles plus 101 extra refinement particles by the Adaptive SPH method; (c) time evolution of the velocity at the mid point of the bar ($x = \frac{L}{2}$); (d) time evolution of the stress at the right end point of the bar ($x = L$).
Convergence analysis

Similar to the RKC-SPH method, the rate of convergence for the numerical results is reduced by the artificial viscosity for the time-space ASPH method. To investigate the rate of convergence for this method, an example which is similar to the example in Section 5.1.2 is simulated by the time-space ASPH method without artificial viscosity here. A velocity is loaded at the left end of a one-dimensional bar with unity Young’s modulus $E$ and density $\rho$. The bar is fixed at the right end and with the length $L = 40 \, \text{m}$, the loading velocity is given by,

$$v(t) = \begin{cases} \zeta (\sin \left( \frac{\pi}{15} t - \frac{\pi}{2} \right) + 1) \, \text{m/s} & \text{if } t \leq 30 \, \text{s}, \\ 0 \, \text{m/s} & \text{otherwise}. \end{cases}$$

where $\zeta = 0.001$. Then different numbers of coarse particles (20, 30, 40, 50, 80, 100, 250 coarse particles) are arranged to simulate this problem and one coarse particle will be split into two fine particles when the refinement criteria ($\xi$) is satisfied. Choosing $\text{CFL} = 1.0$ for the initial spacing of different particle arrangements, the number of stages is 3 obtained from (4.18) at the beginning and the number of stage will become to 5 after splitting. Figure 6.11(a) present the velocity distribution along the bar at $t = 40 \, \text{s}$ with different numbers of particles. The $L^1$ and $L^2$ error norms are shown in Figure 6.11(b). The rate of convergence of the RKC-SPH method obtained here is 1 for $L^1$ error norm and 1.3 for $L^2$ error norm without the influence of artificial viscosity, which is slightly lower than RKC-SPH because of the refinement error.

![Figure 6.11](image_url)
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Figure 6.11: (a) The velocity distribution along the bar at $t = 40 \, \text{s}$; (b) the $L^1$ and $L^2$ error norms of the stress distribution in $t = 40 \, \text{s}$. 


6.7.2 Static compressive problem

In this section, a static compressive loading problem on a one-dimensional bar will be simulated to investigate the capability of the time-space ASPH method in the static problem. Take the same properties of the bar as the example in Section 6.7.1, a compression stress is loaded at the left end of the bar.

\[ \sigma_0 = 100 \, \text{Pa}, \]

then the strain of the bar will be \( \varepsilon = \frac{\sigma_0}{E} = 1.25 \times 10^{-6} \) on elastic problem. The displacement of the left end of the bar will be \( \Delta L = 1.25 \, \mu m \). In dynamic, the velocity at left end caused by loading will be \( v_0 = \frac{\sigma_0}{\sqrt{E \rho}} = 2.5 \times 10^{-4} \, \text{m/s} \). The wave propagates through the bar and bounds back at the fixed right end. Then the original wave and the reflective wave meet at the middle point of the bar and the stress value will be the double of the initial stress \( \sigma_{\text{mid}} = 200 \). However the bar will reach a steady stage and maintain quiescent condition in real case. Therefore the amplitude of stress at any point of the bar will be close to 100 Pa and the amplitude of velocity will be close to zero.

100 coarse particles are arranged to simulate this problem by using the time-space ASPH method. One coarse particle will be split into two fine particles when the refinement criteria is satisfied. The refinement criteria depends on the spatial derivative of the velocity as in (6.10), \( \xi = 2.5 \times 10^{-6} \) and \( \zeta = \Delta p \) are chosen for this problem. The CFL value is 1.0 for the initial particle spacing, so the time step is \( \Delta t = 5 \times 10^{-5} \, \text{s} \) here. The time evolutions of number of particles and stages for the simulation are shown in Figure 6.12. This is because the spatial gradient of the velocity are smaller than \( \xi \) after \( t = 1.4 \, \text{s} \) for all the particles, all the fine particles have been merged into coarse particles. Therefore the stage remain to be three after \( t = 1.4 \, \text{s} \).

Figure 6.13 shows the displacement of left end simulated by the time-space ASPH methods, which is approaching to 1.25 \( \mu m \). The velocity (a) and the stress (b) at the middle of the bar have been presented in Figure 6.15. The amplitudes of the stress and velocity are approaching to 100 Pa and zero after 1 s, respectively. The gradient of density error after splitting is \( E_i \nabla \tilde{W} = 0.00021 \) and the error after merging is \( E_i \nabla \tilde{W} = 4.3 \times 10^{-5} \).

Since the velocity gradients of all the coarse particles are smaller than the reference velocity gradient at the steady stage, the number of particles reduces to 100 as shown in Figure 6.15(a). The theoretic solutions of the velocity and stress at the steady stage are \( v = 0 \, \text{m/s} \) and \( \sigma = 100 \, \text{Pa} \) for the whole bar. The associated plot of the stress errors at the steady stage is shown in Figure 6.15(b). The error of the stress for each
Figure 6.12: (a) The number of particles in the simulation. (b) The change of number of stages in the simulation.

Figure 6.13: Displacement at the left end of the bar.

particle is smaller than 1%. It is clear that the quiescent condition can be maintained in this problem by using the time-space ASPH method and the time adaptivity of this method are demonstrated.

Concluding remarks

In this chapter, the ASPH method is combined with the RKC time stepping scheme, in which the distribution of particles adjusts itself and the stages in one time step is adaptive before and after splitting. This is called the time-space ASPH method. The varying smoothing length is introduced and then developed to be the adaptive smoothing length for the adaptive SPH method. Different approaches to the adaptive...
kernel estimation will be discussed and the one raised by Benz [9] will be adopted in the ASPH method. The APS technique is applied for the SPH method, including the splitting and merging of the particles. The technique of interpolating and merging particle properties in \([5, 27, 65, 101, 108, 109, 110]\) is applied in this chapter. The refinement error is measured and optimised by the method in \([65, 66]\). The adaptivity of the number of stages is explored for the time-space ASPH method in Section 6.6. Due to the adaptive property of the particles distribution and stages in one step, the accuracy and efficiency of the method will be greatly improved with small number of particles and fixed time step.

In order to determine the performance of the new algorithm, the time-space ASPH was applied on the simulation of the shock wave propagation in one-dimensional problems to prove the accuracy and efficiency of this method compared with the standard
SPH and ASPH methods. The refinement criterion was chosen to be the spatial gradient of the velocity for each particle. The particles near the boundary are also split to ensure the accuracy. The computational time and accuracy of the standard SPH method, ASPH and time-space ASPH method are compared in the analysis. In the time-space ASPH simulation, one fixed time step is applied in the whole simulation. The stages of one time step adjust themselves according to the smallest particle spacing. It is found that the results of the time-space ASPH simulation have similar accuracy to the standard SPH and ASPH simulation. However the large fixed time step can be applied in the time-space ASPH method to save computational cost. The accuracy of the time-space ASPH method by using different combinations between coarse particles and fine particles has been investigated using the technique in [65]. It can be concluded that the time-space ASPH method has adaptivity on both time and space. It can achieve a substantial reduction in memory and computational time, moreover nearly the same accuracy is obtained.
Chapter 7

Conclusions

7.1 General remarks

This thesis presents improvements of the Smoothing Particle Hydrodynamics method. A strong interest is focused on the application of the improved SPH method to elastodynamics. The contribution and achievement of the research will be outlined in this chapter, including the improvements and applications of the SPH method.

In Chapter 1, the importance and the key points of numerical methods were first introduced. Numerical methods can be classified into two types based on the form of problem domain discretisation: the grid-based and mesh-free methods. Compared with mesh-free methods, grid-based numerical methods are limited by the complex mesh generation in the simulation and challenged by the dis-continuum problem domain. Mesh-free numerical methods avoid the grid to make the discretisation components more flexible and powerful in many applications. The SPH method is one of the oldest mesh-free methods, uses integral representation to approximate the field function which is discretised to give the particle summation. In this research the SPH method will be improved and applied on elastodynamics.

The basic concept and the equations are derived for the SPH kernel estimation process in Chapter 2. The SPH approximation can be divided into two steps: (i) kernel approximation to represent the field variables and their derivatives in an integration form by using smoothing functions and (ii) particle approximation to discretise the continuous problem domain into a set of particles, which carry physical properties, i.e. mass, volume and density. Different smoothing functions are introduced and compared in this chapter. The approximation accuracy was influenced by the domain boundary and there are several versions of the corrected SPH method to solve this problem. A function approximation example is presented to compare the different versions of the
corrected SPH method. The convergence analysis indicates that the SPH method with corrected form has second order convergence.

To fulfill the requirements of the physical model, the governing equations of the hydrodynamics are represented in the SPH approximation form in Chapter 3. Since the governing equations can be derived based on both Eulerian and Lagrangian approaches, these two approaches were introduced. The governing equations of hydrodynamics have been derived into the SPH discretisation form. In addition, the accuracy near the slip and non-slip boundaries is improved by including the ghost particles. Artificial viscosity is introduced to smooth out the unphysical oscillation caused by the shock wave in the elastodynamics. The SPH method is challenged by the tensile instability and different special treatments are introduced to solve this numerical problem in Chapter 3. The SPH system has been built by the particle approximation of the governing equations and the special treatments to improve the accuracy of the method.

The SPH system is then combined with a time integration algorithm to obtain the predicted solution for the motion of the system. This stage can be handled by the explicit ordinary differential equation (ODE) solver, in which the Courant-Friedrichs-Levy (CFL) condition plays an important role. The Runge-Kutta Chebyshev (RKC) time stepping scheme is introduce in Chapter 4 to integrate the discretised SPH equations including other time integration methods, such as the Euler, predictor-corrector and classical Runge-Kutta (RK) schemes. Compared with other time stepping methods which are currently widely used, the RKC method has the advantages of flexible size and stages of each time step. The RKC time stepping scheme is more robust than the other classical methods in the RK methods family since the stability region for RKC is larger than others [112].

As a explicit hydrodynamic method, the RKC time stepping scheme is combined with the SPH method to increase efficiency and accuracy. In order to explore the advantages of the RKC-SPH method, different time stepping schemes are applied to perform the time integration for the SPH method and they will be then compared through the CFL values and accuracies in Chapter 5. A set of benchmark problems, which have a theoretical solution, are simulated in this chapter to investigate this algorithm applied to key areas of elastodynamics. A one-dimensional shock wave problem is first simulated by the RKC-SPH method to show the performance of the RKC-SPH method, compared to the Euler, Predictor and RK4 time stepping schemes. Although the SPH method is usually used to simulate dynamical systems, in the present study we use the steady-state SPH results in comparison to the FEM applied to a static problem. The results of quasi-static problem analysed by the RKC-SPH method show higher accuracy than the static FEM method and the SPH method with the predictor-corrector time stepping scheme.

The RKC-SPH method is shown to have the capability to solve large deformation problems, i.e. the two-dimensional oscillatory beam problem in Section 5.3. The stress
fields and velocity vectors are presented to show the dynamic behaviour of the problem. The oscillation frequencies of different beams are presented to compare with the analytical frequency. A large number of particles is used in the RKC-SPH method to show the convergence of the method. In Section 5.4, the dynamic process of compression loading on a porous structure is simulated through the RKC-SPH method and the results show the stability of this algorithm. These simulation results show the strong capability of the RKC-SPH in solving large deformation problems.

Since the RKC-SPH method is a particle-based method, the influence of the initial particle distribution on the simulation results has been explored in the problem of the two-dimensional elastic plate (Section 5.2). Three different particle distributions were arranged to simulate the compression process of the two-dimensional elastic plate with a circular void; square distribution, radial distribution and equally radial distribution. Comparison results of the stresses and the velocity fields among the three distributions show that the equi-radial distribution has the best performance since particles are more uniformly distributed near the boundary in this allocation plan.

However, there is another way to solve the problem caused by the non-uniform particle distributions in the SPH method. In this research, the mass of each particle is assumed to be constant in distributions because we try to simplify the simulation process and only focus on how to improve the SPH algorithm. If we adopt the area times the density to calculate the masses for particles, the problem caused by the nonuniform distribution near the boundary can be solved.

In engineering practical applications, the current status of the SPH method simulation has reached a limit is here that a large-scale problem domain requires using a prohibitively large number of particles to get the sufficient resolution, in order to ensure high accuracy. However, even using a large number of particles on high performance computers still cannot meet the requirement for large spatial problems in some cases and also leads to expensive computational cost. To address this, a new time-space ASPH has been proposed in Chapter 6. Unlike previous ASPH simulations, the smallest time step is chosen for all particles after the splitting process, one fixed time step can be applied for the time-space ASPH method. The number of stages for one time step is adaptive according to the refinement of the particles. The time-space ASPH is applied to elastodynamics to obtain similar accuracy as the standard SPH but with a small number of particles. In this new method, not only the distribution of the particles but also the number of stages are adjusted during the time integration in order to save computational cost in the analysis. A one-dimensional shock wave problem is simulated by the time-space ASPH method to demonstrate the efficiency and accuracy compared to the standard SPH and ASPH methods. Another static compressive loading problem is modelled to prove the capability of the time-space ASPH on elastodynamics.
CHAPTER 7. CONCLUSIONS

7.2 Achievements

Considerable achievement has been made throughout this thesis to provide the improvements of the SPH method applied to elastodynamics. The contribution of the work can be summarised into two aspects:

1. *It is the first to combine the SPH method with the RKC time stepping scheme to achieve high accuracy and efficiency of the simulation.* In the explicit hydrodynamic method, the Courant-Friedrichs-Levy condition (CFL) plays an important role in the simulation of time integration. This is a necessary condition of the numerical stability when solving ODEs. The CFL condition ensures that the propagation speed of the numerical simulation should be smaller than the speed of physical propagation, which means the size of the time step in the simulation is limited by the CFL condition. Large time steps will cause instability in the numerical simulation, whereas small time step sizes can bring high accuracy for the numerical simulation but high computational cost.

The RKC time stepping scheme is a new algorithm in the Runge-Kutta methods family. The advantage of this method is that it can adapt the number of stages itself in one time step according to the value of CFL. When we have a large CFL value (large size of $\Delta t$) the number of stages in one step is large to avoid instability. The stability region of the RKC method is larger than the other traditional Euler and Runge-Kutta family methods. Unlike the other traditional time stepping schemes, the accuracy of the RKC method is not influenced when we have large numbers of stages in one large time step. In the other traditional time stepping schemes, accuracy reduces while the size of time step increases, because larger sizes of time step dissipate more simulation information. This is demonstrated by the numerical results of the one-dimensional shock wave propagation example in Chapter 5.

The application results of the SPH method combined with the RKC time stepping scheme in Chapter 5 show a strong stability for this time integration algorithm compared with other traditional algorithms, such as Euler, predictor-corrector and Fourth order Runge-Kutta methods. The efficiency of the RKC-SPH algorithm is also improved by the RKC time stepping scheme since it can use a small number of stages when the CFL value is the same as RK4 scheme, saving computational time.

Note that the SPH method is a dynamic method and the results calculated by it are only snapshots of the whole dynamic process rather than a perfectly steady state. However, this RKC-SPH algorithm still shows strong capability in the steady state result compared to the FEM result when handling the quasi-static...
problem, even the FEM result is from a static simulation carried out by the software ABQUAS. The result of the SPH method with the predictor-corrector time stepping scheme has slightly lower accuracy than the RKC-SPH and the FEM results. In other word, combining with the RKC time stepping scheme improves the performance of the SPH method. The convergence analysis results also show that the rate of convergence for the RKC-SPH method has the 1.5 for $L^2$ error norm.

In conclusion, the RKC-SPH method has the advantages:

- Improve the stability of the method compared with the other traditional time stepping schemes.
- Save the computational cost during the simulation since the CFL value can be much larger than in other schemes.

2. *The new time-space Adaptive SPH method has been explored and applied on elastodynamics.* As mentioned before, the current limitation of the SPH method is the requirement of a large number of particles in order to ensure high accuracy when solving large scale problems. In this situation, a new version of the SPH method, which can adapt the particle distribution in the simulation, has been raised by some researchers [65, 87, 88, 110]. In previous ASPH simulations, the smallest time step will be chosen for all particles after the splitting process [5], the new time step $\Delta t_{\text{new}}$ is regarding as the new particle spacing ($\Delta p_{\text{new}}$ or $\Delta p_{(i,f)}$). In other words, the size of $\Delta t$ in previous ASPH will be reduced after the particle splitting process. In this research, the adaptivity of the method proposed here is different from the method introduced by the other researchers. One consistent time step $\Delta t$ regarding to the initial particle spacing ($\Delta p_{\text{initial}}$ or $\Delta p_i$) can be applied in the whole simulation and the number of stages $s$ will be adaptive according to the process of particle splitting and merging. Therefore, this method involves not only adaptive particle spacing $\Delta p$ but also an adaptive number of stages $s$ in one fixed time step $\Delta t$. This is achieved by combining the ASPH with the RKC time-stepping method, because of the stage adaptivity of the RKC scheme. This method is called the time-space Adaptive SPH method. The adaptivity of the stages is explored in this research. Due to the adaptive property of the particles distribution and the stages $s$ in one time step $\Delta t$, the accuracy of the method is similar to the simulation with large number of particles and the computational cost is reduced.

In this method, the basics of adaptive mesh refinement (AMR) are adopted into the particle methods. This is called the adaptive particle splitting (APS) technique, studied by Lopez in fluid flow simulations [65]. Since the particle distribution is changed, the smoothing length is also varied for each particle. The calculation of varying smoothing length and the adaptive kernel estimation are
introduced. The properties of the refinement particles are defined by the CSPM interpolation method. On the other hand, the properties of the particles after the merging process are also calculated based on the CSPM interpolation method.

The refinement criterion also plays an important role in the ASPH method, which defines when and where to interpolate refinement particles and merge refinement particles into a coarse particle. As far as we know, the criteria on where and when to carry out the APS technique depend much on the application problems and cannot be unified. The system domain will be classified into splitting and merging sub-domains through the refinement criteria during the simulation. The original particle belonging to the splitting sub-domains will be split into several refinement particles, while the fine particles belonging to the merging sub-domains will merge with other neighboring fine particles into a coarse particle. The error after carrying out the APS technique compared with the original distribution will be analysed and the error minimisation approach of the work in [65] is applied to ensure the stability of the ASPH method.

A dynamic adaptive particle refinement algorithm for SPH is presented in Chapter 6 and the ASPH method is applied on two benchmark one-dimensional problems, which have the theoretical solutions. The results of the standard SPH, ASPH and time-space ASPH are compared and the rate of convergence for this method has been proved to be 1.3 for $L^2$ error norm.

The time-space ASPH method is first used to model the classical one-dimensional shock wave problem. The results determine the performance of the time-space ASPH method in comparison with the standard SPH method and ASPH method, since there is a analytical solution for this shock wave problem. The refinement criterion is the spatial gradient of the velocity of each particle. The second example is the simulation of a classical static compressive problem, which also has an analytical solution. The refinement criterion is the spatial gradient of the velocity of each particle and the distance to the solid boundary.

The computational time and accuracy of the stand SPH, Adaptive SPH and time-space SPH methods are compared and it is found that it only needs a small number of particles in the time-space ASPH simulation to obtain similar accuracy results with standard SPH simulation. The large size of the time step can be chosen in the time-space SPH method and the stages adjust according to the particle distribution. Using the dynamic adaptive particles refinement procedure and adaptive stages for one time step with the adequate refinement criterion, instead of adopting a fine discretisation for the whole domain and a small size of time step in the whole simulation, can deliver a substantial reduction in memory and computational time, while nearly the same accuracy is achieved. The results of the ASPH method show its strong capability to solve elastodynamic problems.
In conclusion, the time-space ASPH method has the advantages:

- Improve the stability of the method compared with the original ASPH method since the number of stages is adaptive with the particle refinement procedure.
- Save computational cost during the simulation.

7.3 Future work

During the research process, unsolved and partially unsolved issues were encountered. These are presented here as suggestions for future work.

1. *Reconstruction of asymptotic-preserving schemes to resolve different time scales.*

   Through applying the Runge-Kutta Chebyshev time stepping scheme for the SPH method, it is found that an adequate time integration algorithm plays an important role in the SPH simulation. It is worth reconstructing asymptotic-preserving time stepping schemes to resolve different time scales for SPH simulations in future.

2. *Apply the time-space ASPH method to nonlinear elastodynamics and elastoplastic dynamic cases.*

   In this research, all the applications focus on pure elastodynamic problems. It is worth enhancing the application of the time-space ASPH method to the areas of nonlinear elastodynamics and elastoplastic dynamic cases.

3. *Combine the time-space ASPH method with the FEM method to solve large size scale problems*

   In the real engineering application, the analysed structure always has a large scale size, requiring a large number of particles to be allocated (probably $10^7 - 10^9$ particles for the whole domain). As we know, it is very time consuming for the SPH simulation with such large numbers of particles. Therefore, it is worth considering the combination of the time-space ASPH method and the FEM method to construct a more efficient numerical method.

   Take a large scale structure formed by cellular solids as an example, the initial work involves building an ASPH code to simulate the deformation of a small cube of cellular solids. The boundary conditions need careful attention offering alternative approaches to be explored to capture zero and full rebound responses. After the mechanical response has been simulated in the cube, subjected to many
different boundary stresses (uniform on each face, but of different magnitude in the three dimensions), a plasticity model will be constructed to represent the macroscopic relationship between stress and strain. Then the FEM employing this plasticity model will be used to simulated the mechanical behaviour of the (large) structural component.

4. *Implementation on GPUs for 3D problems.* The simulation of complex three-dimensional system is always limited by the computational cost in CPU. The parallel feature of GPUs has the ability on modelling large scale and complex structure domain. It is more powerful for the computational capability of the graphical processing units (GPUs) to carry out the numerical simulation.
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Appendix A

Appendix

A.1 Substantial Derivative

Before the derivation of governing equations, the physical meaning of substantial derivative should be introduced. For this we choose the infinitesimal moving fluid element model. and we assume the vector velocity (Figure 3.1) is,

\[ \mathbf{v} = u\mathbf{i} + v\mathbf{j} + w\mathbf{k}. \]  

(A.1)

Here bold-face notation is used to denote the vector quantities. \( \mathbf{i}, \mathbf{j} \) and \( \mathbf{k} \) are the orthogonal directions of the Cartesian Coordinates.

![Figure A.1: Fluid element moving in the fluid flow.](image)

The components in three dimensions are determined as,

\[ u = u(x, y, z, t), \]
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\[ v = v(x, y, z, t), \]
\[ w = w(x, y, z, t). \]

Here, we assume that the flow is unsteady and density changes with the time and space.

\[ \rho = \rho(x, y, z, t) \]

Considering an infinitesimal element of fluid at time \( t_1(A) \), the density of the fluid element can be presented as,

\[ \rho_1 = \rho(x_1, y_1, z_1, t_1). \]

At time \( t_2 \), the same element has moved to \( B \) in Figure A.1. Therefore the density of this element at time \( t_2 \) is;

\[ \rho_2 = \rho(x_2, y_2, z_2, t_2). \]

Using a Taylor Series to expand the density function \( \rho = \rho(x, y, z, t) \) at point \( A \). The Taylor Series is as follow,

\[ f(x) = f(x_0) + \sum_{n=0}^{\infty} \frac{f^{(n)}(x_0)}{n!} (x - x_0)^n. \]

So we have,

\[ \rho = \rho_1 + \frac{\partial \rho}{\partial x} \bigg|_{x=x_1} (x - x_1) + \frac{\partial \rho}{\partial y} \bigg|_{y=y_1} (y - y_1) + \frac{\partial \rho}{\partial z} \bigg|_{z=z_1} (z - z_1) + \frac{\partial \rho}{\partial t} \bigg|_{t=t_1} (t - t_1) + \ldots \]  \hspace{1cm} (A.2)

\[ \rho_2 \] can be expressed as follows

\[ \rho_2 = \rho_1 + \frac{\partial \rho}{\partial x} \bigg|_{x=x_1} (x_2 - x_1) + \frac{\partial \rho}{\partial y} \bigg|_{y=y_1} (y_2 - y_1) + \frac{\partial \rho}{\partial z} \bigg|_{z=z_1} (z_2 - z_1) + \frac{\partial \rho}{\partial t} \bigg|_{t=t_1} (t_2 - t_1) + \ldots \]

Ignoring higher-order terms and dividing by \( (t_2 - t_1) \), we have,

\[ \frac{\rho_2 - \rho_1}{t_2 - t_1} = \frac{\partial}{\partial x} \bigg|_{x=x_1} \frac{x_2 - x_1}{t_2 - t_1} + \frac{\partial}{\partial y} \bigg|_{y=y_1} \frac{y_2 - y_1}{t_2 - t_1} + \frac{\partial}{\partial z} \bigg|_{z=z_1} \frac{z_2 - z_1}{t_2 - t_1} + \frac{\partial}{\partial t} \bigg|_{t=t_1} \frac{t_2 - t_1}{t_2 - t_1}. \]  \hspace{1cm} (A.3)

This gives the rate of change in density of an infinitesimal fluid element moving from \( A \) to \( B \). If the step \( \Delta t \) between \( t_1 \) and \( t_2 \) is very small, this term becomes

\[ \lim_{t_2 \to t_1} \frac{\rho_2 - \rho_1}{t_2 - t_1} = D\rho/Dt \bigg|_{t=t_1}. \]

Note that, \( D\rho/Dt \) is different from \( \partial\rho/\partial t \). \( D\rho/Dt \) is the time rate of change in density for the moving fluid element from \( t_1(A) \) to \( t_2(B) \). \( \partial\rho/\partial t \) is the time rate of change in density for the fixed point \( A \). The notation \( D/Dt \) is called the substantial derivative.

Because we have,

\[ \lim_{t_2 \to t_1} \frac{x_2 - x_1}{t_2 - t_1} \equiv u, \]
When the time interval $\Delta t$ is very small ($t_2 \rightarrow t_1$), the equation (A.3) will become;

$$
\frac{D\rho}{Dt}\bigg|_{t=t_1} = u \frac{\partial \rho}{\partial x} + v \frac{\partial \rho}{\partial y} + w \frac{\partial \rho}{\partial z} + \frac{\partial \rho}{\partial t}.
$$

(A.4)

Then the expression of substantial derivative can be extracted;

$$
\frac{D}{Dt} = u \frac{\partial}{\partial x} + v \frac{\partial}{\partial y} + w \frac{\partial}{\partial z} + \frac{\partial}{\partial t}.
$$

(A.5)

Furthermore, the Nabla operator is the spatial gradient defined as follows;

$$
\nabla = i \frac{\partial}{\partial x} + j \frac{\partial}{\partial y} + k \frac{\partial}{\partial z}.
$$

(A.6)

Then, combining (A.4) and (A.5), the substantial derivative can be expressed as,

$$
\frac{D}{Dt} = \frac{\partial}{\partial t} + \mathbf{v} \cdot \nabla.
$$

(A.7)

Where $D/Dt$ is the substantial derivative; $\partial/\partial t$ is the local derivative, which is the time rate of change at a fixed point; $\mathbf{v} \cdot \nabla$ means convective derivative, which is the time rate of change caused by the movement of the element in a field spatially different [1].

### A.1.1 Divergence of the velocity

Consider a moving control volume of fluid with volume $V$ (Figure A.2). The mass of the moving element is not changed by time and the element is made up of the same particles moving with the fluid flow. Since the element with the surface $dS$ is moving with the velocity $\mathbf{v}$, the change of volume $\Delta V$ is due to the movement of $dS$ during a time interval $\Delta t$.

$$
\Delta V = (\mathbf{v} \Delta t) \cdot \mathbf{n} \cdot dS = (\mathbf{v} \Delta t) \cdot dS,
$$

(A.8)

where $\mathbf{n}$ is the unit vector to the surface at $dS$ and the vector $dS$ has the expression $dS = ndS$. If $dS$ is small, the volume of the fluid element can equal

$$
\int_s (\mathbf{v} \Delta t) \cdot dS.
$$

Dividing by $\Delta t$, the result is the time rate of volume change;

$$
\frac{DV}{Dt} = \frac{1}{\Delta t} \int_s (\mathbf{v} \Delta t) \cdot dS = \int_s \mathbf{v} \cdot dS.
$$

(A.9)
The divergence theorem is,
\[ \int \int s v \cdot dS = \int \int \int V (\nabla \cdot v) dV. \]

Therefore, we can represent (A.9) as,
\[ \frac{DV}{Dt} = \int \int \int V (\nabla \cdot v) dV. \quad (A.10) \]

Equation (A.10) is for the control volume. When the control volume is very small \( \delta V \). The case becomes an infinitesimal moving fluid element case. We could rewrite (A.10) as,
\[ \frac{D(\delta V)}{Dt} = \int \int \int _{\delta V} (\nabla \cdot v) dV. \quad (A.11) \]

Assuming \( \delta V \) is small enough that \( \nabla \cdot v \) stays the same value throughout \( \delta V \). Then we have,
\[ \frac{D(\delta V)}{Dt} = (\nabla \cdot v)\delta V, \]

or
\[ \nabla \cdot v = \frac{1}{\delta V} \frac{D(\delta V)}{Dt}. \quad (A.12) \]

### A.2 Conservation of Mass

For mass conservation, we consider an infinitesimally small element moving with the fluid flow (right of Figure 3.1b). The mass of this small element is conserved, but the volume and density change during the volume moving process. We identify the mass of the small element as \( \delta m \). So;
\[ \delta m = \rho \delta V. \quad (A.13) \]

Because the element’s mass is fixed, the substantial derivative of mass is zero.
\[ \frac{D(\delta m)}{Dt} = 0 \]
Combine these two equations above and do the ordinary derivation, we have

\[
\frac{D(\rho\delta V)}{Dt} = \delta V \frac{D\rho}{Dt} + \rho \frac{D(\delta V)}{Dt} = 0
\]

or

\[
\frac{D\rho}{Dt} + \rho \left( \frac{1}{\delta V} \frac{D(\delta V)}{Dt} \right) = 0. \tag{A.14}
\]

It is easy to see that the term in bracket of (A.14) is the same as divergence of the velocity \((\nabla \cdot \mathbf{v} = \frac{1}{\delta V} \frac{D(\delta V)}{Dt})\). So by combining (A.14) and (A.12),

\[
\frac{D\rho}{Dt} + \rho \nabla \cdot \mathbf{v} = 0. \tag{A.15}
\]

Expanding the equation above, it becomes,

\[
\frac{D\rho}{Dt} = -\rho \left( \frac{\partial u}{\partial x} + \frac{\partial v}{\partial y} + \frac{\partial w}{\partial z} \right)
= -\rho \left( \frac{\partial v_x}{\partial x} + \frac{\partial v_y}{\partial y} + \frac{\partial v_z}{\partial z} \right). 
\]

This equation can be rewritten in another form which will be used in SPH in the next section,

\[
\frac{D\rho}{Dt} = -\rho \frac{\partial v^\alpha}{\partial x^\alpha} = -\rho \nabla \cdot \mathbf{v}. \tag{A.16}
\]

Note that the summation convention applies when a super-script appears twice in a term. That is, \(\frac{\partial v^\alpha}{\partial x^\alpha}\) implies \(\left( \frac{\partial v_x}{\partial x} + \frac{\partial v_y}{\partial y} + \frac{\partial v_z}{\partial z} \right)\).

### A.3 Momentum equation

First we introduce the fundamental physical principle (Newton’s second law),

\[
\mathbf{F} = m\mathbf{a}. \tag{A.17}
\]

Assuming an infinitesimally small moving fluid element, applying Newton’s second law here means that the sum of forces on the element is equal to the acceleration times the mass. We only consider the forces in the \(y\) direction first;

\[
F_y = ma_y,
\]

where the \(F_y\) and \(a_y\) are the \(y\) component of force and acceleration respectively.

There are two sources of this force: body force and surface force. The surface force, we also have two sources: pressure and viscosity. Assume the body force per unit mass
acting on the fluid element is \( f \). So \( f_y \) is the body force in \( y \) direction. Thus the body force on fluid element in \( y \) direction is \( \rho f_y(dx dy dz) \).

Figure A.3 shows the force analysis in the \( y \) dimension of an infinitesimal moving fluid element. The pressures, including \( p \) and \( (p + \frac{\partial p}{\partial y} dy) \) are the fluid pressure in \( y \) direction. The normal stresses, including \( \sigma_{yy} \) and \( (\sigma_{yy} + \frac{\partial \sigma_{yy}}{\partial y} dy) \), are a suction from other elements to keep all the fluid elements staying together. The shear stresses, including \( \sigma_{xy}, \sigma_{yz}, (\sigma_{xy} + \frac{\partial \sigma_{xy}}{\partial x} dx) \) and \( (\sigma_{yz} + \frac{\partial \sigma_{yz}}{\partial z} dz) \), are frictional from other elements to move together. According to the force analysis Figure A.3, we obtain the surface force \( F_s \) in the \( y \) direction,

\[
F_s = \left( -\frac{\partial p}{\partial y} + \frac{\partial \sigma_{yy}}{\partial y} + \frac{\partial \sigma_{xy}}{\partial x} + \frac{\partial \sigma_{yz}}{\partial z} \right) dx dy dz. \tag{A.18}
\]

The total force in the \( y \) direction \( F_y \) can be given by the sum of body force and surface force,

\[
F_y = \left( -\frac{\partial p}{\partial y} + \frac{\partial \sigma_{yy}}{\partial y} + \frac{\partial \sigma_{xy}}{\partial x} + \frac{\partial \sigma_{yz}}{\partial z} \right) dx dy dz + \rho f_y(dx dy dz). \tag{A.19}
\]

Because \( m = \rho dx dy dz \), the acceleration in the \( y \) direction is \( a_y \), \( a_y \) is equal to \( \frac{Dv}{Dt} \).

Then we find,

\[
\rho \frac{Dv}{Dt} = \rho \frac{Dv_y}{Dt} = -\frac{\partial p}{\partial y} + \frac{\partial \sigma_{yy}}{\partial y} + \frac{\partial \sigma_{xy}}{\partial x} + \frac{\partial \sigma_{yz}}{\partial z} + \rho f_y.
\]

Using a similar method, the equations of acceleration in \( x \) and \( z \) directions can be represented as,

\[
\rho \frac{Du}{Dt} = \rho \frac{Dv_x}{Dt} = \frac{\partial \sigma_{xx}}{\partial x} + \frac{\partial \sigma_{yx}}{\partial y} + \frac{\partial \sigma_{zx}}{\partial z} + \rho f_x,
\]

\[
\rho \frac{Dw}{Dt} = \rho \frac{Dv_z}{Dt} = \frac{\partial \sigma_{zz}}{\partial z} + \frac{\partial \sigma_{xz}}{\partial x} + \frac{\partial \sigma_{yz}}{\partial y} + \rho f_z.
\]

When the problem turns to solid mechanics, there is no pressure in a solid only a large stress \( \sigma \). Then we have;

\[
\rho \frac{Dv_x}{Dt} = \frac{\partial \sigma_{xx}}{\partial x} + \frac{\partial \sigma_{yx}}{\partial y} + \frac{\partial \sigma_{zx}}{\partial z} + \rho f_x, \tag{A.20a}
\]
The three equations (A.20a), (A.20b) and (A.20c) can be combined into one which is used in the next section.

\[
\rho \frac{Dv_y}{Dt} = \frac{\partial \sigma_{yx}}{\partial x} + \frac{\partial \sigma_{yy}}{\partial y} + \frac{\partial \sigma_{yz}}{\partial z} + \rho f_y, \quad (A.20b)
\]

\[
\rho \frac{Dv_z}{Dt} = \frac{\partial \sigma_{zx}}{\partial x} + \frac{\partial \sigma_{zy}}{\partial y} + \frac{\partial \sigma_{zz}}{\partial z} + \rho f_z. \quad (A.20c)
\]

Figure A.3: Force analysis in y dimension.

\[
\rho \frac{Dv_y}{Dt} = \frac{1}{\rho} \frac{\partial \sigma^{\alpha\beta}}{\partial x^\beta} + f^\alpha, \quad (A.21a)
\]

or

\[
\frac{Dv}{Dt} = \frac{1}{\rho} \nabla \sigma + f. \quad (A.21b)
\]
A.4 Stress tensor calculation

In a similar manner to stresses, strains also can be classified in two types, normal strain and shear strain. In an isotropic solid, Hooke’s law states that normal strain is caused by normal stress. First, consider a two-dimensional problem Figure A.4. There is a small element with length $dx$ and height $dy$. After a loading is applied, the element becomes a rhombus and moves some distance $(r(x, y))$. From the analysis in Figure A.4, we have the original size of the element,

$$AB = dx \text{ and } CD = dy.$$ 

Then after loading, the sizes become,

$$\overline{ab} = \sqrt{\left(dx + \frac{\partial r_y(x, y)}{\partial x} \frac{dy}{dx}\right)^2 + \left(\frac{\partial r_y(x, y)}{\partial x} \frac{dy}{dx}\right)^2} = dx \sqrt{1 + 2 \frac{\partial r_y(x, y)}{\partial x} + \left(\frac{\partial r_x(x, y)}{\partial x}\right)^2 + \left(\frac{\partial r_y(x, y)}{\partial x}\right)^2}.$$ 

For a small displacement, the squares of the displacement gradient can be ignored, and we will obtain,

$$\overline{ab} \approx dx + \frac{\partial r_y(x, y)}{\partial x} \frac{dy}{dx}.$$
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The normal strain in the $x$-direction can be written as,

$$\varepsilon_{xx} = \frac{\overline{ab} - \overline{AB}}{\overline{AB}} = \frac{\partial r_x(x, y)}{\partial x}.$$  

Similarly, transforming the equation into three dimensions, we can get the normal strain in the $y$ and $z$ directions as well,

$$\varepsilon_{xx} = \frac{\partial r_x(x, y, z)}{\partial x}, \quad \varepsilon_{yy} = \frac{\partial r_y(x, y, z)}{\partial y}, \quad \varepsilon_{zz} = \frac{\partial r_z(x, y, z)}{\partial z}. \quad (A.22)$$

The definition of shear is the change of angle between $\overline{AB}$ and $\overline{AC}$. Therefore, the shear strain in Figure A.4 equals,

$$\gamma_{xy} = \theta + \phi.$$  

For the analysis in Figure A.4, we find,

$$\tan \theta = \frac{\frac{\partial r_y(x, y)}{\partial x} dx}{dx + \frac{\partial r_y(x, y)}{\partial x} dx} = \frac{\frac{\partial r_y(x, y)}{\partial x}}{1 + \frac{\partial r_y(x, y)}{\partial x}},$$

$$\tan \phi = \frac{\frac{\partial r_x(x, y)}{\partial y} dy}{dy + \frac{\partial r_x(x, y)}{\partial y} dy} = \frac{\frac{\partial r_x(x, y)}{\partial y}}{1 + \frac{\partial r_x(x, y)}{\partial y}}.$$  

Since the displacement gradient can be ignored, we find,

$$\frac{\partial r_x(x, y)}{\partial x} \ll 1; \quad \frac{\partial r_y(x, y)}{\partial y} \ll 1.$$  

As the change in angle is very small, $\tan \theta \approx \theta$ and $\tan \phi \approx \phi$. Thus the angle values are,

$$\theta \approx \frac{\partial r_y(x, y)}{\partial x}; \quad \phi \approx \frac{\partial r_x(x, y)}{\partial y}.$$  

Therefore, the shear strain can be represented as;

$$\gamma_{xy} = \theta + \phi = \frac{\partial r_y(x, y)}{\partial x} + \frac{\partial r_x(x, y)}{\partial y}.$$  

Because $\varepsilon_{xy}$ is equal to $\varepsilon_{yx}$ and $\varepsilon_{xy} + \varepsilon_{yx} = \gamma_{xy}$, we have,

$$\varepsilon_{xy} = \varepsilon_{yx} = \frac{1}{2} \left( \frac{\partial r_y(x, y)}{\partial x} + \frac{\partial r_x(x, y)}{\partial y} \right).$$
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We can apply this for all three dimensions, we can obtain,

\[ \varepsilon_{xy} = \varepsilon_{yx} = \frac{1}{2} \left( \frac{\partial r_y(x, y, z)}{\partial x} + \frac{\partial r_x(x, y, z)}{\partial y} \right), \]

\[ \varepsilon_{xz} = \varepsilon_{zx} = \frac{1}{2} \left( \frac{\partial r_z(x, y, z)}{\partial x} + \frac{\partial r_x(x, y, z)}{\partial z} \right), \]

\[ \varepsilon_{yz} = \varepsilon_{zy} = \frac{1}{2} \left( \frac{\partial r_z(x, y, z)}{\partial y} + \frac{\partial r_y(x, y, z)}{\partial z} \right). \]

We can write the normal strain and shear strain into a short form;

\[ \varepsilon_{\alpha\beta} = \frac{1}{2} \left( \frac{\partial r_\alpha}{\partial x_\beta} + \frac{\partial r_\beta}{\partial x_\alpha} \right), \]  

\[ (A.25) \]

and the time rate of strain can be presented as,

\[ \dot{\varepsilon}_{\alpha\beta} = \frac{1}{2} \left( \frac{\partial v_\alpha}{\partial x_\beta} + \frac{\partial v_\beta}{\partial x_\alpha} \right). \]  

\[ (A.26) \]

The relationship between a strain tensor and a stress tensor can be represented by this matrix [27];

\[
\begin{bmatrix}
\varepsilon_{xx} \\
\varepsilon_{yy} \\
\varepsilon_{zz} \\
2\varepsilon_{yz} \\
2\varepsilon_{xy}
\end{bmatrix} = \frac{1}{E} \begin{bmatrix}
1 & -\nu & -\nu & 0 & 0 & 0 \\
-\nu & 1 & -\nu & 0 & 0 & 0 \\
-\nu & -\nu & 1 & 0 & 0 & 0 \\
0 & 0 & 0 & 2(1 + \nu) & 0 & 0 \\
0 & 0 & 0 & 0 & 2(1 + \nu) & 0 \\
0 & 0 & 0 & 0 & 0 & 2(1 + \nu)
\end{bmatrix} \begin{bmatrix}
\sigma_{xx} \\
\sigma_{yy} \\
\sigma_{zz} \\
\sigma_{yz} \\
\sigma_{xy}
\end{bmatrix}, \]

\[ (A.27) \]

where \( \nu \) is Poisson’s ratio and \( E \) is Young’s Modulus. \( (A.27) \) can be represented as,

\[ \varepsilon_{\alpha\beta} = \frac{1 + \nu}{E} \sigma_{\alpha\beta} - \frac{\nu}{E} \delta_{\alpha\beta} \sigma_{kk}, \]  

\[ (A.28) \]

where \( \sigma_{kk} \) is equal to \( \sigma_{xx} + \sigma_{yy} + \sigma_{zz} \) and \( \delta_{\alpha\beta} \) is the Kronecker delta function,

\[ \delta_{\alpha\beta} = \begin{cases} 
1, & \alpha = \beta, \\
0, & \alpha \neq \beta. 
\end{cases} \]

Therefore, the stress can be calculated by \( (A.27) \),

\[ \sigma_{\alpha\beta} = 2\mu \varepsilon_{\alpha\beta} + \lambda \delta_{\alpha\beta} \varepsilon_{kk}, \]  

\[ (A.29) \]

where \( \lambda = \frac{2\nu}{1 - 2\nu} \mu \), \( \mu \) equals \( \frac{E}{2(1 + \nu)} \) and \( \varepsilon_{kk} \) equals \( \varepsilon_{xx} + \varepsilon_{yy} + \varepsilon_{zz} \).