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Effects of baryons on the dark matter distribution
in cosmological hydrodynamical simulations

Matthieu Schaller

Abstract

Simulations including solely dark matter performed over the last three decades

have delivered an accurate and robust description of the cosmic web and dark mat-

ter structures. With the advent of more precise cosmological probes, planned and

ongoing, and dark matter detection experiments, this numerical modelling has to

be improved to incorporate the complex non-linear and energetic processes taking

place during galaxy formation. We use the “Evolution and Assembly of GaLaxies

and their Environment” (EAGLE) suite of cosmological simulations to investigate

the effects of baryons and astrophysical processes on the underlying dark matter

distribution. Many effects are expected and we investigate (i): the modification of

the profile of halos from the Navarro-Frenk-White profile shape found in collision-

less simulations, including the changes in the dark matter profiles themselves, (ii)

the changes of the inner density profiles of rich clusters, where observations have

suggested a deviation from the standard cold dark matter paradigm, (iii) the off-

set created by astrophysical process between the centre of galaxies and the centre

of the dark matter halo in which they reside and, (iv) the changes in the shape of

the dark matter profile due to baryons in the centre of Milky Way halos and the

impact these changes have on the morphology of the annihilation signal that could

be observed as an indirect proof of the existence of dark matter. In all cases we

find that the baryons play a significant role and change the results found in colli-

sionless simulations dramatically. This highlights the need for more simulations

like EAGLE to better understand and analyse future cosmology surveys. We also

conduct a thorough study of the hydrodynamics solver parameters used in these

simulations, assess their impact on the simulated galaxy population and show how

robust some of the EAGLE results are against such variations.
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Chapter 1
Introduction

1.1 Cosmology, Dark matter and Galaxy formation

Over the course of the 20th century a combination of theoretical breakthroughs and

careful observations has allowed cosmologists to paint a comprehensive picture of

our Universe and its evolution on the largest scales. Several independent lines of

evidence have been used to support the construction of the “Lambda Cold Dark

Matter” (ΛCDM) cosmogony. This model describes accurately the evolution of the

Universe and of its content over the past 13.7 billion years that separate the epoch of

inflation from the present (Komatsu et al., 2011; Planck Collaboration et al., 2014).

However successful this model is, it suffers from the fact that the nature of its two

major ingredients, the cold dark matter (CDM) and the cosmological constant Λ,

are still unknown. Shedding light on those two components, that dominate the

energy budget of the Universe today, is one of the major tasks for scientists in the

21st century.

Hot Big Bang model

The development of our current cosmological model started, in the 1930s, with the

observational evidence that galaxies were, on average, receding from us at a pace

proportional to their distance. These results could be explained, within the frame-

work of general relativity, using the models developed by Friedmann, Lemaı̂tre,

Robertson and Walker that described an expanding Universe given by a metric of

the form

ds2 = c2dt2 − a(t)2

(
dr2

1− kr2
+ r2dΩ2

)
, (1.1)

1
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where a(t) is the time dependent scale factor of the Universe and k its curvature.

More recent measurement of the motion of galaxies and other tracers show that

at the present time the constant of proportionality between distance and recession

velocity takes the value H0 ≡ H(t = 0) ≡ ȧ(t = 0)/a(t = 0) ≈ 70 km/s/Mpc.

A direct consequence of the expansion of the Universe is that it was more dense

and hotter in the distant past. Looking back at the time where a(t) was less than

1/1000 of its current value, the Universe was filled with a plasma of protons, elec-

trons and photons, cooling down with the expansion of the Universe. At a redshift

z ≡ 1/a(t) − 1 ≈ 1100, the photons had redshifted enough such that the Universe

became transparent and letting the photons of the plasma travel freely through

space, transporting the imprints of this primordial state. The measurement of this

radiation (now shifted to microwave frequencies due to the expansion of the Uni-

verse and called the cosmic microwave background, CMB) in 1964 by Penzias &

Wilson essentially confirmed the Big Bang theory as the underlying cosmological

paradigm.

In parallel to these measurements, theoretical calculations, based on the work

of Alpher, Bethe & Gamow, predicted the relative abundance of elements heavier

than hydrogen that should be produced in the hot and dense plasma filling the

Universe in the first minutes of its existence. The observational estimation of the

abundance of elements in the Universe, later confirmed this scenario, leading to a

third piece of evidence favouring the Big Bang model over the competing steady-

state theories.

Cosmologists then turned towards more precise measurements of the param-

eters describing our Universe. Using modern notation, the evolution of the scale

factor with time can be related to the content of the Universe (Friedmann equa-

tions) as follows:

H2(t)

H2
0

= Ωra(t)−4 + Ωma(t)−3 + Ωka(t)−2 + ΩΛ, (1.2)

where the different Ω’s represent the present day density of radiation, matter, spa-

tial curvature and vacuum cosmological constant respectively. Determining these
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quantities with precision allows for a full description of the evolution of the largest

scales of the Universe and exquisite precision has been reached in the last few years

through the measurement of the CMB.

The ΛCDM paradigm and CMB experiments

The era of precision cosmology started with the COBE satellite mission (Smoot

et al., 1992) measuring the large scale temperature fluctuations of the CMB. These

fluctuations were found to be anisotropic enough to allow for the growth of struc-

tures through gravitational instability, provided the Universe contained enough

dark matter. A wealth of information can be obtained by measuring the angular

power spectrum of the fluctuations in the temperature maps of the CMB. These

acoustic peaks correspond to the oscillations in the matter-radiation fluid that was

filling the Universe at the epoch of recombination. The first peak, located at an

angle θ ∼ 1◦ on the sky, is the fundamental mode of sound waves that had the

time to oscillate once between entering the sound horizon and the time of recom-

bination (see e.g. Hu & Dodelson, 2002, for a review). Precise measurements of the

position of this peak (de Bernardis et al., 2000; Hanany et al., 2000; Komatsu et al.,

2011; Planck Collaboration et al., 2014), have confirmed that the Universe is spa-

tially flat on large scales (k = 0 in equation 1.1). Using the information locked in

the second peak, specifically by comparing its amplitude to the first peak, one can

constrain the density of baryons at the time of recombination. Similarly, the next

acoustic peaks contain information about the quantity of dark matter found in the

Universe. The picture that has emerged is that our Universe is filled (in terms of

energy-density) with∼ 4.5% of baryons,∼ 27% of dark matter and∼ 68.5% of dark

energy, in a form compatible with a cosmological constant (Planck Collaboration

et al., 2014).

Supernoave and BAO tests

The presence of dark energy as the dominant component was, however, first firmly

established using measurements at low redshifts of standard candles. Type Ia Su-
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pernovae (SNe) are extremely bright, hence detectable far beyond the local volume.

They also display a standardizable evolution of their luminosity with time, allow-

ing observers to get their intrinsic brightness by measuring the evolution of their

light curve only. Measurements of Type Ia SNe by Riess et al. (1998) and Perlmutter

et al. (1999) showed that the Universe is currently undergoing a phase of acceler-

ated expansion, making the necessity for dark energy as an important component

widely accepted.

Another test of the ΛCDM paradigm comes from the evolution of the acoustic

oscillations between the redshift of recombination and the current time. These so-

called Baryon Acoustic Oscillations (BAO) have been predicted to leave an imprint

in the distribution of matter at low redshift on scales of ∼ 150 Mpc. Measurements

using the 2dF (Cole et al., 2005) and SDSS (Eisenstein et al., 2005) galaxy surveys

have shown that these oscillations are indeed present, confirming the model of

matter-photon plasma filling the Universe before recombination as well as con-

firming the late time acceleration inferred from the SNe and CMB data. A large

range of other cosmological probes (strong and weak lensing, cluster counts, ...)

have since been used to test the validity of the ΛCDM model and obtain indepen-

dent constraints on its parameters. The paradigm is being tested is being tested on

increasingly smaller scales with each new generation of probes and the influence

of the non-linear processes of galaxy formation start to play a significant role in the

uncertainty budget. These processes, occurring on scales (∼ 1 Mpc) where gravity

is not the dominant force any more, will now to be constrained by the theory of

galaxy formation in order for precision cosmology probes to disentangle the po-

tential deviations from ΛCDM from the expected non-linearities due to baryonic

processes.
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Dark matter

Dark matter is the dominant matter component entering the ΛCDM model. Al-

though being hypothesised in the 1930’s the dark matter model has only taken its

current form following the work of Peebles (1982), that proposed that dark matter

is made of fundamental weakly interacting massive particles (WIMPs). These sub-

atomic particles would only interact very weakly with their environment, making

their detection in experiments extremely difficult. A large number of theoretical

candidates have been put forward as potential WIMPs over the years. The neu-

tralino predicted by super-symmetry models (see Jungman et al., 1996, for a re-

view) has been favoured for many years, although the recent results from the LHC

are starting to put strong constraints on the model parameter space. The detection

of a dark matter particle would be the holy grail of cosmology, leading to the confir-

mation that the cold (or slightly warm) dark matter model is indeed the paradigm

governing the laws of nature.

There are three main types of experiments currently ongoing to shed some light

on the nature of dark matter. Particle accelerators could produce WIMPs in their

collisions. Such a result would allow experimentalists to study and understand

the properties of this particle. However, this would not necessarily imply that the

identified particle is the one that makes up 27% of the Universe’s content. Direct

detection experiments complement this approach by attempting to measure the re-

coil of atoms following the collision with a dark matter particle. With a positive

result, this type of experiment would show that we are surrounded by dark mat-

ter particles but would not necessarily allow phenomenologists to decide which

(if any) of the many theorised particles is the dark matter. Those two types of ex-

periments are hence complementary and will hopefully provide results in the near

future. The third type of experiment attempts to detect, in the sky, the signal result-

ing from the annihilation of WIMPs. Most particle candidates (such as Majorana

particles) could interact with themselves and annihilate into photons. Observing

an excess of photons above all other known astrophysical sources, in regions where
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large amounts of dark matter is expected, would be a smoking gun for the existence

of such a kind of dark matter particle. Unlike the other two types of experiments

this technique relies heavily on the understanding of the astrophysical processes

occurring at the centre of galaxies, where the dark matter density is the highest.

Effects of baryons and of galaxy formation

With the precision of both the cosmological probes and dark matter detection ex-

periments now requiring to take into account the astrophysical processes, the the-

orists have had to start improving the models of galaxy formation and make pre-

dictions for its effect on the dark matter. Following the seminal work of White &

Rees (1978), it is now widely accepted that galaxies form at the centre of dark mat-

ter haloes that have collapsed from the primordial perturbations imprinted in the

CMB. Haloes grow by accreting material and by merging with other haloes, lead-

ing to a hierarchical formation of structures1. The pristine gas falling onto haloes

will shock at the virial radius when encountering the hotter medium (virialised

gas) present in the haloes. This hotter medium is in hydrostatic equilibrium, bal-

ancing the gravitational collapse by pressure support. The gas is then going to cool

thorough radiative processes and hence, losing its pressure support, will move to-

wards the centre of the halo. Conservation of angular momentum then leads to the

formation of a disk in which stars will be able to form, leading to the creation of

disk galaxies (e.g. Mo et al., 1998).

The processes leading to the formation of stars are complex and involve a large

range of scales, from the size of a galactic arm generating turbulence in the gas to

the size of a single star, many orders of magnitude smaller. Observationally, the star

formation rate of a galaxy is found to be well described by the Kennicutt-Schmidt

law that relates the star formation rate to the gas surface density (Kennicutt, 1998)

or possibly to the surface density of H2 gas (Kennicutt et al., 2007). Over the course

of their evolution the stars will release gas enriched in metals by nucleosynthesis

1Note, however, that if dark matter was warm and not cold, this scenario would be reversed on

the smallest scales, with larger haloes forming first
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(see for instance Portinari et al., 1998, for a set of stellar evolution tracks) into the

interstellar medium (ISM), which will then increase the cooling rate of the ISM,

leading to increased star formation. At the same time, a small fraction of the stars

will explode in the form of supernovae and release large amounts of energy (in

the form of heat) into the ISM. Together with radiation pressure and stellar winds,

these explosions will disrupt some of the dense gas, reducing the star formation

rate and will drive galactic winds outside the disks, ejecting material into the haloes

and beyond. The galaxies will hence grow at a rate set by the balance between

infalling material and ejection of material as a result of star formation (White &

Frenk, 1991). More massive, elliptical, galaxies are later formed by the merging of

galaxies, creating the population of galaxies that is observed today (e.g. GAMA,

Driver et al., 2011). Observations have also shown that galaxies host supermassive

black holes in their centres (e.g. Kormendy & Richstone, 1995; Magorrian et al.,

1998). These black holes are responsible for the injection of large amounts of energy

into the ISM and haloes through jets, winds and radiation. This energy significantly

impacts the state of the gas by blowing large X-ray cavities (e.g. Rafferty et al., 2006)

and reduces the star formation rate of the galaxies hosting the most active of these

black holes (Bower et al., 2006).

The understanding of all these processes and their interaction in a cosmological

context is crucial to estimate their effect on the cosmological probes and on the

dark matter experiments. This task is made very challenging for the theorists as

the large range of scales interacting and the non-linearity of most equations make

the search for precise solutions extremely demanding.

1.2 The role of simulations

A lot of models have been proposed over the years to describe the processes taking

place during galaxy formation. Some models also attempt to present a compre-

hensive picture of how galaxies form. These models are useful as they can help

theorists understand in simple terms parts of the processes that are relevant. But,
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as was discussed above, the processes taking place span a large range of scales, are

highly non-linear and coupled with each other, making a simple but comprehen-

sive solution difficult to reach analytically. Numerical simulations have thus to be

used in order to track the evolution of the different species and how they interact

over cosmic history.

Dark matter only simulations

Cosmological simulations are used to probe the non-linear regime of structure for-

mation with the collapse of structures and formation of the cosmic web. Early

simulations considered solely the gravitational interactions, which is the only rele-

vant force acting on very large scales and considered all matter to be collisionless.

In some sense, these simulations can be understood as an extension of perturbation

theory calculations and as such have a high predictive power. Simulations of this

kind by Davis et al. (1985) and Frenk et al. (1988) established the cold dark matter

paradigm as a viable model in which galaxies can form. Improving over this, many

generations of simulations in larger and larger volumes with increasing mass reso-

lution showed that the entire observed cosmic web could faithfully be reproduced

in ΛCDM (e.g. Springel et al., 2006; Klypin et al., 2011). Similarly, using simulations

of individual haloes, theorists have shown that the dark matter follows a univer-

sal Navarro-Frenk-White (NFW) profile (Navarro et al., 1996b; Navarro et al., 1997;

Navarro et al., 2010) and have been characterising the abundance and distribution

of substructures within these haloes very precisely (Springel et al., 2008a; Gao et al.,

2012b).

Galaxies and Halo Occupation Distribution

Using these Dark Matter Only (DMO) simulations it is then possible to include sta-

tistically some of the physical processes discussed above and populate the sim-

ulated haloes with galaxies. The simplest way of performing this is arguably to

use the Halo Occupation Distribution (HOD) technique (e.g. Berlind & Weinberg,

2002). By assuming a functional form for the mean number of galaxies occupying



1. Introduction 9

simulated haloes one can construct mock universes with proxies for real galaxies

populating virtual haloes. A popular variant of HOD is abundance matching in

which the galaxies are assigned to haloes based on their abundance (and so indi-

rectly on their mass in the simplest models, e.g. Moster et al. (2013); Behroozi et al.

(2013)). These models can produce realistic mock universes, very useful tools for

the analysis of large survey data, but do not provide theorists with information on

the processes that take place during galaxy formation nor do they incorporate the

back reaction on the dark matter that the baryons have.

Semi-Analytic Models

More advanced models, called Semi-Analytic Models (SAMs) attempt to describe

the processes taking place to form galaxies as a set of coupled differential equations

(White & Frenk, 1991; Cole et al., 2000; Bower et al., 2006; Guo et al., 2011; Hen-

riques et al., 2015). These describe the galaxies as a whole (i.e. only describe their

internal structures very coarsely) and use the underlying dark matter distribution

given by DMO simulations as a canvas on which the processes occur. These models

rely heavily on free parameters that are adjusted such that the model reproduces

some observational properties, usually low-redshift galaxy luminosity or stellar

mass functions. Once the underlying DMO simulation has been run, these models

do not require large computational resources to run and full exploration of the free

parameter space is possible, allowing very good fits to the observational data to

be obtained. They also allow one to analyse rapidly a large range of processes and

assess their relevance for galaxy formation. One of the limitation of these models is

that the properties of the galaxies can only be made dependent on the properties of

the dark matter halo hosting them. They also cannot modify the underlying dark

matter distribution nor include any spatial information about the gas distribution.

Finally, the interactions between the feedback from star formation and the gas in

the ISM or halo cannot be followed properly and are hence left as crude models.

Despite these shortcomings, the SAMs have proved to be extremely valuable tools

that are now central to the analysis of surveys for cosmology. Future cosmology
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missions, such as EUCLID (Laureijs et al., 2011), will requireO(104) mock surveys

generated from SAMs to construct the error correlation matrices needed to under-

stand fully the data. Such task is beyond the ability of current hydrodynamics

simulations and considerable effort is spent by the cosmology community on these

models.

Hydrodynamical simulations

Hydrodynamical simulations attempt to simulate both the dark matter and the

baryons together from the early Universe to the present day. These simulations

are much more demanding in terms of computational ressources and have only

reached levels of accuracy comparable with the SAMs in the last few years. Track-

ing the baryons in the simulation allows the simulators to obtain spatial informa-

tion about the galaxies but also to follow the interaction between the different com-

ponents and the back reaction of the baryons on the dark matter. These simulations

also include models for the processes that cannot be followed because they oc-

cur on scales too small for the hydrodynamics solver. However, some processes

involving gas physics such as the mixing of cold gas into hot haloes or the ram

pressure stripping of gas taking place around satellites in clusters can be entirely

and, in principle, accurately followed by the solver and do not require models as

in the SAMs. However processes such as star formation or accretion of gas onto

supermassive black holes cannot be followed with current simulations since they

occur on scales much too small for the solvers, at least in the case of cosmologi-

cal simulations that simultaneously follow the evolution of large scale structures.

These processes take place on scales� 1 pc whilst volumes of size > 100 Mpc are

required to be able to sample a representative part of the galaxy population. Ac-

curately following more than 8 orders of magnitude in length is currently out of

reach of simulators and will probably remain so for many more years.
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Subgrid models

Subgrid models are employed to simulate the processes that occur on the scales

that cannot be tracked by the solvers. These models can roughly be split into two

categories. Some models can be constrained directly from observations or from

fundamental physics. For instance the cooling of gas in the presence of radiation

can be computed (at least in principle) from quantum mechanics and the resulting

rates then directly imported into the simulations (see for instance the CLOUDY

code Ferland et al., 1998). Similarly, star formation taking place in the disks of

galaxies can be modelled by creating a model that reproduces directly the observa-

tional results of Kennicutt (1998). Those two subgrid models are hence constrained

and cannot be arbitrarily be modified by simulators.

In contrast, the feedback from star formation or AGN is only poorly understood

and many different models exist in the literature. Some inject energy in the ISM,

some inject momentum, some inject both or add radiation pressure. The amount

of energy or momentum injected can also be varied sometimes as a function of

halo mass (inspired by the success of SAMs) or as function of local quantities or

redshift. Unfortunately these uncertain parts of the subgrid parametrisation seem

to dominate the uncertainty budget of the whole modelling (see for instance Schaye

et al. (2010), Scannapieco et al. (2012), Vogelsberger et al. (2013) and chapter 3 of this

thesis).

Summary of recent results

Over the last 15 years, the accuracy of the hydrodynamical simulations has dramat-

ically increased. Simulations such as the one of Pearce et al. (2001) and Springel &

Hernquist (2003) were able to reproduce roughly the cosmic star formation history

of the Universe. The use of AGN feedback later allowed the study of the build-up

of the galaxy stellar mass function (Oppenheimer et al., 2010), whilst Crain et al.

(2009) focused on the differences in environment. The large set of simulations in the

OWLS suite (Schaye et al., 2010) allowed for a comprehensive study of the processes
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necessary to reproduce the star formation history of the Universe. The shaping of

the galaxy stellar mass function at z = 0 was then achieved by Puchwein & Springel

(2013), whilst Le Brun et al. (2014) managed to reproduce the X-ray properties of

galaxy clusters and groups. Following this, two big collaborations attempted to

calibrate their subgrid models to reproduce both the low redshift universe and its

evolution through time. The ILLUSTRIS (Vogelsberger et al., 2013, 2014; Genel et al.,

2014) and EAGLE (Schaye et al., 2015; Crain et al., 2015) simulations both achieve

this goal using different numerical techniques (SPH for EAGLE, see chapters 2 and

3, and AREPO (Springel, 2010b) for ILLUSTRIS) and different subgrid prescriptions

and parametrizations. These two simulations represent the current state-of-the-art

in the field of numerical cosmology and have already proved very valuable tools

for the understanding of galaxy formation and the effects of baryons on dark mat-

ter.

Future prospects

This new generation of simulations, calibrated to observables, allows the theorists

to analyse how and when the different processes take place. The large number of

observables they reproduce (see section 2.3 for EAGLE) suggest that the right bal-

ance between the baryonic effects has been found, meaning that the response of the

dark matter could be comparable to what takes place in nature. These simulations

can hence be used to answer questions such as:

• Do the energetic winds, ejecting material far from the galaxies, affect the halo

masses and halo growth? Can this be an issue for precision cosmology probes

attempting to measure the halo mass function?

• How do baryons affect the profile of halos? Do the very energetic feedback

events taking place in galaxies affect the dark matter distribution? Strong and

weak lensing cosmological probes rely on our understanding of the matter

distribution in haloes. Have baryons changed that picture?

• Are the dark matter profiles flattened in their centre as a consequence of AGN
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and stellar feedback in massive galaxies? If not, can observational biases rec-

oncile the simulated profiles with the interpretation of observational data?

• Where are the galaxies located in their halos? How close to the centre are

they? Alternative models of dark matter predict an offset between the dark

matter and the stars. Could baryonic processes lead to similar offsets in a

ΛCDM universe

• If the dark matter particles can annihilate, what is the expected morphology

of the signal from the centre of the Milky Way? Have baryonic effects modi-

fied the predictions based on DMO simulations?

These questions will be adressed in this work and the importance of using hy-

drodynamics simulations for precision cosmology and dark matter detection ex-

periments will be highlighted. This thesis is based on the results of the EAGLE

simulations, which will be described extensively in the next two chapters.

1.3 Thesis outline

The remainder of this thesis is organised as follows. Chapter 2 introduces the EA-

GLE simulation and summarizes some of the main results obtained thus far. The

subgrid model is presented as well as the calibration process. Chapter 3 is dedi-

cated to the analysis of the impact of the hydrodynamics solver on the results of

the simulation. By comparing the reference model and a variation using an older

hydrodynamics solver, we attempt to quantify how important the accuracy of the

hydrodynamics solver is in simulating the galaxy population. In chapter 4, we

start the analysis of the effect of baryons on the dark matter distribution by study-

ing the density profiles of haloes in the EAGLE simulation. We find that the total

matter density is well fit by a universal profile whose parameters scale with halo

mass and that the dark matter is only affected by baryons in a narrow range of halo

masses. Chapter 5 continues the analysis of density profiles by focusing on galaxy

clusters. Our findings are compared to observational results and reasons for the
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discrepancies are discussed. In chapter 6, we investigate the offset between the

centre of the light distribution of galaxies and the centre of their host dark matter

halo. Such offsets are expected in alternative models of dark matter and it is hence

crucial to provide a prediction for this quantity for pure cold dark matter with only

astrophysical processes creating an offset. Chapter 7 uses higher resolution simu-

lations within the EAGLE suite to investigate the dark matter distribution near the

centre of simulated Milky Way galaxies, in order to provide templates for the anal-

ysis of the γ-ray excess, thought to be the result of dark matter annihilation. Finally

in chapter 8 we summarize our findings and discuss future avenues that could be

explored in order to improve on the current results.

As the chapters 3 to 7 have all been designed to be self-contained, they each

contain a short introduction to the topic and a description of the EAGLE simulation

suite.





Chapter 2
The EAGLE suite of

simulations

The results presented in this thesis are based on the “Evolution and Assembly

of GaLaxies and their Environment” (EAGLE) suite of cosmological simulations.

These simulations include cosmological periodic volumes, calibrated to reproduce

the low redshift galaxy population, as well as zoom-in re-simulations of local group

environments. The simulations have been introduced by Schaye et al. (2015) and

Crain et al. (2015) as well as Sawala et al. (2014a) for the local group zooms.

Schaye et al. (2015) discussed the limitations of such cosmological simulations

due to the limited resolution and the absence of proper treatment of the ISM physics.

They argued that the free parameters that enter the model hence had to be cali-

brated against some observations. In the case of EAGLE these are the z = 0.1 stellar

mass function, the relation between galaxy mass and size and the relation between

galaxy stellar and supermassive black hole masses. EAGLE improved upon earlier

simulations by proposing a treatment of stellar and AGN feedback in which ther-

mal energy is injected into the gas without the need to turn off cooling or decouple

hydrodynamical forces, allowing winds to develop without predetermined speed

or mass loading factors. As a consequence of the calibration process, the observed

galaxy stellar mass function is reproduced to . 0.2 dex over the full resolved mass

range, 108 M� < M∗ ≤ 1011 M�, a level of agreement close to that attained by

semi-analytic models, and unprecedented for hydrodynamical simulations.

The exploration of parameters for the model was presented by Crain et al. (2015)

who showed, using 13 simulations in the EAGLE suite, how the feedback param-

eters impact the low redshift galaxy population and how imposing that the sim-

ulated galaxies follow the observed mass-size relation is crucial to reproduce the

16
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growth of the population over cosmic time. This was achieved by imposing a de-

pendence on the local gas density of the intensity of the feedback. Stellar feedback

events taking place in high density gas are made more efficient to compensate for

the numerical losses.

Using the same code, Sawala et al. (2014a) simulated local group environments

at much higher resolution (∼ 200× better in mass). They showed that the simu-

lation setup, without any recalibration of the parameters, was able to reproduce

the observed luminosity function of satellites, a task that had not been achieved

previously, leading to the infamous “missing satellite” and “too big too fail” prob-

lems that were supposedly challenging the ΛCDM paradigm. This exercise demon-

strated the importance of baryonic effects (here mainly stellar feedback and reion-

isation) on the small scale properties of a ΛCDM universe.

The remainder of this chapter is dedicated to the technical description of the

EAGLE simulation code with a special emphasis on the subgrid models. The details

of the hydrodynamics scheme are presented in chapter 3, where its impact on the

simulated population of galaxies is also discussed.

The author of this thesis is one of the ’builders’ of the EAGLE simulation. This

implies that the author has been involved in the project from an early stage, par-

ticipating in the scientific discussion and the development of the subgrid model

as well as taking part in the design of the optimisations to the code that were re-

quired in order to perform the main simulation. The author has also been involved

in the running of the simulation, both during the calibration phase taking place

on the PRACE Tier 0 machine, Curie, in Paris, and during the actual production

runs that took place on the Cosma-5 machine in Durham. This also involved post-

processing the simulations with the halo and subhalo finder as well as preparing

analysis software to be used by the collaborators involved in projects exploiting the

large volume of data that came out of the simulations.
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2.1 Gravity and Hydrodynamics solver

Initial conditions

The EAGLE simulations assume a flat ΛCDM universe, using the best-fitting param-

eters to the first data release of the Planck survey (Planck Collaboration et al., 2014);

ΩΛ = 0.693, Ωm = 0.307, Ωb = 0.048, σ8 = 0.8288, ns = 0.9611 andH0 = 67.77 km s−1

Mpc−1. From these ΛCDM parameters, an initial power spectrum using Gaussian

initial conditions has been produced with the public real-space white noise field

PANPHASIA (Jenkins, 2013). Together with the linear transfer functions assuming

the same ΛCDM parameters, particle displacements and velocities have been com-

puted at z = 127 using second-order Langrangian perturbation theory (Jenkins,

2010).

Dark matter and gravity

In simulations, dark matter is modelled as a collisionless fluid, interacting solely

through gravity. Its motion is hence governed by the collisionless Boltzmann equa-

tion (e.g. Binney & Tremaine, 1987). The peculiar gravitational potential Φ(r) is

evaluated in comoving coordinates

∇2Φ(r) = 4πGa2 (ρ(r)− ρ̄) , (2.1)

where ρ̄ is the mean density of the Universe and a is the expansion factor. These

two coupled equations are solved in simulation codes by discretising the fluid into

N particles. As the scales involved and the magnitude of the fields do not require

the use of general relativity, the gravity force acting on a given particle i of mass mi

is simply given by the Newtonian formula:

F(ri) =
N−1∑

j=1,j 6=i

Gmimj

|rj − ri|3
(rj − ri). (2.2)

In practical cases, the number of particles, N , is very large, making an evalu-

ation of this sum a computationally challenging task. Alternative methods must
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hence be employed to approximate this sum. Over the years, multiple techniques

(see review by Dehnen & Read, 2011) have been developed to reduce the compu-

tational cost of this operation. The most commonly used of them being particle-

mesh (PM) codes (Klypin & Shandarin, 1983; White et al., 1983), tree codes (Barnes

& Hut, 1986) and tree-PM codes (Bode et al., 2000; Bagla, 2002). The EAGLE code,

based on the GADGET code (last described in Springel, 2005) uses the tree-PM tech-

nique. Long range forces and periodic forces are obtained by mapping the density

field onto a regular mesh and solving the Poisson equation (eq. 2.1) directly in

Fourier space. The short range interactions are computed using an octree. The

volume is recursively subdivided into a hierarchy of cells or nodes. Cells that are

close enough will allow their particles to interact directly using a direct summation

algorithm whilst the interactions between particles in distant cells are replaced by

interactions between particles and multipole moments of the density field in the

cells. The difficulty is then to define when two cells are close and hence decide

when to apply either of the two approximations. In GADGET, a condition based on

the size of the cell s, distance to the cell d and mass of the cell M is used and reads

GM

d2

(s
d

)2

≥ θ|a|, (2.3)

where a is the acceleration of the particle at the previous time-step and θ ≈ 0.7 is

a tolerance parameter. Studies of convergence, such as the work of Power et al.

(2003), have shown that this criterion provides sufficient accuracy and that results

are well converged when applying it.

Hydrodynamics solver

In cosmological simulations, the gas is usually assumed to be an inviscid fluid

(away from shocks) obeying Euler’s equations. Various techniques have been pro-

posed to evolve these equations forward in time. They can be grouped in two

categories. The first one uses a mesh (regular or not) to solve the equations us-

ing finite volume techniques. The second category uses particles to discretize the
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fluid and smoothing functions to interpolate the quantities between these parti-

cles. This Smoothed Particle Hydrodynamics (SPH) technique (see Price, 2012;

Springel, 2010a, for reviews), pioneered by Lucy (1977) and Gingold & Monaghan

(1977), is fully conservative and can easily be coupled to a tree code (Hernquist

& Katz, 1989). The fluid is discretised into point mass particles, which transport

the properties of the fluid, making the whole scheme particularly interesting when

matter clusters in small regions as is the case in cosmological simulations. Con-

tinuous fluid properties, such as the density or pressure are computed by interpo-

lating the particle properties over a finite neighbourhood, using a kernel function,

W (|ri−rj|, h), depending solely on the separation of particles i and j and a smooth-

ing length, h. In practice, this smoothing length adapts itself to the local density of

particles, giving more resolution in the regions of space where more matter is clus-

tered. The density of the fluid can be constructed at any point using this smoothing

kernel and reads

ρ(ri) = ΣjmjW (|ri − rj|, h). (2.4)

Given an equation of state for the gas (usually P = ρ(γ − 1)u with γ = 5/3 and

u the internal energy of the gas), the pressure P can be derived, which will then

allow computation of the forces that will act on the particles and set their acceler-

ations. In parallel, another thermodynamic quantity is evolved, either the entropy

s or the internal energy u. As this scheme is fully conservative and completely in-

viscid, the key difficulty of the technique is to apply the right amount of viscosity

around shocks. Similarly some thermal conductivity terms are often added to the

equations. Authors advocate many different recipes for these two key components

and a full description of the available terms and their shortcomings is beyond the

scope of this work. A comprehensive description of the variant of SPH used in

the EAGLE code is presented in chapter 3, where a discussion of its effects in the

simulated galaxy population can be found.
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2.2 Subgrid models

The subgrid model in EAGLE is an improved version of that used in the GIMIC and

OWLS simulations (Crain et al., 2009; Schaye et al., 2010).

Equation of state for the ISM

As for all cosmological simulations, the resolution of the runs in the EAGLE suite

is too low to allow for a proper treatment of the processes occurring in the ISM,

especially in the cold phase (T � 104 K), where the Jeans mass is of order 1 M�

and hence far below the mass contained in one resolution element. The ISM and

the star formation that takes place is thus evolved in the simulation using a subgrid

model. To prevent the fragmentation of gas and capture the unresolved turbulence,

we impose an equation of state Peos ∝ ργeos for the gas with ρ > 0.1 cm−3 and

normalised to Teos = 8000 K at the density threshold. By choosing γeos = 4/3,

we ensure that the ratio of the Jeans length of the gas to the SPH kernel radius is

independent of density, suppressing spurious fragmentation of the gas to sizes that

cannot be resolved numerically (Schaye & Dalla Vecchia, 2008).

Star formation

Star formation can take place in high density cold gas, leading to a threshold in

hydrogen number density for star formation n∗ below which star formation is

strongly suppressed by the radiation field (e.g. Bigiel et al., 2008). As the transition

from the warm neutral phase of the ISM to the cold molecular phase is metallicity

(and dust) dependent, we use a metallicity-dependent threshold as proposed by

Schaye (2004):

n∗(Z) = min

[
0.1

(
Z

0.002

)−0.64

, 10

]
cm−3, (2.5)

where Z is the metal mass fraction of the gas (hereafter metallicity). To prevent star

formation in low-overdensity environments at high redshift, we impose another
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numerical threshold and only allow star formation in regions with an overdensity

δ > 57.7.

The star formation rate is then computed following the pressure-law scheme

of Schaye & Dalla Vecchia (2008). Assuming that the star-forming gas is self-

gravitating, the Kennicutt-Schmidt star formation law (Kennicutt, 1998) can be

rewritten in terms of the local gas pressure P :

ṁ∗ = mgA
(
1 M� pc−2

)−n ( γ
G
fgP

)(n−1)/2

, (2.6)

where γ = 5/3 is the polytropic index of the gas, fg is the gas fraction (which we

take to be 1). The remaining coefficients A and n are taken directly from observa-

tions and read A = 1.515× 10−4M� yr−1 kpc−2 and n = 1.4. We adjusted the value

of A of Kennicutt (1998) to convert from the Salpeter initial mass function (IMF)

assumed in the observations to the Chabrier (2003) IMF used in our simulations.

Stellar evolution and enrichment

Once the stars are formed, they are treated as a simple stellar population with a

Chabrier IMF spanning the range 0.1 − 100 M�. The stars then follow the stellar

tracks of Portinari et al. (1998) and will enrich the ISM following the implementa-

tion of Wiersma et al. (2009b). Eleven elements are tracked individually and the

mass losses through AGB stars, type Ia and type II supernovae are computed and

injected in the ISM. These elements later influence the radiative heating and cool-

ing rate of the gas. These rates are computed on an element-by-element basis by

interpolating between tables generated by CLOUDY (Ferland et al., 1998, version

07.02). These tables give the cooling rates as a function of density, temperature and

redshift for a gas in ionisation equilibrium, in the optically thin regime exposed to

the CMB and UV/X-ray background given by Haardt & Madau (2001). The details

of the implementation are given in Wiersma et al. (2009a). In addition to the con-

tribution from the various background radiations, we inject 2 eV of thermal energy

per proton at z = 11.5 to mimic the effects of HI reionisation. This instantaneously

heats the gas to ∼ 104 K. The HeII reionisation is implemented by injecting energy



2. The EAGLE suite of simulations 23

over a broad redshift range using a Gaussian function centred at z = 3.5 and with

a standard deviation of σz = 0.5. The thermal history of the gas in the intergalac-

tic medium hence reproduces the one inferred from observations by Schaye et al.

(2000).

Stellar feedback

When the stellar particles reach an age of 3 × 107 yr the stars contained in their

single stellar population that have M > 6 M� will explode as type II supernovae

and release≈ 1051 erg per supernova. The injection of this energy in the ISM is done

following Dalla Vecchia & Schaye (2012). The gas surrounding the stellar particles

is heated to a temperature ∆T , chosen to be large enough to erase the numerical

losses created by the cooling in the unresolved parts of the ISM. They showed that

heating a single gas particle in an SPH neighbourhood leads to efficient feedback if

the density is below a certain threshold

nH,tc = 10 cm−3

(
T

107.5 K

)3/2(
mg

106M�

)−1/2

, (2.7)

where T is the temperature of the gas after the injection of energy. This estimate

assumes that the cooling is dominated by Bremsstrahlung and is hence valid only

for temperatures above the regime where metal-line cooling dominates. The radia-

tive losses can be reduced by using higher temperatures, but at the cost of creating

a more stochastic injection of energy. The number of particles that are heated per

feedback event is given by

〈Nheat〉 = 1.3

(
∆T

107.5 K

)−1

. (2.8)

Setting ∆T � 107.5 K will lead to a low number of particles being heated per

event. We hence set ∆T = 107.5 K to allow for efficient feedback in as dense envi-

ronment as possible (equation 2.7) whilst heating at least one particle on average

per feedback event (equation 2.8). While the choice of ∆T allows us to suppress

numerical losses, the physical efficiency of feedback can be controlled by inject-

ing more or less energy per feedback event. In practice, we multiply the 1051 erg
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per supernova by a factor fth. This parameter is designed to represent the states

of the ISM in which the supernova energy is injected. As the exact state of the

ISM is unresolved by our simulation, this parameter fth is our main subgrid model

parameter and the calibration process advocated by Schaye et al. (2015) uses this

handle to achieve the goal of matching given observational data sets. In the case of

the EAGLE simulations, we use (in the reference EAGLE model) a function for fth:

fth = fth,min +
fth,max − fth,min

1 +
(

Z
Z�

)nZ (nH,birth

nH,0

)−nn , (2.9)

where nH,birth and Z are the density and metallicity of the gas surrounding the

stellar particle, nH,0 = 0.67 cm−3, nZ = nn = 2/ ln 10 and the minimal and maximal

values are set to fth,min = 0.3 and fth,max = 3 respectively. The construction and

motivation for this parametrisation are given in Crain et al. (2015). This form of

fth implies a larger coupling of the supernova energy to the ISM in low metallicity

environments. Similarly, the efficiency of feedback is enhanced in high density

environments when compared to low density regions. As argued by Crain et al.

(2015), this compensates for the numerical losses in very high density regions and

the dependence of fth on the gas density is weaker at higher resolution.

Supermassive black holes

The growth of black holes (BH) and the associated activity leading to the quench-

ing of star formation in large galaxies is modelled using two prescriptions. Firstly,

the injection of BH seeds, their evolution, mergers and accretion is modelled fol-

lowing the recipe of Rosas-Guevara et al. (2015), itself an evolution of the models of

Springel et al. (2005) and Booth & Schaye (2009). Secondly, the injection of energy

generated by the AGN activity is implemented following Booth & Schaye (2009).

In summary, seed BHs of mass mBH = 1.475 × 105 M� are injected in haloes (iden-

tified by the FoF algorithm, see below) more massive than 1.475 × 1010 M�
1 that

1Note that we use h-free units here for consistency with the rest of the text. The BH seed mass

and minimal halo mass are 105 M�/h and 1010 M�/h respectively.
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do not already contain a BH. They are then allowed to grow and merge with other

BHs if they are separated by less than three gravitational softening lengths and if

their relative speed is lower than the circular velocity at the distance separating

them. This velocity threshold delays the merger event and delays merging during

the initial instants of a galaxy merger. Gas is accreted onto black holes using a rate

computed as the minimum of two values, the Eddington rate:

ṁEdd =
4πGmBHmp

εrσT c
, (2.10)

and a modified Bondi & Hoyle (1944) rate:

ṁaccr =
4πG2m2

BHρ

(c2
s + v2)3/2

×min
[
(cs/vφ)3/Cvisc, 1

]
. (2.11)

In these equations, σT is the Thomson scattering cross-section, mp is the proton

mass, εr = 0.1, the radiative efficiency of the accretion disk, cs the sound speed

of the gas and v its velocity with respect to the BH. The Bondi-Hoyle accretion is

modified to take into account the rotational velocity vφ of the gas around the BH

as proposed by Rosas-Guevara et al. (2015). Cvisc is a parameter that is adjusted

in the calibration process and that can be understood as the effective viscosity of

the subgrid accretion disk. The Ref model of EAGLE uses Cvisc = 2π. Note that the

first term contains no proportionality factor α of the kind used in many alternative

implementations (e.g. Vogelsberger et al., 2013, use a factor α = 100). AGN feed-

back is implemented using a single mode in which energy is injected thermally in a

stochastic way very similar to the implementation of feedback from star formation

(Booth & Schaye, 2009). Each BH has an energy reservoir that increases after each

time step by εfεrṁaccr∆t until the BH has stored enough energy to heat at least one

SPH particle to a temperature ∆TAGN = 108.5 K. The feedback efficiency εf is set to

0.15. Each SPH particle within the neighbourhood of the BH can then probabilisti-

cally be heated and the reservoir’s energy is reduced by the corresponding amount

of injected energy. Larger values of ∆TAGN reduce the radiative losses in the ISM

that follow an AGN event but also make the activity more intermittent.
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Halo identification

Haloes were identified using the Friends-of-Friends (FoF) algorithm (Davis et al.,

1985), and bound structures within them were then identified using the SUBFIND

code (Springel et al., 2001; Dolag et al., 2009). A sphere centred at the minimum

of the gravitational potential of each subhalo is grown until the mass contained

within a given radius, R200, reaches M200 = 200 (4πρcr(z)R3
200/3), where ρcr(z) =

3H(z)2/8πG is the critical density at the redshift of interest.

2.3 Other scientific results from EAGLE

As discussed above, the EAGLE simulation has been calibrated to reproduce the

low-redshift stellar mass function, the relation between galaxy size and mass as

well as the relation between galaxy and supermassive black hole masses. Using

the simulation and some of its variations, a number of studies have explored some

of the properties of the galaxy population and gas distribution that had not been

considered during the calibration process. We summarize here some of the key

findings that have been published thus far.

The author of this thesis has been actively taking part in the analysis and the

scientific discussions that led to these results and is a co-author of the resulting

publications. These results will not be discussed further in this work.

• Furlong et al. (2015) explored the population of galaxies at z > 0.1 and showed

that the simulated stellar mass function evolved in a fashion similar to what

is inferred from observational data. They also showed how the cosmic star

formation rate density evolves with time and discussed possible reasons for

the discrepancy seen between the simulated evolution and the observed one.

• Trayford et al. (2015) used simple stellar population models and dust models

to infer the luminosity and colour of the simulated galaxies. They showed

that the simulated galaxy population is in broad agreement with observa-

tions. This result suggests that EAGLE galaxies at z = 0.1 have ages, metal-
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licities and levels of obscuration that are comparable to those of observed

galaxies.

• Velliscig et al. (2015) used the simulation to study the alignment and shape of

the dark matter, stellar and gas distributions. They found that overall, galax-

ies align well with local distribution of the total (mostly dark) matter. How-

ever, the stellar distributions on galactic scales exhibit a median misalignment

of about 45−50◦ with respect to their host haloes. This result directly impacts

lensing measurements and hence should be taken into account for cosmolog-

ical probes.

• Rahmati et al. (2015) studied the distribution of HI gas around galaxies at red-

shifts z ∼ 2− 4. They showed that the EAGLE simulation reproduces both the

observed global column density distribution function of HI and the observed

radial covering fraction profiles of strong HI absorbers around galaxies and

bright quasars.

• Lagos et al. (2015) investigated the abundance of H2 gas in the simulation

using state-of-the-art post-processing techniques. Their main result is that

the simulations reproduce the observed scaling relations between the mass

of H2 and the stellar mass, star formation rate and stellar surface density, a

result particularly remarkable since it involves no adjustable parameters.

• Bahe et al. (submitted) explored the HI gas distribution in low-redshift simu-

lated galaxies and compared it to observations. They found that the HI mass-

size relation is close to, but slightly steeper than, the observed one. These

results may be compromised by the presence of large HI holes, likely to be a

consequence of the feedback model of the simulation, that are not observed

in nature.

• Using higher resolution zoom-in simulations of local group environments

with the EAGLE code, Sawala et al. (2015) showed that the baryonic pro-

cesses have a large impact on the low-mass end of the relation between halo
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and galaxy masses. They showed that only a small fraction of the low-mass

haloes host galaxies, hence breaking the monotonic relation usually assumed

between halo and stellar mass.

• Sawala et al. (2014b) then investigated, in these zoom-in simulations, which

of the haloes of a given mass host a galaxy and showed that it was not a ran-

dom subset of haloes, but rather only haloes that grew fast enough to host a

galaxy before reionization. As a consequence, they found that satellite haloes

are populated more frequently than field haloes. This makes dwarf galaxies

a highly biased tracer population of the underlying dark matter distribution.

• Oman et al. (2015) used the same zoom-in simulation and the main EAGLE

simulation to investigate rotation curves of galaxies and suggested that the

large variety of curves seen in nature could not easily be reconciled with the

results of simulations, since these do not display the same scatter. They pro-

posed that observational biases could be the source of the observed diversity,

which should be confirmed in the future by producing mock observations of

the simulated galaxies.

These early results suggest that the EAGLE simulation is a very valuable tool

to study galaxy formation and to understand and follow the non-linear processes

taking place. Many further studies are currently being undertaken, using the sim-

ulation, to explore all corners of galaxy formation. These should hopefully make

this simulation an important milestone in our understanding of the physics taking

place. This will be helped by the public release of the galaxy catalogues, allowing

astrophysicists outside of the collaboration to directly analyse the wealth of infor-

mation currently awaiting to be exploited.





Chapter 3
Importance of the

hydrodynamics scheme

3.1 Introduction

Over the last decade, cosmological hydrodynamical simulations have started to

play a major role in the study of galaxy formation. Recent simulations are able to

cover the large dynamical range required to study the large-scale structure dom-

inated by dark matter as well as the centres of halos where baryon physics dom-

inates the evolution. Comparisons of such simulations with observations show

broad agreement and help confirm the predictions of the ΛCDM paradigm (e.g.

Vogelsberger et al., 2014; Schaye et al., 2015).

Galaxy formation arises as mixture of complex processes and the numerical

requirements to simulate all of the relevant scales are enormous. A direct conse-

quence of this is the need to model some of the unresolved processes with subgrid

prescriptions. Other processes, taking place on larger scales, can in principle be

followed accurately by numerical hydrodynamics solvers. The shocking of cold

gas penetrating halos or the turbulence generated by supernova activity within

galaxies are examples of the processes that can be treated by the hydrodynamics

solvers. Conversely, the accretion of gas onto black holes and the formation and

evolution of stars are examples of processes that occur on scales that are too small

to be simulated jointly with the large scale environment.

For the processes that can be simulated using standard numerical solvers, the

main question is how the various parameters that enter hydrodynamics solvers af-

fect the formation of galaxies in the simulations. For example, it has been reported

that different numerical techniques and choices of parameters affect the disrup-

30
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tion of a cold gas blob in a low-density hot medium, a case directly relevant the

accretion of gas and satellite of galaxies (Frenk et al., 1999; Marri & White, 2003;

Okamoto et al., 2003; O’Shea et al., 2005; Agertz et al., 2007; Wadsley et al., 2008;

Mitchell et al., 2009; Kereš et al., 2012; Sijacki et al., 2012). In principle, these nu-

merical parameters can be set by performing controlled numerical experiments for

which the solution is known. In the case of simulations using Smoothed Parti-

cle Hydrodynamics (SPH) (Lucy, 1977; Gingold & Monaghan, 1977) (see Springel,

2010a; Price, 2012, for reviews) as a solver, the free parameters relate to the treat-

ment of shocks, artificial viscosity and conduction. Performing tests such as Se-

dov explosions or Kelvin-Helmoltz instabilities (e.g. Price, 2008; Read et al., 2010;

Springel, 2010b; Hu et al., 2014; Hopkins, 2015; Beck et al., 2015) allows the simula-

tor to decide on the best values for the parameters. However, it is unclear whether

there is a single set of values that is suitable for all problems and whether these

parameter values are also the best choice when performing simulations of very

hot and diffuse conditions, such as the ones found in the hot haloes of galaxies

(e.g. Sembolini et al., 2015). Similarly, the large gap in resolution between these

controlled experiments and cosmological simulations makes the extrapolation of

the solver’s behaviour a difficult task. The correct treatment of entropy jumps in

shocks or of the spurious viscosity that can appear in rotating disks can have direct

consequences for the population of simulated galaxies.

In their comprehensive study of galaxy formation models, Scannapieco et al.

(2012) used multiple hydrodynamics solvers coupled to multiple sets of subgrid

models to study the formation of galaxies in a single halo and the impact of the

choices in the solvers. One of their main findings was that the variations in the

hydrodynamics solvers led to much smaller changes in the final results than the

changes in the subgrid model parameters. This was especially the case for the

prescription of feedback, which can change the final galaxy tremendously (Schaye

et al., 2010; Haas et al., 2013; Vogelsberger et al., 2013). A more controlled exper-

iment was performed by Kereš et al. (2012) who compared two hydrodynamics

solvers but used only a simplified model of galaxy formation and found very little
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difference despite the large gap in accuracy between the hydro solvers tested.

Building on those studies, we attempt to quantify the impact of the uncertain-

ties in the implementation of the hydrodynamics solvers on a simulated galaxy

population. The EAGLE simulation project (Schaye et al., 2015; Crain et al., 2015)

used a state-of-the art implementation of SPH, called ANARCHY (Dalla Vecchia (in

prep.), see also appendix A of Schaye et al. (2015)) and the time-step limiter of

Durier & Dalla Vecchia (2012). EAGLE’s subgrid model parameters were calibrated

to reproduce the observed local Universe population of galaxies. In this study,

we vary the hydrodynamics solver. In particular, we use the flavour of SPH im-

plemented in the GADGET code (Springel, 2005) and compare the resulting galaxy

population to the one in the reference EAGLE simulation and to those in simula-

tions with weaker/stronger stellar feedback and to runs without AGN feedback.

Since EAGLE broadly reproduces the galaxy population, our test is especially rele-

vant and allows us to disentangle the effects of the hydro solver from the effects of

the subgrid model.

This chapter is structured as follows. In section 3.2 the EAGLE model and the

two flavours of SPH that we consider are described. Section 3.3 discusses the

impact of the hydrodynamics solver on the simulated galaxies whilst Section 3.4

presents differences in the gas properties of the haloes. A summary of our findings

can be found in Section 3.5.

Throughout this chapter, we assume a Planck2013 flat ΛCDM cosmology (Planck

Collaboration et al., 2014) (h = 0.6777, Ωb = 0.04825, Ωm = 0.307 and σ8 = 0.8288)

and express all quantities without h factors.

3.2 The EAGLE simulations

The EAGLE set consists of a series of cosmological simulations with state-of-the-

art subgrid models and smoothed particle hydrodynamics. The simulations have

been calibrated to reproduce the observed stellar mass function and galaxy mass-

size relation at z = 0.1. The simulations also broadly reproduce a large variety of
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other observables such as the Tully-Fisher relation and specific star formation rates

(Schaye et al., 2015), the H2 and HI properties of galaxies (Lagos et al. (2015), Bahe

et al. (submitted)), the evolution of the galaxy stellar mass function (Furlong et al.,

2015), the column density distribution of intergalactic metals (Schaye et al., 2015;

Rahmati et al., 2015) and galaxy rotation curves (Schaller et al., 2015a).

The EAGLE simulations discussed in this chapter follow 7523 ≈ 4.3 × 108 dark

matter particles and the same number of gas particles in a 503 Mpc3 cubic volume1

from ΛCDM initial conditions. Note that the simulation volumes considered here

are eight times smaller than the main 1003 Mpc3 EAGLE run. The mass of a dark

matter particle is mDM = 9.7× 106 M� and the initial mass of a gas particle is mg =

1.8× 106 M�. The gravitational softening length is 700 pc (Plummer equivalent) in

physical units below z = 2.8 and set to 2.66 kpc (comoving) at higher redshifts. The

simulations were run with a heavily modified version of the GADGET-3 N -body

tree-PM and SPH code, last described in Springel (2005). The changes include the

introduction of the subgrid models described in the next subsection as well as the

implementation of the ANARCHY flavour of SPH, whose impact on the simulation

outcome is the topic of this chapter. In the next subsections we will describe the

subgrid model used in the EAGLE simulations with a special emphasis on those

aspects of the model that are directly impacted by the hydrodynamic scheme. For

the sake of completeness, we will then describe both the standard GADGET and

ANARCHY flavours of SPH.

3.2.1 Subgrid models and halo identification

The subgrid model is an improved version of that used in the GIMIC and OWLS

simulations (Crain et al., 2009; Schaye et al., 2010). Radiative cooling is imple-

mented using element-by-element rates (Wiersma et al., 2009a) for the 11 most im-

portant metals in the presence of the CMB and UV/X-ray backgrounds given by

Haardt & Madau (2001). To prevent artificial fragmentation, the cold and dense gas

is placed on an equation of state Peos ∝ ρ4/3 that is designed to mimic the mixture

1Note that the units do not have factors of h.
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of phases in the interstellar medium (ISM) (Schaye & Dalla Vecchia, 2008). Star for-

mation is implemented using a pressure-dependent prescription that reproduces

the observed Kennicutt-Schmidt star formation law (Schaye & Dalla Vecchia, 2008)

and uses a threshold that captures the metallicity dependence of the transition from

the warm, atomic to the cold, molecular gas phase (Schaye, 2004). Star particles are

treated as single stellar populations with a Chabrier (2003) IMF evolving along the

tracks provided by Portinari et al. (1998). Metals from supernovae and AGB stars

are injected into the ISM following the model of Wiersma et al. (2009b) and stellar

feedback is implemented by injecting thermal energy into the gas as described in

Dalla Vecchia & Schaye (2012). The amount of energy injected into the ISM per

feedback event is dependent on the local gas metallicity and density in an attempt

to take into account the unresolved structure of the ISM (Schaye et al., 2015; Crain

et al., 2015). Supermassive black hole seeds are injected in halos above 1010h−1M�

and grow through mergers and accretion of low angular momentum gas (Rosas-

Guevara et al., 2015; Schaye et al., 2015). AGN feedback is performed by injecting

thermal energy into the gas directly surrounding the black hole (Booth & Schaye,

2009; Dalla Vecchia & Schaye, 2012).

The subgrid model was calibrated (by adjusting the intensity of stellar feedback

and the accretion rate onto black holes) so as to reproduce the present day stellar

mass function and galaxy sizes (Schaye et al., 2015). As discussed by Crain et al.

(2015), this latter requirement is crucial to obtain a galaxy population that evolves

with redshift in a similar fashion to the observed populations (Furlong et al., 2015).

Haloes were identified using the Friends-of-Friends (FoF) algorithm (Davis et al.,

1985), and bound structures within them were then identified using the SUBFIND

code (Springel et al., 2001; Dolag et al., 2009). A sphere centred at the minimum

of the gravitational potential of each subhalo is grown until the mass contained

within a given radius, R200, reaches M200 = 200 (4πρcr(z)R3
200/3), where ρcr(z) =

3H(z)2/8πG is the critical density at the redshift of interest.
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3.2.2 SPH implementations

All simulations that are compared in this study use the Gadget-3 code. We use

both the default flavour of SPH documented in Springel (2005) and the more re-

cent flavour nicknamed ANARCHY (Dalla Vecchia (in prep.), see also appendix A

of Schaye et al. (2015)) implemented as a modification to the default code. For

completeness, we describe both sets of hydrodynamical equations in this section

without derivations. For a comprehensive description and a motivation, see the

review by Price (2012) and the description of the alternative SPH formalism used

in ANARCHY by Hopkins (2013, 2015). A similar formulation to ANARCHY is pre-

sented in Hu et al. (2014). Note that apart from the differences highlighted in this

section, the codes (and parameters) used for both types of simulations are identical.

Default Gadget-2 SPH

In its default version, GADGET-2 uses the fully conservative SPH equations intro-

duced by Springel & Hernquist (2002). We will label this “GADGET SPH” in the

remainder of this chapter and restrict our discussion of the model to the 3D case.

As in any flavour of SPH, the starting point is a the choice of a smoothing function

to reconstruct field quantities at any point in space from a weighted average over

the surrounding particles. In the case of gas density, at position xi. the equation

reads

ρi =
∑

j

mjW (|xi − xj|, hi) , (3.1)

where W (|r|, h) is the spherically symmetric kernel function. In the case of GAD-

GET, the M4 cubic B-spline function is used and reads

W (r, h) =
8

πh3





1− 6
(
r
h

)2
+ 6

(
r
h

)3
if 0 ≤ r ≤ h

2

2
(
1− r

h

)3
if h

2
< r ≤ h

0 if r > h.

The smoothing length hi of a particle is obtained by requiring that the weighted



3. Importance of the hydrodynamics scheme 36

number of neighbours

Nngb =
4

3
πh3

i

∑

j

W (|xi − xj|, hi) (3.2)

of the particle is close to a pre-defined constant; Nngb = 48 in our case. Note,

however, that contrary to what is often written in the literature, GADGET defines the

smoothing length as the cut-off radius of the kernel and not as the more physical

FWHM of the kernel function (Dehnen & Aly, 2012).

The quantity integrated in time alongside the velocities and positions of the

particles is the entropic function2 Ai = Pi/ρ
γ
i , defined in terms of the pressure Pi

and polytropic index γ. The equations of motion are then given by

dvi

dt
= −

∑

j

mj

[
Pi

Ωiρ2
i

∇iWij(hi) +
Pj

Ωjρ2
j

∇iWij(hj)

]
, (3.3)

where Ωi, accounts for gradient in the smoothing length,

Ωi = 1 +
hi
3ρi

∑

j

mj
∂Wij(hi)

∂h
(3.4)

and Wij(hi) ≡ W (xi − xj, hi). In the absence of radiative cooling or thermal diffu-

sion terms, the entropic function of each particle is a constant in time. Only cool-

ing, feedback events (see the previous section) and shocks will change the entropic

function.

In order to capture shocks, artificial viscosity is implemented by adding a term

to the equations of motion (3.3) to evolve the entropic function accordingly:

dvi

dt
visc.
= −1

4

∑

j

mjΠij∇W ij (fi + fj)

dAi

dt
visc.
=

1

8

γ − 1

ργ−1
i

∑

j

mjΠij (vi − vj) · ∇W ij (fi + fj) ,

with W ij ≡ (Wij(hi) +Wij(hj)) and the viscous tensor (Πij) and shear flow switch

fi defined below. Following Monaghan (1997), the viscous tensor, which plays the

2This quantity is not the thermodynamical entropy s but a monotonic function of it.
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role of an additional pressure in the equations of motion, is defined in terms of the

particle’s sound speed, ci =
√
γPi/ρi, as

Πij = −α(ci + cj − 3wij)wij
ρi + ρj

, (3.5)

wij = min

(
0,

(vj − vi) · (xi − xj)

|xi − xj|

)
(3.6)

with the dimensionless viscosity parameter set to the commonly used value of α =

2 in our simulations. Finally, to prevent the application of viscosity in the case of

pure shear flows, the switch proposed by Balsara (1995) is used:

fi =
|∇ · vi|

|∇ · vi|+ |∇ × vi|+ 10−4ci/hi
, (3.7)

with the last term in the denominator added to avoid numerical instabilities. The

divergence and curl of the velocity field are computed in the standard SPH way

(e.g. Price (2012)).

Anarchy SPH

The first change in ANARCHY with respect to GADGET is the choice of kernel func-

tion. More accurate estimators for both the field quantities and their derivatives

can be obtained by using Wendland (1995) kernels (Dehnen & Aly, 2012). ANAR-

CHY uses the C2 kernel. This kernel function is not affected by pairing instability,

which occurs when high values of Nngb are used with spline kernels. It reads

W (r, h) =
21

2πh3





(
1− r

h

)4 (
1 + 4 r

h

)
if 0 ≤ r ≤ h

0 if r > h.

To keep the effective resolution of the simulation similar between the two flavours

of SPH, we use Nngb = 58 with this kernel. This yields the same kernel FWHM as

obtained for the cubic kernel3 with Nngb = 48.

3Expressing our resolution in terms of the local inter-particle separation (Price, 2012; Dehnen &

Aly, 2012) gives η = FWHM(W (r, h))/∆x = 1.235 for both kernels.
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The equations of motion used in the ANARCHY flavour of SPH are based on

the Pressure-Entropy formulation of Hopkins (2013), a generalisation of the earlier

solutions of Ritchie & Thomas (2001), Read et al. (2010) and Saitoh & Makino (2013).

The two quantities carried by particles that are integrated forward in time are again

the velocity and the entropic function. Alongside the density, which is computed

in the usual way (Eq. 3.1), two additional smoothed quantities are introduced in

this formulation of SPH: the weighted density

ρ̄i =
1

A
1/γ
i

∑

j

mjA
1/γ
j W (|xi − xj|, hi) (3.8)

and its associated weighted pressure: P̄i = Aiρ̄
γ
i . Despite having the same units

as the regular density, its weighted counterpart should only be understood as an

intermediate quantity entering other equations and should not be used as the gas

density. Using these two new quantities, the equation of motion for the particle

velocities becomes

dvi

dt
= −

∑

j

mj

[
A

1/γ
j

A
1/γ
i

P̄i
ρ̄2
i

Ωij∇iWij(hi) +

A
1/γ
i

A
1/γ
j

P̄j
ρ̄2
j

Ωji∇jWij(hj)

]
(3.9)

with the terms accounting for the gradients in the smoothing length reading

Ωij = 1− 1

A
1/γ
i

(
hi
3ρi

∂P̄
1/γ
i

∂hi

)(
1 +

hi
3ρi

)−1

. (3.10)

The use of the smoothed quantities, P̄i and ρ̄i, in the equations of motion smooths

out the spurious pressure jumps appearing at contact discontinuities in older for-

mulations of SPH (Saitoh & Makino, 2013; Hopkins, 2013).

As in all versions of SPH, artificial viscosity has to be added to capture shocks.

In the ANARCHY formulation of SPH, this is done following the method of Cullen

& Dehnen (2010). Their scheme is the latest iteration of a series of improvements

to the standard (Monaghan, 1997) viscosity term that started with the proposal
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of Morris & Monaghan (1997) to assign individual viscosities αi to each particle.

Improving on the work of Rosswog et al. (2000), Price (2004) and Wetzstein et al.

(2009), Cullen & Dehnen (2010) proposed a differential equation for αi that is solved

alongside the equations of motion (Eqn. 3.9):

α̇i = 2lvsig,i (αloc,i − αi) /hi, (3.11)

with l = 0.01 and the signal velocity vsig,i introduced below. The local viscosity

estimator αloc,i is given by

αloc,i = αmax
h2
iSi

v2
sig,i + h2

iSi
, (3.12)

where αmax = 2 and Si = max
(
0,− d

dt
(∇ · vi)

)
is the shock detector. After passing

through a shock, Si = 0 and hence αloc,i = 0, leading to a decrease in αi. We impose

αi > αmin = 0.05 to facilitate particle re-ordering. The signal velocity is constructed

to capture the maximal velocity at which information can be transferred between

particles whilst remaining positive:

vsig,i = max
|xij |≤hi

(
1

2
(ci + cj)−min(0,vij · x̂ij)

)
, (3.13)

with x̂ij = (xi − xj)/|xi − xj| and vij = vj − vi.

The individual viscosity coefficients αi are then combined to enter the equations

of motion in a similar way as in the GADGET formulation. Equations 3.5 and 3.6 are

replaced by:

Πij = −αi + αj
2

(ci + cj − 3wij)wij
ρi + ρj

, (3.14)

wij = min

(
0,

(vj − vi) · (xi − xj)

|xi − xj|

)
. (3.15)

Note that contrary to Hu et al. (2014) we do not implement expensive matrix

calculations (Cullen & Dehnen, 2010) for the calculation of the velocity divergence

time derivative entering the shock detector Si as we found that using the standard

SPH expressions was sufficient for the accuracy we targeted.
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The last improvement included in the ANARCHY flavour of SPH is the use of

some entropy diffusion between particles. SPH is by construction non-diffusive

(Price, 2012) and does, hence, not incorporate the thermal conduction that may be

required to faithfully reproduce the micro-scale mixing of gas phases. We imple-

ment a small level of numerical diffusion following the recipe of Monaghan (1997)

and Price (2008), but use the entropy and not the internal energy as the thermody-

namic variable that is diffused. More specifically, the equation of motion for the

entropy includes a new term that reads

dAi

dt
diff.
=

γ − 1

ρ̄γ−1

∑

j

αdiff,ijvdiff,ij
mj

ρi + ρj
(
P̄i
ρ̄i
− P̄j
ρ̄j

)W ij, (3.16)

with the diffusion velocity given by vdiff,ij = max(ci+cj+(vi − vj)·(xi − xj) / |xi − xj| , 0)

and the diffusion coefficient by αdiff,ij = 1
2
(αdiff,i + αdiff,j). The individual diffusion

coefficients are evolved alongside the other thermodynamic variables following

the differential equation

αdiff,i = β
hi∇2

i

(
P̄i/ρ̄i

)
√
P̄i/ρ̄i

, (3.17)

where we adopted β = 0.01 as this value only leads to a small amount of diffusion

and does not require a specific limiter in the presence of a gravitational field. We

further impose 0 < αdiff,i < 1, but note that the upper limit is rarely reached, even

for large discontinuities.

3.2.3 Thermal energy injection and time-step limiter

A crucial aspect of the stellar feedback implementation used in EAGLE and de-

scribed in Dalla Vecchia & Schaye (2012) is the instantaneous injection of large

amounts of thermal energy ∆u in the ISM. This injection is performed by raising

the temperature of a the gas particle by ∆T = 107.5 K, a value much larger than the

average temperature of the warm ISM. In the GADGET formulation of SPH, this is

implemented by changing the entropy Ai of a particle. In the case of ANARCHY,

the situation is more complex since the densities themselves are weighted by the
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entropies which implies that a change in the entropy will affect both quantities en-

tering the equations of motion of all the particles in a given neighbourhood. Hence,

changing the internal entropy of just one single particle will not lead to the correct

change of energy (across all particles in the simulation volume) of the gas. The

thermal energy injected in the gas will be different (typically lower) from what is

expected by a simple rise in Ai, leading to a seemingly inefficient feedback event.

This problem is alleviated in the EAGLE code by the use of a series of iterations

during which the values of Ai and ρi are changed until they have converged to

value where the total energy injection is close to the imposed value:

Ai,n+1 =
(γ − 1)(uold + ∆u)

ρ̄γ−1
i,n

,

ρ̄i,n+1 =
ρ̄i,nA

1/γ
n −miW (0, hi)A

1/γ
i,n +miW (0, hi)A

1/γ
i,n+1

A
1/γ
i,n+1

.

This approximation is only valid for reasonable values of ∆u and only leads

to the injection of the correct amount of energy if the energy is injected into one

particle in a given neighbourhood, as is the case in most stellar feedback events.

When large amounts of energy are injected into multiple neighbouring particles,

as can happen in some AGN feedback events, this approximation is not sufficient

to properly conserve energy (across all particles in a given kernel neighbourhood).

To avoid this, we limit the number of particles being heated at the same time to

30% of the AGN’s neighbours. If this threshold is exceeded, the time step of the BH

is decreased and the remaining energy is kept for injection at the next time step.

Isolated explosion tests have shown that this limit leads to the correct amount of

energy being distributed.

As was pointed out by Saitoh & Makino (2009), the conservation of energy in

SPH following the injection of large amounts of energy requires the reduction of

the integration time-step of the particles receiving energy as well as those of its

direct neighbours. This was further refined by Durier & Dalla Vecchia (2012) who

demonstrated that energy conservation can only be achieved if the time-step of the
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particles is updated according to their new hydrodynamical state. This latter time-

step limiter is applied in both the GADGET-SPH and ANARCHY-SPH simulations

used in sections 3.3 and 3.4 of this chapter. We discuss its influence on galaxy

properties in subsections 3.3.1 and 3.3.2.

3.3 Galaxy population and evolution through cosmic

time

As discussed by Schaye et al. (2015) and Crain et al. (2015), the subgrid models

of stellar and AGN feedback are only an incomplete representation of the physi-

cal processes taking place in the unresolved multiphase ISM. In particular, because

radiative losses and momentum cancellation associated with feedback from star

formation and AGN in the multiphase interstellar medium cannot be predicted

from first principles, the simulations cannot make ab initio predictions for the stel-

lar and black hole masses. In a fashion similar to the semi-analytic models, the

subgrid models for feedback in the EAGLE simulations have therefore been cal-

ibrated to reproduce the z = 0.1 galaxy stellar mass function and, the relations

between galaxy size and mass and between the mass of the central supermassive

black hole and the galaxy. The details of this calibration procedure are described in

Crain et al. (2015). In this section, we will present the basic properties of our sim-

ulated galaxy population when the hydrodynamic scheme is changed back to the

commonly used GADGET-SPH formalism. We will specifically focus on the galaxy

stellar mass function and on the galaxy sizes before turning towards the star for-

mation rates.

We stress that the model parameters have not been recalibrated when switching

our hydrodynamics scheme back to GADGET-SPH.
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3.3.1 The galaxy stellar mass function

In Fig. 3.1, we show the stellar mass function at z = 0.1 of our simulated galaxies

computed in spherical apertures of 30 kpc around the centre of potential of the

haloes. As discussed by Schaye et al. (2015), this choice of aperture gives a simple

way to distinguish the galaxy and the ICL. The blue and red lines correspond to

our simulations with the ANARCHY and GADGET flavours of SPH, respectively.

We use dashed lines when fewer than 10 objects populate a (0.2 dex) stellar mass

bin and dotted lines when the galaxy mass drops below our resolution limit (see

Schaye et al. (2015) for resolution considerations). The two hydrodynamic schemes

lead to a very similar GSMF with significant differences only appearing at M∗ >

2 × 1011 M�, where the small number of objects in the volume forbids a strong

interpretation of the deviation. The white circles and grey squares correspond to

the observationally inferred GSMFs from the GAMA (Baldry et al., 2012) and SDSS

(Li & White, 2009) surveys, respectively. The two simulated galaxy populations

undershoot the break of the stellar mass function in a similar fashion and are in a

similarly good agreement (. 0.2 dex) with the data. The choice of hydrodynamics

solver seems to have little impact on the mass and abundance of galaxies in our

cosmological simulations. We re-iterate that there has been no recalibration of the

subgrid parameters between the GADGET and ANARCHY simulations.

In order to compare the contribution of hydrodynamics uncertainties to the un-

certainties arising from the subgrid models, we show using green and yellow lines

two additional models using the ANARCHY flavour of SPH but with feedback from

star formation injecting half and twice as much energy, respectively. These simula-

tions are the models WeakFB and StrongFB introduced by Crain et al. (2015) and re-

duced or increased the number of feedback events taking place, whilst keeping the

amount of energy injected per event constant. They have been run in smaller vol-

umes (253 Mpc3), leading to poorer statistics at the high-mass end. These changes

in the amount of energy injected in the ISM lead to much larger differences in the

GSMF than changing the flavour of SPH used for the simulation. The large impact

of variations of the subgrid model for stellar feedback on the simulated population
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Figure 3.1: The z = 0.1 GSMF of the L050N0752 simulations using ANARCHY SPH (blue

line, the EAGLE default) and GADGET SPH (red line). Curves are drawn with dotted lines

where galaxies are comprised of fewer than 100 star particles, and dashed lines where

the GSMF is sampled by fewer than 10 galaxies per 0.2 dex mass bin. Data points show

measurements with 1σ error bars from the SDSS (Li & White, 2009, filled squares), and

GAMA (Baldry et al., 2012, open circles) surveys. The yellow and green lines show the

GSMF of the L025N0376 simulations with twice weaker and twice stronger feedback from

star formation respectively, in a smaller 253 Mpc3 volume. The differences due to the choice

of hydrodynamical scheme are smaller than the differences due to uncertainties in the sub-

grid modelling.
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and on single galaxies can also be appreciated from the large range of outcomes of

the different models in the OWLS suite (Schaye et al., 2010; Haas et al., 2013) and

AQUILA projects (Scannapieco et al., 2012). Our work, however, uses a higher res-

olution than was accessible in the OWLS suite for z = 0 and contrary to AQUILA

uses a cosmological volume and can hence study the effect of the hydrodynamics

scheme from dwarf galaxies to group-sized haloes. The study of Kereš et al. (2012),

which compared the AREPO (Springel, 2010b) and GADGET-SPH hydro solvers but

using simple subgrid models, came to the same conclusion: the choice of hydrody-

namics scheme has little impact on the stellar mass function of simulated galaxies.

The source terms arising from the physical modelling of the unresolved processes

in the ISM clearly dominate the uncertainty budget.

We now turn to the impact of the time-step limiter on the simulated galaxy

population. As was demonstrated by Durier & Dalla Vecchia (2012), the absence of

a time-step limiter leads to the non-conservation of energy during feedback events.

The energy of the system after the injection is larger than expected. This implies

that a simulation without time-step limiter will have a spuriously high feedback

efficiency. In order to test this, we ran a simulation in a 253 Mpc3 volume using the

Ref subgrid model and the ANARCHY-SPH scheme but with the (Durier & Dalla

Vecchia, 2012) time-step limiter switched off. Since this simulation volume is too

small to be representative, it is more informative to study the relation between halo

mass and stellar mass.

In Fig. 3.2, we show the relation between halo mass (M200) and galaxy forma-

tion efficiency (M∗/M200) for central galaxies at z = 0.1. As for all other figures,

the blue and red lines correspond to the ANARCHY-SPH and GADGET-SPH simula-

tions respectively both using the time-step limiter. We show the simulation using

twice stronger and twice weaker feedback with a green and yellow line respec-

tively. These are the same simulations that were shown in Fig. 3.1. The stronger

feedback from star formation leads to a lower stellar mass formed in a given halo

than in the Ref model, as was discussed by Crain et al. (2015). As expected from

the GSMF, galaxy formation efficiency is strongly moderated by the feedback pa-
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Figure 3.2: The median ratio of the stellar and halo mass of central galaxies, as a function

of halo mass M200 and normalised by the cosmic baryon fraction at z = 0.1 for both the

L050N0752 ANARCHY SPH (blue line) and GADGET SPH (red line) simulations. Curves are

drawn with dashed lines where the GSMF is sampled by fewer than 10 galaxies per bin.

The 1σ scatter about the median of the ANARCHY run is denoted by the blue shaded re-

gion. The solid and dashed grey lines show the multi-epoch abundance matching results

of Behroozi et al. (2013) and Moster et al. (2013) respectively. The yellow and green lines

show the GSMF of the L025N0376 simulations with twice weaker and twice stronger feed-

back from star formation respectively. The cyan line corresponds to the simulation using

the ANARCHY formulation of SPH and reference subgrid model, but without the time-step

limiter. The absence of the time-step limiter artificially increases the efficiency of the feed-

back and has a greater impact than the choice of hydro solver.
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rameters. Finally, we show in cyan the simulation using the Ref subgrid model but

without the time-step limiter. This simulation displays a lower stellar mass in a

given halo than its counterpart using the limiter. This indicates that the feedback

was indeed more efficient at quenching star formation in that simulation. This is

a purely numerical effect that has to be corrected by the use of small time-steps in

regions where feedback takes place. Note that the impact of the time-step limiter

is much larger than the differences due to the hydrodynamics solver, but smaller

than the effect of doubling/halving the feedback strength.

3.3.2 The sizes of galaxies

Crain et al. (2015) showed that matching the observed GSMF does not in general

lead to a realistic population of galaxies. Alongside the galaxy masses the galaxy

sizes were therefore considered in the EAGLE project during the calibration pro-

cess of the parameters of the subgrid model for stellar feedback. Crain et al. (2015)

demonstrated that feedback from star formation is less efficient at quenching the

galaxies if the feedback occurs in dense regions of the ISM. This would lead to

galaxies that are too compact and with a specific star formation rate at low redshift

lower than observations. As a consequence, they also showed that selecting model

parameters that lead to galaxies with sizes in agreement with observational data

was necessary to obtain a realistic population of galaxies across cosmic time. As-

sessing the dependence of the galaxy sizes on the hydrodynamics scheme is, hence,

crucial.

In Fig. 3.3, we show the sizes of the galaxies in both the ANARCHY-SPH and

GADGET-SPH simulations. The observational data sets from Shen et al. (2003)

(SDSS, black line) and Baldry et al. (2012) (GAMA, white circles) are shown for

comparison. The sizes of the simulated galaxies are computed following McCarthy

et al. (2012). We fit a Sérsic profile to the projected, azimuthally-averaged surface

density profiles. We then extract the half-mass radius of the galaxy, R50, from this

profile when integrated to infinity. To match the observational selection of Shen

et al. (2003), we select only galaxies that have a Sérsic index ns < 2.5. We use
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Figure 3.3: The sizes, at z = 0.1, of disc galaxies in the L050N0752 ANARCHY SPH (blue

line) and GADGET SPH (red line) simulations and ANARCHY SPH model without time-step

limiter (cyan line). Size, R50, is defined as the half-mass radius of a Sérsic profile fit to

the projected, azimuthally-averaged stellar surface density profile of a galaxy, and those

with Sérsic index ns < 2.5 are considered disc galaxies. Curves show the binned median

sizes, and are drawn with dotted lines below a mass scale of 600 star particles, and using

a dashed line style where sampled by fewer than 10 galaxies per 0.2 dex mass bin. The

1σ scatter about the median of the ANARCHY run is denoted by the blue shaded region.

The solid grey lines show the median and 1σ scatter of sizes for ns < 2.5 galaxies inferred

from SDSS data by Shen et al. (2003), whilst white circles with error bars show sizes of blue

galaxies inferred by Baldry et al. (2012) from GAMA data. All simulations reproduce the

z = 0.1 galaxy sizes.
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dashed lines where the (0.2 dex) mass bins containing fewer than 10 objects and

dotted lines for galaxies that are represented by less than 600 star particles. The

1σ scatter around the mean in the ANARCHY-SPH simulation is shown as the blue

shaded region for the mass bins that are both well resolved and well sampled. The

GADGET-SPH simulation presents a similar scatter.

Both simulations reproduce the observed galaxy size-mass relation. The simu-

lated galaxies lie within 0.1− 0.2 dex of either of the two data sets. As was the case

for the GSMF, the galaxy sizes are unaffected by the specific details of the hydro-

dynamics scheme. This implies that the two hydro schemes have similar energy

losses in dense gas regions where feedback takes place. Differences much larger

than this can be seen when the subgrid model parameters are varied, even if one

requires the GSMF to match observations (Crain et al., 2015).

When considering the galaxy masses, we found that not using the Durier &

Dalla Vecchia (2012) time-step limiter led to an increase of the feedback efficiency

although the magnitude of the effect was small compared to that of doubling the

feedback energy. As galaxy sizes was our second diagnostic, we also consider the

effect of switching off this limiter on the sizes of our simulated galaxies. This model

is shown as a cyan line in Fig. 3.3. The oscillations seen in the curve are due to the

smaller volume used for this simulation. The sizes of the galaxies are close to or

slightly larger than the ones in the default simulation. This is in agreement with

Crain et al. (2015), who found stronger feedback leads to galaxies with larger radii

(see also Sales et al. (2010)). The absence of limiter increases the efficiency of feed-

back but only by a small amount, leading to galaxy sizes being nearly unchanged.

Crain et al. (2015) also showed that using more efficient stellar feedback lead

(among other things) to higher SSFRs, lower passive fractions and lower metallici-

ties. We have verified that turning off the time-step limiter has the same qualitative

effects. We will not consider the effect of turning off the limiter further in the rest

of this chapter.
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3.3.3 The star formation rate of galaxies

We now turn to the star formation rates of galaxies. This quantity was not used in

the parameter calibration process of the ANARCHY-SPH run (i.e. the default EA-

GLE) and is an important independent diagnostic of the success of the simulation.

Furthermore, since the ISM dictates the star formation rate of galaxies, changes in

the way the equations of hydrodynamics are solved may lead to changes in the

SFRs.

In Fig. 3.4, we show the star formation rate per unit volume. The blue and red

lines again correspond to the ANARCHY and GADGET flavours of SPH, respectively.

Observational data from Rodighiero et al. (2010), Karim et al. (2011), Cucciati et al.

(2012) and Bouwens et al. (2012) are also shown. Where applicable, the data has

been corrected for our adopted cosmology and IMF as described in Furlong et al.

(2015). In agreement with the data, Both simulations display a rise in the star for-

mation rate density at high redshifts and a fall at z . 2. As was discussed by

Furlong et al. (2015), the constant offset in star formation rate of ≈ 0.2 dex between

the simulations and observations leads to 20% less stars being formed over the cos-

mic history, in good agreement with the z = 0.1 GSMF (Fig. 3.1), whose “knee” the

simulations undershoots.

The simulation using the GADGET version of SPH predicts a higher cosmic star

formation rate density than its ANARCHY counterpart between redshifts 2 and 6 but

this does not lead to a large difference in stellar mass formed by z = 2. However,

the higher star formation rate seen at z < 1 is significant and the smaller decrease

between z = 1 and z = 0 implies a star formation rate that is 65% higher by z = 0 in

the simulation using the GADGET formulation of SPH. This higher star formation

rate can be tentatively related to the large number of high-mass galaxies seen in the

GSMF of this simulation and could, hence, indicate a lower quenching efficiency of

the AGN activity in the largest haloes. An extreme version of a model with a low

quenching efficiency in large haloes is given by a model without AGN feedback.

Such a model, using the ANARCHY flavour of SPH, is shown, using the yellow line

in Fig. 3.4. The excess star formation at z < 2 is, much larger than in the GADGET-
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Figure 3.4: The evolution of the cosmic star formation rate density in both the L050N0752

ANARCHY SPH (blue line) and GADGET-2 SPH (red line) simulations. The data points cor-

respond to observations from (Karim et al., 2011, radio), (Rodighiero et al., 2010, 24 µm),

(Cucciati et al., 2012, FUV) and (Bouwens et al., 2012, UV). The decline in the star for-

mation rate density from z = 2 to z = 0 is less pronounced in the GADGET run, leading

to a 65% higher star formation rate density at z = 0. For comparison, a model without

AGN feedback (yellow line) is shown. The star formation rate density in that model has a

low-redshift slope similar to that of the GADGET simulation.
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SPH based run with AGN, but the slope is similar and not steep enough compared

to the observational data.

Whether the excess star formation rate at low redshift may be due to large

haloes can be confirmed by looking at the specific star formation rate (SSFR) of

the simulated galaxies. This quantity is shown in Fig. 3.5 as a function of mass.

We limit our selection to star-forming galaxies by excluding objects with Ṁ∗/M∗ <

0.01 Gyr−1. As was the case for the stellar mass of the galaxies, we measure the SFR

within a 30 kpc spherical aperture. The red and blue lines show the mean SSFR

in the simulations using the GADGET and ANARCHY flavours of SPH respectively.

As for other figures, the lines are dashed when a given mass bin is sampled by

fewer than 10 objects. The blue shaded region indicates the 1–σ scatter in the AN-

ARCHY-based simulation. The GADGET-based simulation displays a scatter of the

same magnitude. For comparison, we show the SSFR inferred from observations

in the SDSS field by Gilbank et al. (2010) (white squares) and in the GAMA survey

by Bauer et al. (2013) (grey circles). Simulated galaxies with masses M∗ ∼ 1011M�

are in agreement with the data, whilst lower-mass objects exhibit a specific star

formation rate lower than observed with the discrepancy reaching ∼ 0.3 dex at

M∗ ∼ 109M�. Schaye et al. (2015) showed that most of this discrepancy goes away

if the resolution of the simulation is increased. Both the GADGET and ANARCHY

simulations show the same discrepancy with the data at low masses.

At the upper end of the mass spectrum the two simulations do, however, differ.

The star formation rate of galaxies with M∗ & 2× 1010M� is significantly larger for

the GADGET formulation of SPH. At M∗ ∼ 1011M�, the discrepancy is 0.3 dex.

Complementary to the SSFR of the star forming galaxies, the passive fraction

provides a good diagnostic of the efficiency with which SF is quenched in large

galaxies. This quantity is shown in Fig. 3.6 for both our simulations. Galaxies are

considered passive if their SSFR is smaller than 0.01 Gyr−1, which is an order of

magnitude below the observed median SSFR for star forming galaxies at that red-

shift. For comparison, the data points show the fractions inferred from SDSS data

by Gilbank et al. (2010) and Moustakas et al. (2013). We only show points for the
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Figure 3.5: The median specific star formation rate Ṁ∗/M∗, of star-forming galaxies

(Ṁ∗/M∗ > 0.01 Gyr−1) as a function of stellar mass at z = 0.1 in the L050N0752 ANAR-

CHY SPH (blue line) and GADGET-2 SPH (red line) simulations. Dashed line styles are used

where the simulation is sampled by fewer than 10 galaxies per 0.2 dex mass bin. The 1σ

scatter about the median of the ANARCHY run is denoted by the blue shaded region. Ob-

servational data points with error bars correspond to the median and 1σ scatter of the SSFR

from SDSS by (Gilbank et al., 2010, grey circles) and GAMA by (Bauer et al., 2013, white

squares). Galaxies with M∗ > 2 × 1010M� have a significantly higher specific star forma-

tion rate in the GADGET SPH simulation than in the ANARCHY SPH one, but the decrease

is smaller than when AGN activity is turned off (yellow line).
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simulated population at masses for which there are at least 100 particles at the me-

dian SSFR (see Schaye et al. (2015)). The two simulations present a very different

behaviour for galaxies with M∗ & 2 × 1010M�. Whilst the ANARCHY-SPH simula-

tion follows the trend seen in the observational data (albeit with a transition mass

slightly too large), the GADGET-SPH simulation shows a constant passive fraction

of∼ 15% at masses up toM∗ = 2×1011M�. At larger masses, the fraction is 0, imply-

ing that all galaxies are star-forming, in disagreement with the data that indicates

that almost all galaxies (> 80%) of that mass range are passive. Note, however, that

there are only 20 galaxies with M∗ > 1011M� in the simulation volume and that the

fractions displayed in Fig. 3.6 are, hence, affected by small number statistics. Since

the ANARCHY and GADGET simulations use the same initial conditions, the com-

parison between the two schemes is, however, still meaningful. The comparison

with a simulation using ANARCHY but excluding AGN feedback (yellow line) has

qualitatively a similar effect as switching off AGN feedback.

The shortage of passive galaxies in the GADGET simulation at the high-mass

end of the galaxy population and the higher SSFR for high-mass objects both indi-

cate that the star formation quenching processes are inefficient in the largest haloes.

This higher star formation rate at low redshift in high-mass haloes leads to an in-

crease of the stellar mass of massive galaxies as was hinted by the difference in the

GSMF between the two simulations at z = 0.1 (Fig. 3.1). AGN feedback, which

is the main source of quenching in our model for galaxies with M∗ & 2 × 1010M�,

seems to be insufficiently effective at quenching star formation in large haloes.

It is worth mentioning that we cannot eliminate the possibility that a re-calibration

of the subgrid parameters could bring the GADGET simulation into agreement with

the data. By changing the frequency of the AGN events or the temperature at

which the gas is heated during such an event, it might be possible to quench star

formation in large galaxies even when the GADGET formulation of SPH is used.

It is, however, unclear if this could be achieved and whether subgrid parameters

should be used to compensate for the shortcomings of a particular hydro scheme.

Similarly, simulations run at different resolutions might lead to different conclu-
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Figure 3.6: The fraction of passive galaxies (Ṁ∗/M∗ < 0.01 Gyr−1) at z = 0.1 in both the

L050N0752 ANARCHY SPH (blue line) and GADGET SPH (red line) simulations. We only

show mass bins that correspond to 100 or more star-forming particles for the median SSFR.

The grey circles and white squares correspond to the passive fraction inferred from the

SDSS data by Gilbank et al. (2010) and by Moustakas et al. (2013). The passive fraction

is far too low for galaxies with M∗ & 2 × 1010M� in the GADGET simulation, in a similar

fashion to the simulation without AGN feedback (yellow line).
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sions (if the subgrid parameters are kept fixed). Note that simulations run at a

lower resolution (such as the low-redshift versions of OWLS Schaye et al. (2010)

and cosmo-OWLS (Le Brun et al., 2014)) have fewer resolution elements in the

haloes and may hence not suffer as much from the lack of phase mixing. A full

exploration of the subgrid model parameter space or a comprehensive resolution

study are, however, beyond the scope of the present chapter.

The effectiveness of the AGN feedback can be related to the state of the gas

surrounding the galaxies and in the whole halo. The difference can be understood

as follows. The accretion of cold gas onto the galaxies from filaments is the key

source of fresh material from which stars can be formed in those haloes. The AGN

will sustain a hot halo in which these filaments will dissolve. It is likely that the

spurious surface tension that plagues the density-entropy formulation of SPH used

in GADGET does not leave the gas in the hot halo in a state where the AGN activity

can be effective at stopping star formation. An example of these issues would be

that the inability for dense gas blobs to dissolve in a hot halo medium (see for

instance the “blob test” problem by Agertz et al. (2007)) could allow cold pristine

gas in filaments to survive the hot bubbles created by the AGN activity and feed

the galaxy with gas ready to form stars. The better phase-mixing ability of the

ANARCHY formulation of SPH is more effective at disrupting infalling filaments

and preventing them from reaching the galaxies, making the AGN-driven bubbles

effective at stopping star formation. In this scenario, the issue is not generated by

an AGN being unable to sustain a hot halo (we will show that hot haloes are present

in both cases), it is rather that the pristine gas forms clumps that are unstable and

cool rather than being mixed in. The next section explores more the differences in

gas properties of the two simulations.

3.4 Large- and small-scale gas distribution

In the previous section, we showed that the masses and sizes of galaxies are only

marginally affected by the improvements to the hydrodynamics scheme made in
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the ANARCHY flavour of SPH. We also showed, however, that the star formation

rate in massive galaxies is significantly affected by these same improvements and

argued that some of the differences might be directly related to the way in which

the different SPH schemes treat the gas in large haloes. In this section, we explore

this possibility by studying the state of the gas both outside and inside haloes. We

will especially focus on the largest systems, where the dynamical time is similar to

the cooling time, and hence the hydrodynamic forces become important.

3.4.1 Gas in large-scale structures

A simple diagnostic of the state of the gas in a simulation is the distribution of the

SPH particles or grid cells in the density-temperature plane. The different compo-

nents (ISM, IGM, etc.) can then be identified and their relative abundance in terms

of mass or volume estimated. Since the ANARCHY and GADGET formulations be-

have differently when different phases are in contact or in the presence of a shock,

it is worth analysing the differences created by those schemes. In order to mini-

mize the impact of the subgrid models on the distribution of the gas, we start by

looking at the gas in the inter-halo medium, i.e. the gas outside of haloes. Most of

the gas that is located outside of haloes has never been in contact with star forming

regions or with the winds driven by AGN and star formation. We are hence focus-

ing on the pristine gas before it falls onto haloes. This should allow us to consider

differences driven mostly by the two flavours of the hydrodynamics scheme.

The haloes have been identified using the FoF algorithm and are hence typically

larger than the commonly given virial radii. This ensures that we are not consid-

ering particles that are gravitationally bound to any resolved haloes. In both our

simulations, we only identify haloes that have more than 32 particles, effectively

imposing a minimum halo mass of MFoF = 3.1× 108M�. This analysis is resolution

dependent via the definition of the minimum halo mass resolved by the simulation.

If the resolution were increased, one would find smaller haloes, meaning that some

of the particles that we identify as being outside of any halo will become part of

small haloes. However, small haloes are unlikely to host large amounts of star for-
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Figure 3.7: The mass-weighted distribution of gas outside of collapsed structures in the

density-temperature plane. The left panel shows the z = 0 distribution for the GAD-

GET SPH simulation whereas the right panel shows the equivalent distribution for the

ANARCHY SPH simulation. The GADGET SPH run displays high-density gas on the im-

posed equation of state whilst there is no gas in the ANARCHY SPH run above a density of

nH > 10−1cm−3. Dense star forming gas is mixing with the lower density higher tempera-

ture medium in the ANARCHY SPH run, whilst the artificial surface tension introduced by

the GADGET SPH formulation forbids this gas from dissolving and leads to star formation

outside of the haloes.

mation and drive enrichment and feedback. As both simulations have been run at

the same resolution with the same initial conditions, the same objects will collapse

and form haloes, ensuring that our one-to-one comparison is not compromised by

the potential presence of smaller unresolved structures.

In Fig. 3.7, we show the distribution of the gas outside of all FoF groups in

the density-temperature plane at z = 0 for the GADGET-SPH left panel) and AN-

ARCHY-SPH (right panel). The low-density material (nH < 10−4 cm−3) is in a

very similar state in both simulations with an extended distribution of diffuse

material spanning more than 4 orders in magnitude in temperature. The high-

est temperature material has been heated by feedback activity and blown out of
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the haloes in both simulations. Differences start to appear at intermediate densi-

ties (10−4 cm−3 < nH < 10−1 cm−3). A lot more mass resides in that regime in the

simulation using the GADGET formulation of SPH. Because of the artificial surface

tension appearing in GADGET-SPH between different phases in contact disconti-

nuities, this dense gas is unable to properly mix with the lower density, higher

temperature material surrounding it. In the ANARCHY simulation, the use of both

the Pressure-Entropy formulation of the SPH equations and of a (small numerical)

diffusion term has allowed this dense gas to dissolve into its surroundings. The

difference is even more striking at higher densities (nH > 10−1 cm−3), where no

gas is present in the ANARCHY simulation, whilst a significant amount is present

in the GADGET one. This difference is especially important since, depending on its

metallicity, some of this dense gas may be star-forming. Star formation is hence

taking place outside of collapsed structures in the simulation using GADGET. In-

terestingly, this high-density gas also has a high metallicity (Z & 0.1Z�). This gas

has thus been ejected from haloes after having been enriched by star formation. In

ANARCHY-SPH, similar material would likely be dissolved into the lower-density

medium either, outside haloes or in winds inside haloes.

3.4.2 Extragalactic gas in haloes

Within haloes differences in the density-temperature diagram are best quantified

by looking at the distribution of star forming gas. We define the IntraGroup Medium

(IGrM) as the gas within R200 but outside of 30 kpc masks placed at the centre of

each subhalo. This excludes the gas present in the ISM or close to galaxies and

should leave us with a reasonable definition of the IGrM.

In Fig. 3.8, we show the star formation rate of the IGrM as a function of the

halo mass M200 at z = 0.1 for objects extracted from the ANARCHY simulation (blue

squares) and GADGET-SPH simulation (red circles). At masses M200 � 1012M� the

simulation using the GADGET formulation of SPH contains haloes with a higher

star formation rate in the IGrM than the ANARCHY simulation. The higher fraction

of dense gas (nH > 10−1 cm−3) in the GADGET simulation leads to a higher IGrM
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Figure 3.8: The star formation rate of the inter-group medium (IGrM) as a function of halo

mass at z = 0.1 for the L050N0752 ANARCHY SPH (blue squares) and GADGET SPH (red

circles) simulations. The IGrM is forming significantly more stars in group- and cluster-

mass haloes (M200 > 5× 1012M�) in the run using the GADGET SPH scheme.
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star formation rate. The specific star formation of the IGrM corresponds to ≈ 5 ×
10−3 Gyr−1 in the GADGET simulation and is more than an order of magnitude

lower (≈ 4 × 10−4 Gyr−1) for ANARCHY. Although, these values are low when

compared to the typical values for galaxies (see Fig. 3.5), the presence of significant

star formation in the IGrM indicates that the AGN activity or gravitational heating

is not effective enough at quenching star formation in the largest haloes.

As the haloes in the GADGET-based simulation exhibit more star formation in

their IGrM and, it is interesting to investigate how the dense gas is distributed

spatially. To this end, we selected the most massive halo (M200 ≈ 2 × 1014M�)

in both simulations and constructed column density maps of the gas. As we are

mainly interested in the dense gas and to increase the clarity of the maps, we only

select the gas with nH > 10−2 cm−3. As discussed above, the behaviour of warm

diffuse medium is similar in both formulations of the SPH equations and can hence

be safely discarded here.

These dense gas column density maps are shown in Fig. 3.9 for the GADGET

(left panel) and ANARCHY (right panel) simulations. The large dashed circles in-

dicate the position of the spherical overdensity radius, R200 ≈ 1.1 Mpc, whilst the

small solid circles indicate the innermost 100 kpc, where the effects of the central

galaxies on the gas will be maximized. We will not consider this central region in

the remainder of this subsection since, as was discussed in section 3.3, in this region

the differences are likely to be smaller than the ones induced by small variations in

the subgrid parameters.

The difference between the two maps is striking. The halo from the GADGET

simulation contains a large number of dense clumps of gas at all radii, as was found

in the simulations of Kaufmann et al. (2009). These clumps can be seen even inside

the inner 100 kpc where feedback from both the AGN and star formation might be

expected to disrupt them. These nuggets of dense gas also accompany the in-falling

satellites. The map extracted from the ANARCHY simulation is much smoother and

dense gas is found mostly in the wakes of in-falling satellite galaxies following their

stripping. ANARCHY’s ability to mix phases in contact discontinuity allows dense



3. Importance of the hydrodynamics scheme 62

Figure 3.9: Maps of the column density of dense gas (nH > 0.01 cm−3) in the largest haloes

(M200 ≈ 2×1014M�) of the L050N0752 GADGET SPH (left panel) and ANARCHY SPH (right

panel) simulations. The large dashed circle shows the location of the overdensity radius

R200, whilst the small solid circle in the centre encloses the inner 100 kpc. The halo in the

GADGET SPH run contains a significant number of dense clumps of gas, as was found by

Kaufmann et al. (2009) in their simulations, while its counterpart in the ANARCHY SPH run

displays a much smoother gas distribution. The spurious surface tension appearing in the

GADGET formulation of SPH makes it difficult for the dense gas stripped from the in-falling

satellites to be disrupted and mixed into the IGrM.
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clumps to get dissolved into the hot halo, whereas the spurious surface tension

that appears between phases in GADGET SPH allows them so survive and perhaps

even grow. Since some clumps reach densities that exceed the threshold for star

formation, some of them will increase the SF rate of the IGrM. The flavour of SPH

has, here, a direct consequence on the observables extracted from the simulation.

An other observable that may be affected by the choice of hydrodynamics scheme

is the gas fraction. In Fig. 3.10, we show the result of mock X-ray observations of

our haloes. Following the method described in Le Brun et al. (2014), we realise

mock X-ray observations of our haloes and, assuming hydrostatic equilibrium, in-

fer the halo mass and gas fraction following the same analysis applied to observa-

tional data. For comparison, we show data from Vikhlinin et al. (2006), Maughan

et al. (2008), Sun et al. (2009), Pratt et al. (2009) and Lin et al. (2012). We only se-

lected clusters at z < 0.25. As was discussed by Schaye et al. (2015), the simulation

using the ANARCHY flavour of SPH (blue squares), the Ref model of EAGLE, over-

shoots the data. This indicates either that the amount of X-ray gas in these haloes

is too high or that the gas is in the wrong thermodynamic state. This motivated

Schaye et al. (2015) to introduce an alternative model (labelled AGNdT9) for which

the mock-observation inferred gas fractions are in better agreement with the data.

This model uses more sparse, but also more energetic AGN heating event and is

shown in Fig. 3.10 using yellow triangles4.

Interestingly, the EAGLE Ref model using the GADGET version of SPH (red tri-

angles) yields results that are very similar to the improved AGNdT9 model com-

bined with ANARCHY-SPH. The gas fractions are in reasonable agreement with the

observational data. The analysis of the dense gas maps and the following discus-

sion indicates that this better agreement is mostly accidental and not a success of

the model. The X-ray inferred gas fractions are driven down by a change in the

gas mass in the haloes but also by the presence of cold and dense gas in the IGrM

4We note that the column density of dense gas map (Fig. 3.9) of the largest halo in this model is

very similar to the one using the Ref model and ANARCHY code (right panel). There is no large pool

of dense gas clumps floating in the halo.
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Figure 3.10: The z = 0 gas fractions within R500,hse as a function of M500,hse inferred from

virtual X-ray observations of the L050N0752 ANARCHY SPH (blue squares) and GADGET

SPH (red circles) simulations. Data points correspond to measurements from Vikhlinin

et al. (2006) (triangles), Maughan et al. (2008) (stars), Sun et al. (2009) (diamonds), Pratt

et al. (2009) (crosses) and Lin et al. (2012) (pentagons). The ANARCHY SPH Ref model

overpredicts the gas fractions for group-sized objects but this can be solved by using the

AGNdT9 model (yellow triangles). The haloes of the GADGET SPH run are in better agree-

ment with the data as a result of their higher fraction of cold gas that artificially reduces

the X-ray inferred gas fractions.
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that does not emit any X-ray and hence artificially reduces the inferred gas masses.

The cold clumps lead to the star formation seen in Fig. 3.7. We note, however, that

these spurious undisrupted clumps of dense gas are unlikely to affect simulations

of the IGrM done at lower resolution such as those of McCarthy et al. (2010) or Le

Brun et al. (2014).

The significant difference in star formation rates in massive haloes seen between

the two formulations of SPH can have consequences on quantities that are directly

observable. An example of such an observable is the I-band luminosity of the clus-

ters (e.g. Sanderson et al., 2013). For galaxies with similar masses and metallicities

(as is the case when comparing matched pairs of galaxies extracted from both our

simulations), a higher I-band luminosity indicates a younger population of stars

and a higher star formation rate over the last billion years. In Fig. 3.11, we show

the I-band luminosity as a function of halo mass M500,hse. The values are com-

puted by generating mock-observations of our haloes as described by Le Brun et al.

(2014). Their procedure allows us to compute the halo mass and radius assuming

hydro-static equilibrium as is done in observations of actual clusters. The (Cousin)

I-band luminosity is computed within R500,hse, the overdensity radius inferred by

assuming in the mock observations by assuming hydrostatic equilibrium. For com-

parison, we show observational data taken from Sanderson et al. (2013), Gonzalez

et al. (2013) and Kravtsov et al. (2014) as well as the SDSS image stacking result of

Budzynski et al. (2014). In all cases we selected only clusters at z < 0.25.

As expected from the previous analysis of the star formation rates, we find that

the I-band luminosity in the groups and clusters extracted from the simulation

using the GADGET flavour of SPH is higher than when using ANARCHY. It is also

higher than the observational data as expected from our analysis of the specific star

formation rate and the passive fraction for massive (M∗ > 1011M�) galaxies. In the

same figure, we also show the cluster luminosities extracted from the simulation

using the AGNdT9 model and the ANARCHY SPH scheme. The I-band luminosity

as a function of mass for that model is very similar to the one obtained using the

Ref model. The differences between the GADGET and ANARCHY based simulations
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Figure 3.11: I-Band luminosity within R500,hse as a function of M500,hse at z = 0 in the

L050N0752 ANARCHY SPH (blue squares) and GADGET SPH (red circles) simulations. Data

points correspond to the observations of Sanderson et al. (2013) (triangles), Gonzalez et al.

(2013) (stars), Kravtsov et al. (2014) (diamonds) and the dashed line represents the SDSS

image stacking results of Budzynski et al. (2014). Where necessary, observations were

converted to the I-band following Le Brun et al. (2014). The yellow triangles show the

haloes extracted from the L050N0752 ANARCHY SPH run with an improved AGN model

(AGNdT9). The GADGET SPH run overestimates the I-band luminosity in the group- and

cluster-size objects as expected from the absence of passive galaxies in that simulation.
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are much larger. However, as discussed earlier, changing the model parameters for

feedback from star formation will have a larger effect.

3.4.3 ISM and CGM gas

We now turn to the gas inside galaxies or in their direct vicinity. The state of this

gas will retain some of the properties of the IGrM but will also be directly affected

by the subgrid models.

We first focus on the cold and dense phase of the gas. With the help of care-

ful simulations using radiative transfer, Rahmati et al. (2013) showed that cold

(T < 104.5 K) and dense (nH > 0.01 cm−3) gas was a good proxy for HI gas. They

provide a fitting function to compute HI but for the purpose of this chapter, setting

the HI fraction to 1 for all this cold and dense gas is a sufficiently good proxy. In

Fig. 3.12, we show the mass function of the HI gas in the ANARCHY (blue line) and

GADGET (red line) simulations. We use dashed lines when the mass bins contain

fewer than 10 objects and dotted lines when the HI mass corresponds to fewer than

300 SPH particles. We measured the HI mass using fixed spherical apertures placed

at the centre of each subhalo in order to only select the gas in the ISM and circum-

galactic medium (CGM). As a point of reference, we show the best-fitting Schechter

functions to the data of Haynes et al. (2011) (ALFALFA survey) and Zwaan et al.

(2003) (HIPASS survey). As expected from the non-disruption of cold gas in the hot

halo, there is an over-abundance of massive HI objects in the simulation using the

GADGET variant of SPH. Whilst the simulation using ANARCHY is in reasonable

agreement with the observations, the same model using GADGET overshoots the

break in the mass function and vastly over-predicts the abundance of HI clouds

of mass MHI > 1010 M�. Both simulations under-predict the abundance of low

mass (MHI . 2 × 109 M�) HI clouds. As is shown by Crain et al. (in prep) for

ANARCHY, this is a resolution effect. Simulations run with both flavours of SPH

exhibit the same behaviour in that regime and can then likely be rescued in a sim-

ilar way by increased resolution. The discrepancy at the high-mass end is another

sign that the densest gas clumps found in the group and cluster-like haloes are not
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Figure 3.12: The mass function of HI-like gas (gas with nH > 0.01 cm−3, T < 104.5 K) in

the L050N0752 ANARCHY SPH (blue line) and GADGET SPH (red line) simulations. Curves

are drawn with dotted lines below a mass scale of 300 star particles, and a dashed line style

where sampled by fewer than 10 galaxies per 0.2 dex mass bin. The solid and dashed grey

lines show the best-fitting Schechter fits to the ALFALFA data by Haynes et al. (2011) and

HIPASS data by Zwaan et al. (2003), respectively. The simulation using the GADGET SPH

formulation overestimates the abundance of massive HI clouds.
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disrupted by the hot halo. They also seem to survive AGN activity and the effect

of stellar feedback. These large pools of cold gas in massive haloes are not ob-

served and are likely to be responsible for the spurious star formation seen in the

largest galaxies (Figs. 3.5 and 3.6). We note that a modification of the AGN sub-

grid model could disrupt those clouds without breaking other constraints imposed

on the model. However, it seems unlikely that this purely numerical issue can be

completely alleviated. Furthermore, the abundance of spurious cold clumps will

increase with the resolution (as larger fluctuations in the density distribution can

be sampled), implying that the AGN activity needed to suppress them will also

have to be modified. One possible solution would be the increase of the heating

temperature ∆TAGN to larger values but that would also lead to a poorer time sam-

pling and much rarer events. A temperature increase is also likely to lead to other

numerical issues since only very short time-steps could then be used for the gas

phase in order to properly propagate the resulting shock waves.

Another consequence of the presence of large pools of dense gas inside galax-

ies is the lower efficiency of feedback that this creates. A feedback event taking

place in a medium with a density higher than the threshold given by equation 2.7

will experience numerical radiative losses and potentially do only little work on

the gas. This will hence, limit the quenching efficiency of this feedback. For our

choice of parameters, this threshold is nH,tc = 6.1 cm−3 (Eqn. 2.7). In Fig. 3.13,

we show the distribution of densities of the medium in which stars are born and

hence will attempt to quench through feedback. The red and blue solid lines corre-

spond to the simulations using GADGET-SPH and ANARCHY-SPH respectively. To

better highlight the differences, we also show the cumulative distributions using

dashed lines. The threshold for efficient feedback is depicted as a vertical dotted

line. Crain et al. (2015) studied this distribution for different subgrid models in the

EAGLE suite and found that it was a powerful diagnostic to discriminate between

models that do or do not present over-cooling problems.

The simulation using GADGET as its hydro solver displays a slightly larger frac-

tion of stars born in environments where the feedback will be inefficient (especially
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Figure 3.13: Differential (solid lines, left axis) and cumulative (dashed lines, right axis)

distribution of the densities of SPH particles at the instant they were converted to star

particles, in both the L050N0752 ANARCHY SPH (blue) and GADGET SPH (red) simula-

tions. The vertical dotted line indicates the critical density for numerically efficient feed-

back nH,tc = 6.1 cm−3 (equation 2.7). The simulation using the GADGET SPH formulation

forms a larger fraction of its stars in denser environments, where the thermal feedback is

numerically inefficient.
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at nH > 20 cm−3). The difference with the ANARCHY simulation is smaller than the

differences seen between various subgrid models. This is expected since a large

difference in this distribution will lead to a large difference in the galaxy mass-

size relation as well as in the build-up of stellar mass across cosmic time (Crain

et al., 2015). The larger fraction of stars formed in dense medium is a sign that the

star formation rates in the run using GADGET-SPH will be higher as the quench-

ing efficiency of feedback is lower. So, not only is the AGN feedback ineffective at

disrupting dense gas clouds, it also impacts the quenching efficiency of the stellar

feedback. The hot halo prevents the accumulation of cold gas in the central galax-

ies only if this in-falling material can dissolve in the IGrM. If this dense material

penetrates the galaxy, stellar feedback taking place in the clumps will be less ef-

ficient. This may explain why galaxies with M∗ ≈ 3 × 1010M�, that are typically

by a combination of both stellar and AGN feedback, display a higher SFR in the

GADGET simulation than in the ANARCHY based one.

3.5 Summary & Conclusion

The aim of this study was to investigate the effects of the improved hydrodynam-

ics solver and time stepping used for the EAGLE suite of simulations (Schaye et al.,

2015; Crain et al., 2015). By running the same simulation without re-calibrating the

subgrid model parameters with both EAGLE’s ANARCHY and the standard GADGET

formulations of the SPH equations, we were able to isolate the effects of the hydro-

dynamics solver. Thanks to the use of the pressure-entropy formulation of SPH

(Hopkins, 2013), of a more stable kernel function (Dehnen & Aly, 2012), of a small

amount of numerical diffusion (Price, 2008) and of an improved viscosity switch

(Cullen & Dehnen, 2010), the ANARCHY flavour of SPH is able to reproduce a large

set of hydrodynamical tests more accurately than the GADGET flavour (Dalla Vec-

chia (in prep.)). The better mixing of gas phases implied by this changes as well as

the improved treatment of viscosity in shear flows are likely to affect the simula-

tion of haloes and galaxies. Our analysis of the differences can be summarized as
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follows:

1. Except for the most massive objects, the masses and sizes of the simulated

galaxies are largely unaffected by the choice of SPH flavour. Uncertainties in

the subgrid parameters lead to much larger differences.

2. The absence of the Durier & Dalla Vecchia (2012) time-step limiter leads to

somewhat more efficient feedback, as expected from the non-conservation of

energy occurring in feedback events when the limiter is neglected.

3. The star formation rates of galaxies in small haloes, where the cooling time

is smaller than the dynamical time, are unaffected by the change of hydrody-

namics scheme. However, in haloes where those time scales are similar, the

star formation rates are higher in the simulation using GADGET SPH. These

differences in behaviour can be related to the lower quenching power of the

AGN activity in that simulation. The lack of phase mixing, coming from the

spurious artificial surface tension appearing at contact discontinuities, pre-

vents cold dense gas from dissolving into the hot halo.

4. This cold dense gas then reaches the central galaxies and leads to increased

star formation in both the central galaxies and intragroup medium. This also

leads to a lower hot gas fraction in the haloes.

Our results indicate that the improved hydrodynamics scheme plays a signifi-

cant role in the parts of cosmological simulations where the cooling time exceeds

the dynamical time, such as in hot hydrostatic gas haloes. Our results are resolution

dependent and it is possible that simulations performed at much higher resolution

will be more sensitive to the accuracy of the hydrodynamics solver. Finally, we

also stress that some of the differences between the simulations could potentially

be cancelled by changing the value of some of the subgrid parameters.





Chapter 4
Baryon effects on the

internal structure of

ΛCDM halos

4.1 Introduction

The development of efficient computational techniques and the growing avail-

ablity of computing power over the past three decades have made it possible to

simulate the evolution of representative cosmological volumes at high enough res-

olution to follow the formation of cosmic structures over many orders of magni-

tude in mass.

One of the best established and most robust results from this programme is the

characterization of the density structure of dark matter (DM) halos in equilibrium

whose spherically averaged density profile, ρ(r), is nearly universal in shape and

obeys simple scaling relations (Navarro et al., 1996b; Navarro et al., 1997). The

functional form of this “NFW” radial profile is independent of mass, formation

redshift, and cosmological parameters and has the form:

ρ(r)

ρcr

=
δc

(r/rs) (1 + r/rs)
2 , (4.1)

where ρcr is the critical density of the Universe, δc a characteristic density and rs

a characteristic radius. Navarro et al. (1997) showed that these two scale param-

eters are strongly correlated and that the characteristic density is proportional to

the density of the universe at the time when the halo was assembled. This propor-

tionality constant or, equivalently, the proportionality constant between halo mass

74
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and concentration has been studied by many authors (e.g. Avila-Reese et al., 1999;

Jing, 2000; Bullock et al., 2001; Eke et al., 2001; Zhao et al., 2003; Neto et al., 2007;

Duffy et al., 2008; Gao et al., 2008; Navarro et al., 2010; Ludlow et al., 2014; Dutton

& Macciò, 2014). The validity of the model is well established and a physical un-

derstanding of the universality of the profile is beginning to emerge (Ludlow et al.,

2013; Correa et al., 2015a,b).

The nearly scale-free behaviour induced by gravity applies only to halos made

entirely of DM. In practice, halos of mass above ∼ 109 M� participate in the pro-

cess of galaxy formation. The cooling and dissipation of gas in these halos intro-

duces a characteristic scale that breaks self-similarity (White & Rees, 1978; White &

Frenk, 1991) and the subsequent formation of stars can deepen the potential well

and modify the structure of the halo in this region.

One of the early models of the effects of baryon collapse on the structure of

a halo, making use of adiabatic invariants, concluded that halos would become

denser in their centres (Blumenthal et al., 1986). These simple models, however,

were later shown not to match hydrodynamic simulations and led to a more gen-

eral framework for calculating adiabatic contraction based on the average radial

distribution of particles (Gnedin et al., 2004; Gustafsson et al., 2006). The param-

eters of this model, however, have been shown to depend on halo mass, redshift

and on the details of the hydrodynamic simulation, making analytical descriptions

of adiabatic contraction complex and uncertain (Duffy et al., 2010).

Baryons, however, can also produce the opposite effect and induce expansion

rather than contraction of the halo. Using idealized hydrodynamic simulations,

Navarro et al. (1996a) showed that the rapid expulsion of gas that had previously

cooled to very high density near the centre of a halo could generate a central core.

Subsequent work using cosmological simulations has confirmed and extended this

result (e.g. Read & Gilmore, 2005; Dehnen, 2005; Mashchenko et al., 2006; Gover-

nato et al., 2010; Pontzen & Governato, 2012; Teyssier et al., 2013; Martizzi et al.,

2013).

The structure of the inner halo is often used as a test of the ΛCDM paradigm
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(e.g. Sand et al., 2002; Gilmore et al., 2007). Such tests, however, tend to compare

observations of halos which have galaxies within them with results from simula-

tions of pure dark matter halos (Newman et al., 2013a). For the tests to be mean-

ingful, accurate and reliable calculations of how baryons affect the structure of the

halos are essential. Such calculations are also of major importance for efforts to de-

tect DM experimentally, either directly in the laboratory, or indirectly through the

products of particle decay or annihilation.

Simulating the evolution of the visible components of the universe is a much

more complex task than simulating the evolution of the DM because baryons un-

dergo a variety of astrophysical processes many of which are relatively poorly un-

derstood. The resolution that is attainable even with the largest computers today is

insufficient for an ab initio calculation of most of these processes which, as a result,

need to be treated through parametrized “subgrid” models added to the coupled

hydrodynamical and gravitational evolution equations. These models describe the

effects of radiative cooling, star formation, feedback from energy liberated dur-

ing the evolution of stars and supermassive black holes growing at the centres of

galaxies. Simulations that include some or all of these processes have shown that

significant changes can be induced in the total masses of halos (Sawala et al., 2013,

2014a; Cusworth et al., 2014; Velliscig et al., 2014; Vogelsberger et al., 2014) and in

their inner structure (e.g. Gnedin et al., 2004; Pedrosa et al., 2009; Duffy et al., 2010;

Pontzen & Governato, 2012; Brook et al., 2012; Di Cintio et al., 2014).

In this chapter we investigate how baryon physics modifies the structure of DM

halos in the Evolution and Assembly of Galaxies and their Environment (EAGLE)

cosmological hydrodynamical simulations (Schaye et al., 2015). An important ad-

vantage of these simulations is that they give a good match to the stellar mass

function and and to the distribution of galaxy sizes over a large range of stellar

masses ((108 − 1011.5) M�). Furthermore, the relatively large volume of the refer-

ence EAGLE simulation provides a large statistical sample to derive the halo mass

function in the mass range (109 − 1014) M� and to investigate the radial density

profiles of halos more massive than 1011M�.
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This chapter is organised as follows. In Section 4.2 we introduce the simulations

and describe the selection of halos. In Section 4.3 we focus on the change in the

mass of halos induced by baryon processes and the effect this has on the halo mass

function. In Section 4.4 we analyse the radial density profile of the halos and

decompose them according to their different constituents. We fit the total matter

profile with a universal formula that accounts for deviations from the NFW profile

and show that the best fit parameters of these fits correlate with the mass of the

halo. Our main results are summarized in Section 4.5. All our results are restricted

to redshift z = 0 and all quantities are given in physical units (without factors of

h).

4.2 The simulations

The simulations analysed in this chapter were run as part of a Virgo Consortium

project called the Evolution and Assembly of Galaxies and their Environment (EAGLE;

Schaye et al. 2015). The EAGLE project consists of simulations of ΛCDM cosmolog-

ical volumes with sufficient size and resolution to model the formation and evo-

lution of galaxies of a wide range of masses, and also include a counterpart set of

dark matter-only simulations of these volumes. The galaxy formation simulations

include the correct proportion of baryons and model gas hydrodynamics and ra-

diative cooling. State-of-the-art subgrid models are used to follow star formation

and feedback processes from both stars and AGN. The parameters of the subgrid

model have been calibrated to match certain observables as detailed in Schaye et al.

(2015). In particular, the simulations reproduce the observed present day stellar

mass function, galaxy sizes and many other properties of galaxies and the inter-

galactic medium remarkably well. These simulations also show the correct trends

with redshift of many galaxy properties (Schaye et al., 2015; Furlong et al., 2015).

The simulations were run using an extensively modified version of the code

GADGET-3 (Springel et al., 2008a), which is essentially a more computationally ef-

ficient version of the public code GADGET-2 described in detail by Springel (2005).
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GADGET uses a Tree-PM method to compute the gravitational forces between the

N -body particles and implements the equations of hydrodynamics using Smooth

Particle Hydrodynamics (SPH, Monaghan, 1992; Price, 2012).

The EAGLE version of GADGET-3 uses an SPH implementation called ANARCHY

(Dalla Vecchia in prep.), which is based on the general formalism described by

Hopkins (2013), with improvements to the kernel functions (Dehnen & Aly, 2012)

and viscosity terms (Cullen & Dehnen, 2010). This new implementation of SPH

alleviates some of the problems associated with modelling contact discontinuities

and fluid instabilities. As discussed by Dalla Vecchia (in prep.), the new formalism

improves on the treatment of instabilities associated with cold flows and filaments

and on the evolution of the entropy of hot gas in halos. The timestep limiter of

Durier & Dalla Vecchia (2012) is applied to ensure good energy conservation ev-

erywhere, including regions disturbed by violent feedback due to supernovae and

AGN. The impact of this new hydrodynamics scheme on our galaxy formation

model is discussed in Chapter 3.

The analysis in this chapter focusses on two simulations: the Ref-L100N1504

simulation introduced by Schaye et al. (2015), which is the largest EAGLE simula-

tion run to date, and its counterpart dark matter-only simulation, DM-L100N1504.

To investigate smaller mass halos and test for convergence in our results we also

analyse the higher resolution Recal-L0025N0752 simulation (and its dark matter-

only counterpart) in which some of the sub-grid physics parameters were adjusted

to ensure that this calculation also reproduces the observed galaxy stellar mass

function, particularly at the low-mass end, as discussed by (Schaye et al., 2015).

We will refer to the two simulations with baryon physics as ”EAGLE” simulations

and to the ones involving only dark matter as ”DMO” simulations.

The main EAGLE simulation models a cubic volume of side-length 100 Mpc

with 15043 gas and 15043 dark matter particles to redshift z = 0. A detailed de-

scription of the initial conditions is given in Schaye et al. (2015). Briefly, the start-

ing redshift was z = 127; the initial displacements and velocities were calculated

using second order Lagrangian perturbation theory with the method of Jenkins
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(2010); the linear phases were taken from the public multiscale Gaussian white

noise field, Panphasia (Jenkins, 2013); the cosmological parameters were set to the

best fit ΛCDM values given by the Planck-1 data (Planck Collaboration et al., 2014):

[Ωm,Ωb,ΩΛ, h, σ8, ns] = [0.307, 0.04825, 0.693, 0.6777, 0.8288, 0.9611]; and the primor-

dial mass fraction of He was set to 0.248. These choices lead to a dark matter particle

mass of 9.70× 106M� and an initial gas particle mass of 1.81× 106M�. We use a co-

moving softening of 2.66 kpc at early times, which freezes at a maximum physical

value of 700 pc at z = 2.8. The Recal-L0025N0752 simulation follows 7523 gas and

7523 DM particles in a 25 Mpc volume assuming the same cosmological parame-

ters. This implies a DM particle mass of 1.21 × 106M� and an initial gas mass of

2.26 × 105M�. The softening is 1.33 kpc initially and reaches a maximum physical

size of 350 pc at z = 0.

The DMO simulations, DM-L100N1504 and DM-L0025N0752, follow exactly the

same volume as EAGLE, but with only 15043 and 7523 collisionless dark matter

particles, each of mass 1.15 × 107M� and 1.44 × 106M�, respectively. All other

cosmological and numerical parameters are the same as in the EAGLE simulation.

4.2.1 Baryonic physics

The baryon physics in our simulation correspond to the Ref EAGLE model. The

model, fully described in Schaye et al. (2015), is summarized here for completeness.

Star formation is implemented following Schaye & Dalla Vecchia (2008). A

polytropic equation of state, P ∝ ρ4/3, sets a lower limit to the gas pressure. The

star formation rate per unit mass of these particles is computed using the gas pres-

sure using an analytical formula designed to reproduce the observed Kennicutt-

Schmidt law (Kennicutt, 1998) in disk galaxies (Schaye & Dalla Vecchia, 2008). Gas

particles are converted into stars stochastically. The threshold in hydrogen density

required to form stars is metallicity dependent with lower metallicity gas having a

higher threshold, thus capturing the metallicity dependence of the HI − H2 phase

transition (Schaye, 2004).

The stellar initial mass function is assumed to be that of Chabrier (2003) in the
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range 0.1M� to 100M� with each particle representing a single age stellar popu-

lation. After 3 × 107 yrs all stars with an initial mass above 6M� are assumed to

explode as supernovae. The energy from these explosions is transferred as heat to

the surrounding gas. The temperature of an appropriate amount of surrounding

gas is raised instantly by 107.5 K. This heating is implemented stochastically on one

or more gas particles in the neighbourhood of the explosion site (Dalla Vecchia &

Schaye, 2012). This gas, once heated, remains coupled in a hydrodynamic sense

with its SPH neighbours in the ISM, and therefore exerts a form of feedback locally

that can affect future star formation and radiative cooling.

The energy injected into the gas corresponds to 1051 erg per supernovae times

a dimensionless efficiency factor, fE, that depends on the local gas metallicity and

density. The construction of fE and its impact on galaxy formation is discussed

thoroughly by Schaye et al. (2015) and Crain et al. (2015). For a gas of metallicity,

Z, and hydrogen number density, nH, the efficiency in the reference model is:

fE = 0.3 + 2.7S (X;w) ,

where w = 2/ ln 10,

X = 3.35

(
Z

0.1Z�

)(
0.1 cm−3

nH

)
,

and S(X;w) is a convenient sigmoid function which varies between 0 and 1, and

which we will need again in the following section. We define the sigmoid function

for x ≥ 0, w > 0 as

S(X;w) =
Xw

1 +Xw
. (4.2)

As X varies from zero to infinity, the sigmoid function S(X;w) smoothly varies

between 0 and 1, taking the value of 1
2

when the argument X = 1. The parameter

w controls the rapidity of the transition between the asymptotes.

Besides energy from star formation, the star particles also release metals into the

ISM through three evolutionary channels: type Ia supernovae, winds and super-

novae from massive stars, and AGB stars using the method discussed in Wiersma

et al. (2009b). The yields for each process are taken from Portinari et al. (1998),
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Marigo (2001) and Thielemann et al. (2003). Following Wiersma et al. (2009a), the

abundances of the eleven elements that dominate the cooling rates are tracked.

These are used to compute element-by-element dependent cooling rates in the

presence of the Cosmic Microwave Background and the ultraviolet and X-ray back-

grounds from galaxies and quasars according to the model of Haardt & Madau

(2001).

For halos whose masses first exceed MFOF = 1010h−1M� (≈ 1500 dark matter

particles, see section 4.2.2), black hole (BH) sink particles are placed at the centre of

the halos. The BHs are then allowed to grow through gas accretion and by merging

with other BHs using methods based on those introduced by Springel et al. (2005)

and Booth & Schaye (2009). The gas surrounding a BH is accreted at a rate given

by the Bondi-Hoyle formula (Bondi & Hoyle, 1944) unless the viscous timescale of

the gas around the BH is larger than the Bondi time, in which case the accretion

rate is reduced by a factor proportional to the cube of the ratio of the local sound

speed and the rotation velocity (Rosas-Guevara et al., 2015). For a BH of mass,

MBH, surrounded by gas at density, ρ, velocity with respect to the BH, v, and sound

speed, cs, the accretion rate is:

ṁBH =
4πGM2

BHρ

(c2
s + v2)3/2

·





1
Cvisc

(
cs
Vφ

)3

if CviscV
3
φ > c3

s

1 if CviscV
3
φ ≤ c3

s

,

where Vφ is the circular speed of the gas at the Bondi radius and Cvisc = 2π in the

reference simulation.

Feedback due to AGN activity is implemented in a similar way to the feedback

from star formation described above. The fraction of the accreted rest mass en-

ergy liberated by accretion is εr = 0.1, and the heating efficiency of this liberated

energy (i.e. the fraction of the energy that couples to the gas phase) is εf = 0.15.

Gas particles receiving AGN feedback energy are chosen stochastically and their

temperature is raised by 108.5 K.

These models of supernova and AGN feedback are extensions of the models

developed for the Virgo Consortium projects OWLS (Schaye et al., 2010) and GIMIC

(Crain et al., 2009). The values of the parameters were constrained by matching key
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observables of the galaxy population including the observed z ≈ 0 galaxy stellar

mass function, galaxy sizes and the relation between black hole and stellar mass

(Crain et al., 2015).

4.2.2 Halo definition and selection

Halos were identified using the Friends-of-Friends (FOF) algorithm on all dark

matter particles adopting a dimensionless linking length, b = 0.2 (Davis et al.,

1985). We then applied the SUBFIND algorithm, which is built into GADGET-3

(Springel et al., 2001; Dolag et al., 2009), to split the FOF groups into self-bound

substructures. A sphere is grown outwards from the potential minimum of the

dominant subgroup out to a radius where the mean interior density equals a tar-

get value. This target value is conventionally defined in units of the critical density,

ρcr(z) = 3H2(z)/8πG. With our choice of cosmology, at z = 0 we have ρcr = ρcr(0) =

127.5 M� kpc−3. A halo of mass, MX, is then defined as all the mass within the ra-

dius, RX, for which
3MX

4πR3
X

= Xρcr(z) (4.3)

Commonly used values are X = 200, 500 and 2500, leading to the definition of the

mass, M200, and the radius, R200, and similar definitions for other values of X.

In the particular case of the virial radius, Rvir, one can use the spherical top-hat

collapse model to derive the value of X (Eke et al., 1996). We use the fitting formula

given by Bryan & Norman (1998):

X = 18π2 + 82 (Ωm(z)− 1)− 39 (Ωm(z)− 1)2 , (4.4)

where

Ωm(z) = Ωm (1 + z)3

(
H0

H(z)

)2

, (4.5)

and H(z) is the value of the Hubble parameter at redshift z which, in a flat Uni-

verse, is

H(z) = H0

√
Ωm(1 + z)3 + ΩΛ. (4.6)

In the case of the Planck1 cosmology, at z = 0, X = 102.1, giving Mvir = M102 and

Rvir = R102.
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We define the circular velocity, VX, as

VX =

√
GMX

RX

. (4.7)

We only consider halos with more than 200 particles within R200, implying a limit,

M200 & 2.5 × 108M�, in our joint analysis of the two EAGLE simulations. For spe-

cific properties that depend on the internal structure of the halo we adopt more

conservative limits as described in section 4.4.

4.2.3 Matching halos between the two simulations

The EAGLE and DMO simulations start from identical Gaussian density fluctua-

tions. Even at z = 0 it is possible, in most cases, to identify matches between halos

in the two simulations. These matched halos are comprised of matter that orig-

inates from the same spatial locations at high redshift in the two simulations. In

practice, these identifications are made by matching the particle IDs in the two sim-

ulations, as the values of the IDs encode the Lagrangian coordinates of the particles

in the same way in both simulations.

For every FOF group in the EAGLE simulation, we select the 50 most bound dark

matter particles. We then locate those particles in the DMO simulation. If more than

half of them are found in a single FOF group in the DMO simulation, we make a

link between those two halos. We then repeat the procedure by looping over FOF

groups in the DMO simulation and looking for the position of their counterparts in

the EAGLE simulation. More than 95% of the halos with M200 > 2× 1010M� can be

matched bijectively, with the fraction reaching unity for halos above 7× 1010M� in

the L100N1504 volumes. Similarly, 95% of the halos with M200 > 3 × 109 can be

matched bijectively in the L0025N0752 volumes.

4.3 Halo masses and content

Previous work comparing the masses of halos in cosmological galaxy formation

simulations with matched halos in counterpart dark matter-only simulations have
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found strong effects for all but the most massive halos (e.g. Cui et al., 2012; Sawala

et al., 2013). Sawala et al. (2013) found that baryonic effects can reduce the masses

of halos by up to 25% for halo masses (in the dark matter only simulation) below

1013M�. (They did not include AGN feedback in their simulation.) A similar trend

was observed at even higher masses by Martizzi et al. (2013), Velliscig et al. (2014),

Cui et al. (2014) and Cusworth et al. (2014) using a variety of subgrid models for

star formation and stellar and AGN feedback. All these authors stress that their

results depend on the details of the subgrid implementation used. This is most

clearly shown in Velliscig et al. (2014), where the amplitude of this shift in mass

is shown explicitly to depend on the subgrid AGN feedback heating temperature,

for example. Hence, it is important to use simulations that have been calibrated to

reproduce the observed stellar mass function.

In this section we find that similar differences to those seen before occur be-

tween halo masses in the EAGLE and DMO models. These differences are of partic-

ular interest because EAGLE reproduces well a range of low-redshift observables of

the galaxy population such as masses, sizes and star formation rates (Schaye et al.,

2015), although the properties of clusters of galaxies are not reproduced as well as

in the Cosmo-OWLS simulation (Le Brun et al., 2014) analyzed by Velliscig et al.

(2014).

4.3.1 The effect of baryon physics on the total halo mass

In this section we compare the masses of halos in the EAGLE and DMO simulations

combining our simulations at two different resolutions. To minimise any possi-

ble biases due to incomplete matching between the simulations, we only consider

halos above 3 × 109M� (in DMO), since these can be matched bijectively to their

counterparts in more than 95% of cases.

Fig. 4.1 shows the ratio of M200 for matched halos in the EAGLE and DMO sim-

ulations as a function of M200 in the DMO simulation. The black filled circles corre-

spond to the geometric mean of the ratios in each logarithmically spaced mass bin.

The choice of a geometric mean is motivated simply by the fact that its reciprocal
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Figure 4.1: The ratio of the masses of the matched halos in the EAGLE and DMO simula-

tions. The red squares show values for individual halos and the black filled circles values

binned by DMO halo mass. Halos with MDMO
200 < 1010.1M� come from the high resolution

simulations. The binned points are the geometric average of the individual ratios with the

error bars at MDMO
200 < 1010.1M� indicating the uncertainty arising from the low number of

halos in the high-resolution simulation. The black dashed lines placed above and below the

black points show the geometrical 1σ scatter for each bin. The lower horizontal grey dotted

line indicates the universal dark matter fraction fDM = 1 − fb = (Ωm − Ωb)/Ωm = 0.843.

The upper dotted line marks unity. The green solid line is the function of Eqn. 4.10 fitted to

the binned ratios. The vertical dotted lines mark the values of the fitting parameters M12

and M23.
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is the geometric mean of MDMO
200 /MEAGLE

200 , which is also a quantity of interest.

The halos in EAGLE are typically lighter than their DMO counterparts. There

appear to be three distinct regimes in Fig. 4.1 . At the low mass end, M200 < 5 ×
1010 M�, MEAGLE

200 /MDMO
200 drops to ∼ 0.72. This is less than one minus the universal

baryon fraction, fDM, so not only have the baryons been removed but the dark

matter has also been disturbed. The reduction in mass due to the loss of baryons

lowers the value of R200 and thus the value of M200. However, this reduction in

radius is not the sole cause for the reduction in halo mass: the amount of mass

within a fixed physical radius is actually lower in the simulation with baryons

because the loss of baryons, which occurs early on, reduces the growth rate of the

halo (Sawala et al., 2013). At higher masses, stellar feedback becomes less effective,

but AGN feedback can still expel baryons and the ratio rises to a plateau of ∼ 0.85

between MDMO
200 = 1012 M� and 5 × 1012 M�. Finally, for the most massive halos

(M200 > 1014 M�) not even AGN feedback can eject significant amounts of baryons

from the halos and the mass ratio asymptotes to unity.

Sawala et al. (2013) proposed a fitting function to the ratio ofM200 in simulations

with and without baryons from the GIMIC project (Crain et al., 2009). Their study

focused mostly on lower-mass objects and subhalos, but included enough large

halos to sample the high-mass end of the relation. Their four parameter fitting

function can be written as:

M200

MDMO
200

= a+ (b− a)S

(
MDMO

200

Mt

;w

)
, (4.8)

where S is a sigmoid function that varies smoothly between 0 and 1, and is defined

in Eqn. 4.2. The best-fit parameter values in Sawala et al. (2013) are: (a, b, log10(Mt/M�), w)

= (0.69, 0.98, 11.6, 0.79). The values of a and b correspond to the low- and high-mass

asymptotes, respectively.

Velliscig et al. (2014) used a similar fitting function to summarise the results of

their study, again with four parameters, which can be written as:

M200

MDMO
200

= a

(
b

a

)S(MDMO
200 /Mt;w)

, (4.9)
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where exactly the same sigmoid function is used to interpolate between the two

asymptotic values, a and b, but now in a geometric rather than arithmetic fashion.

The functional forms of Eqns. 4.8 and 4.9 are virtually identical as, in practice, the

ratio b/a is never far from unity.

It is quite clear, however, from Fig. 4.1 that a single sigmoid function does not

reproduce the behaviour we observe particularly well: the ratio shows three, not

two, distinct plateaux. The simulations used by Sawala et al. (2013) did not in-

clude AGN feedback and so did not show the change in mass arising from this

form of feedback. In contrast, the simulations used by Velliscig et al. (2014) did

not have sufficient numerical resolution to see the asymptotic low-mass behaviour

determined by stellar feedback.

To fit our results, we use a double sigmoid:

M200

MDMO
200

= r1 + (r2 − r1)S

(
MDMO

200

M12

; t12

)

+ (r3 − r2)S

(
MDMO

200

M23

; t23

)
, (4.10)

where the seven parameters can be interpreted as follows: r1, r2 and r3 are the

values of the ratios corresponding to the three distinct plateaux; the mass scales,

M12 andM23, are the mid-points between regimes 1 and 2, and 2 and 3 respectively;

and the parameters, t12 and t23, control the rapidity of each transition.

The green curve in Fig. 4.1 shows the best fitting curve to the black binned data

points. The fit was obtained by a least-squares minimisation for all seven parame-

ters assuming Poisson uncertainties for each mass bin. Adopting a constant error

instead gives very similar values for all parameters. The values of the two transi-

tion masses, M12 and M23, are shown as vertical dotted lines in Fig. 4.1. The best-

fitting parameters are given in Table 4.1. Note that the value of r3 is, as expected,

very close to unity.

The value of the first transition mass,M12 = 1011.35M�, is similar to that reported

by Sawala et al. (2013) who found Mt = 1011.6M� for the GIMIC simulations. The

second transition, M32 = 1013.2M�, is located well below the range of values found

by Velliscig et al. (2014) (1013.7M� -1014.25M�). However, as Schaye et al. (2015) have
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Table 4.1: Best fitting parameters to the black points in Fig. 4.1 using Eqn. 4.10, and their

uncertainties which are taken to be the diagonal elements of the covariance matrix of the

least-squares fitting procedure.

Parameter Value 1–σ fit uncertainty

r1 0.7309 ±0.0014

r2 0.8432 ±0.0084

r3 1.0057 ±0.0024

log10(M12/M�) 11.33 ±0.003

log10(M23/M�) 13.19 ±0.029

t12 1.721 ±0.045

t23 2.377 ±0.18
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shown the AGN feedback in the few rich clusters formed in the EAGLE volume may

not be strong enough, as evidenced by the fact that this simulation overestimates

the gas fractions in clusters, whereas the 400 Mpc/h Cosmo-OWLS simulation used

by Velliscig et al. (2014) reproduces these observations (Le Brun et al., 2014).

A simulation with stronger AGN feedback, EAGLE-AGNdT9, which gives a

better match to the group gas fractions and X-ray luminosities than EAGLE, was

discussed by Schaye et al. (2015) . Applying the same halo matching procedure

to this simulation and its collisionless dark matter-only counterpart, we obtain

slightly different values for the best-fitting parameters of Eqn. 4.10. The difference

is mainly in the parameters, M23 and t23, which describe the high-mass end of the

double-sigmoid function. In this model, the transition occurs at log10 (M23/M�) =

13.55 ± 0.09, closer to the values found by Velliscig et al. (2014). The width of the

transition, however, is poorly constrained, t23 = 3.0±12.7, due to the small number

of halos (only eight with M200,DMO > 2×1013M�) in this simulation which had only

an eighth the volume of the reference simulation.

As Velliscig et al. (2014) did, we provide a fit to the scatter in the log of the ratio

about the mean relation, valid over the range where appropriately constraining

data are available:

σ
(
log10(MDMO

200 )
)

= 0.044− 0.015 log10

(
MDMO

200

1012M�

)
. (4.11)

The scatter is about 10% for a halo mass of 1012M� and decreases with mass. The

slope in the relation is approximatively a factor of two greater than that found for

the AGN models of Velliscig et al. (2014).

4.3.2 The halo mass function

The effect of baryons on the halo mass function can be seen in Fig. 4.2. The red and

green lines in the top panel show the mass functions in the EAGLE and DMO sim-

ulations. The ratio of the two functions (bottom panel) shows an almost constant

shift over most of the plotted mass range, M200/M� = 109 − 1013, as expected from

Fig. 4.1. The relatively small volume of the EAGLE simulation does not sample the



4. Baryon effects on the internal structure of ΛCDM halos 90

10−5

10−4

10−3

10−2

10−1

100

101

dn
/d

(l
og

10
(M

20
0)

)
[M

pc
−

3 ]

20
0

D
M

O
N

LY
pa

rt
ic

le
s

(L
10

0N
15

04
)

20
0

D
M

O
N

LY
pa

rt
ic

le
s

(L
02

5N
07

52
)

∝ M−0.9
200

70
50

2823

10

3 4
2

1

91
57

33
23

10

3 3 3

1

DMONLY
EAGLE

108 109 1010 1011 1012 1013 1014 1015

M200 [M�]

0.6
0.8
1.0
1.2

R
at

io

Figure 4.2: Top panel: the abundance of halos at z = 0 as a function of the mass, M200,

in the EAGLE (red curve, lower line) and DMO (green curve, upper line) simulations. The

high resolution volume is used for MDMO
200 < 1010.1M�. The resolution limits for both

simulations are indicated by the vertical dashed lines on the left, and the number of halos

in sparsely populated bins is given above the Poisson error bars. Bottom panel: the ratio of

the mass functions in the EAGLE and DMO simulations.
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knee of the halo mass function well, but extrapolating the fit to the mass ratios of

Eqn. 4.10 to higher masses, together with results from previous studies (Cusworth

et al., 2014; Martizzi et al., 2013; Velliscig et al., 2014), suggests that the differences

vanish for the most massive objects. Studies that rely on galaxy clusters to infer

cosmological parameters will need to take account of the effects of the baryons,

particularly for clusters of mass M200 . 1014M�.

4.3.3 Baryonic and stellar fractions in the EAGLE simulation

We have shown in the previous subsection that for all but the most massive exam-

ples, halo masses are systematically lower when baryonic processes are included.

In this subsection we examine the baryonic content of halos in the EAGLE simula-

tion. We restrict our analysis to the L100N1504 volume.

Fig. 4.3 shows the mass fractions of baryons and stars within R200 as a function

of the halo mass,M200, in the EAGLE simulation. The baryon fraction increases with

halo mass and approaches the universal mean value, funiv
b ≡ Ωb/Ωm, for cluster

mass halos. The gas is the most important baryonic component in terms of mass

over the entire halo mass range. At a much lower amplitude everywhere, the stellar

mass fraction peaks around a halo mass scale of 2 × 1012M� where star formation

is at its least inefficient.

The baryon fractions are much lower than the universal value for all but the

most massive halos. For Milky Way sized halos, we find fb/f
univ
b ≈ 0.35. It is

only for group and cluster sized halos, whose deeper gravitational potentials are

able to retain most of the baryons even in the presence of powerful AGN, that the

baryon fraction is close to funiv
b . The baryon fractions of the halos extracted from

the EAGLE-AGNdT9 model (which provides a better match to X-ray luminosities;

Schaye et al. 2015) are presented in Appendix A.

The stellar mass fraction is never more than a few percent. At the peak, around

M200 ≈ 2× 1012M�, it reaches a value of∼ 0.023. Multiplying the stellar fraction by

the halo mass function leads to an approximate stellar mass function, which is close

to the actual one (published in Schaye et al. 2015), after a fixed aperture correction
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Figure 4.3: Baryon fraction, fb = Mb/M200 (top panel), and stellar fraction, f∗ = M∗/M200

(bottom panel), within R200 as a function of M200. The right-hand axis gives the fractions

in units of the universal mean value, funiv
b = 0.157. The solid circles in the top panel and

the stars in the bottom panel show the mean value of the fractions binned by mass. The

dashed lines above and below these symbols show the RMS width of each bin with more

than three objects. The stellar fractions are reproduced as grey stars in the top panel.



4. Baryon effects on the internal structure of ΛCDM halos 93

is applied to mimic observational measurements. As may be seen in both panels,

there is significant scatter in the baryonic and stellar fractions, with variations of a

factor of a few possible for individual halos.

While the baryonic and stellar fractions are low within R200, they are much

higher in the inner regions of halos as shown in Fig. 4.4, where these fractions are

now plotted within 0.05R200, a scale commensurate with the sizes of galaxies both

in EAGLE and in the real universe. Within this radius the fractions rise above the

cosmic mean for halos in the mass range 5 × 1011M� < M200 < 2 × 1013M�. The

central parts of these halos contain a large fraction of baryons. In agreement with

observations of the nearby universe, the most important contribution to the mass

on these scales is from stars rather than gas. Another notable feature is that the

most massive halos are baryon poor in their central regions, reflecting the regula-

tion by AGN feedback.

4.4 Halo profiles

In this section we explore the effects of baryons on halo profiles restricting the

analysis to halos with more than 5000 particles within Rvir, which corresponds to a

halo mass of about 5 × 1010M� in the L100N1504 simulation and 6 × 109M� in the

L050N0752 simulation. The stellar masses found in the EAGLE simulation for halos

of this mass are consistent with observational expectations based on abundance

matching (Schaye et al., 2015). Halos smaller than this typically have fewer than the

hundred star particles, which Schaye et al. (2015) showed to be a necessary criterion

for many applications. This limit of 5000 in the number of particles is intermediate

between those used in other studies. It is similar to the number adopted by Ludlow

et al. (2013) and lower than the number adopted by Neto et al. (2007) and Duffy

et al. (2008, 2010) (10000 particles), but higher than the number adopted by Gao

et al. (2008); Dutton & Macciò (2014) (3000 particles) or Macciò et al. (2007) (250

particles). There are 22867 halos with at least 5000 particles in the Ref-L100N1504

EAGLE simulation and 2460 in the Recal-L0025N0752 simulation.



4. Baryon effects on the internal structure of ΛCDM halos 94

0.0

0.1

0.2

0.3

f b
(r
<

0.
05

R
20

0)

0.0

0.5

1.0

1.5

2.0

f b
(r
<

0.
05

R
20

0)
/

fun
iv

b

1011 1012 1013 1014

M200 [M�]

0.0

0.1

0.2

0.3

f ∗
(r
<

0.
05

R
20

0)

0.0

0.5

1.0

1.5

2.0

f ∗
(r
<

0.
05

R
20

0)
/

fun
iv

b

Figure 4.4: Same as Fig. 4.3 but for the mass contained within 5% ofR200. Note the different

scale on the ordinate axis. The dotted horizontal lines mark one and two times the universal

baryon fraction.
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We define relaxed halos as those where the separation between the centre of the

potential and the centre of mass is less than 0.07Rvir, as proposed by Macciò et al.

(2007). Neto et al. (2007) used this criterion, and also imposed limits on the sub-

structure abundance and virial ratio. Neto et al. (2007) found that the first criterion

was responsible for rejecting the vast majority of unrelaxed halos. Their next most

discriminating criterion was the amount of mass in substructures. In common with

Gao et al. (2008), here we use stacked profiles. Hence, individual substructures,

which can be important when fitting individual halos, have a small effect on the

average profile. We therefore do not use a substructure criterion to reject halos.

Our relaxed sample includes 13426 halos in the L100N1504 simulation and 1590 in

the L0025N0752 simulation. We construct the stacked halos by coadding halos in a

set of contiguous bins of width ∆ log10(M200) = 0.2.

The density and mass profiles of each halo and of the stacked halos are obtained

using the procedure described by Neto et al. (2007). We define a set of concen-

tric contiguous logarithmically spaced spherical shells of width ∆ log10(r) = 0.078,

with the outermost bin touching the virial radius, Rvir. The sum of the masses of

the particles in each bin is then computed for each component (dark matter, gas,

stars, black holes) and the density is obtained by dividing each sum by the volume

of the shell.

4.4.1 Resolution and convergence considerations

Determining the minimum radius above which the results are robust and reliable

is non-trivial. For DM-only simulations, Gao et al. (2008) showed that the best fit

NFW profiles are sensitive to this choice and it is, therefore, important to estimate

this minimum converged radius accurately. For DM-only simulations the thorough

resolution study of (Power et al., 2003, P03) suggests a convergence radius, RP03,

based on the two-body relaxation timescale of particles orbiting in the gravitational

potential well. This criterion can be written as:

0.6 ≤
√

200

8

√
4πρcr

3mDM

√
N(< RP03)

lnN(< RP03)
R

3/2
P03, (4.12)
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where N(< r) is the number of particles of mass, mDM, within radius r.

While this criterion could be applied to the DMO simulation, the situation for

the EAGLE simulation is more complex since, as discussed by Schaye et al. (2015),

the concept of numerical convergence for the adopted subgrid model is itself ill

defined. One option would be simply to apply the P03 criterion, which is appro-

priate for the DMO simulation, to both simulations. Alternatively, we could apply

the criterion to the dark matter component of the halos in the baryon simulation or

to all the collisionless species (stars, dark matter and black holes). Neither of these

options is fully satisfactory but, in practice, they lead to similar estimates for RP03.

For the smallest halos of the L100N1504 simulation considered in this section, we

find RP03 ≈ 5.1 kpc whereas for the largest clusters we obtain RP03 ≈ 3.5 kpc.

The original P03 criterion ensures that the mean density internal to the conver-

gence radius, ρ̄ = 3M(r < RP03)/4πR3
P03, is within 10% of the converged value

obtained in a simulation of much higher resolution. As the magnitude of the dif-

ferences between the EAGLE and DMO profiles that we see are significantly larger

than 10% typically, we can relax the P03 criterion somewhat. Reanalysing their

data, we set the coefficient on the left-hand side of Eqn. 4.12 to 0.33, which ensures

a converged value of the mean interior density at the 20% level. With this defini-

tion, our minimal convergence radius rc takes values between 4 kpc and 2.9 kpc

for halos with M200 ∼ 1011M� up to M200 ∼ 1014M�. Similarly, in the L025N0752

simulation our modified criterion gives rc ≈ 1.8 kpc. Note that despite adopting

a less conservative criterion than P03, the values of rc are always greater than the

Plummer equivalent softening length where the force law becomes Newtonian,

2.8ε = 1.96 kpc in the L100N1504 simulation and 0.98 kpc in L0025N0752 simula-

tion.

The validity of our adopted convergence criterion can be tested directly by com-

paring results from our simulations at two different resolutions. Specifically, we

compare our two simulations of (25 Mpc)3 volumes, L025N0752, and L025N0376

which has the same initial phases as L025N0752 but the resolution of the reference,

L100N1504, simulation. In the language of Schaye et al. (2015), this is a weak con-
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Figure 4.5: From left to right: the density, mass and circular velocity profiles of a stack of

the 44 relaxed halos of mass 1011M� at z = 0 that are present in both the L0025N0752 sim-

ulation (lines) and the L0025N0376 simulation (symbols). Profiles of total matter (green),

dark matter (black), gas (blue) and the stellar component (red) are shown for both reso-

lutions. The vertical dashed and dotted lines show the resolution limits, rc, derived from

our modified P03 criterion for the L0025N0376 and L0025N0752 simulations respectively;

data point are only shown at radii larger than the Plummer equivalent force softening. The

dark matter, total matter and stellar profiles are well converged even at radii smaller than

rc, indicating that this convergence cirterion is very conservative when relaxed halos in a

narrow mass range are averaged together. Convergence is much poorer for the subdomi-

nant gas distribution at large radii.



4. Baryon effects on the internal structure of ΛCDM halos 98

vergence test since the parameters of the subgrid models have been recalibrated

when increasing the resolution.

Fig. 4.5 shows the stacked profiles of the 44 relaxed halos of mass 1011M�

present in both the L025N0376 and L025N0752 simulations. This mass bin contains

enough halos for the stacks not to be dominated by Poisson noise and the halos are

large enough to contain more than 5000 particles in the lower resolution simula-

tion. The three panels show density, contained mass and circular velocity profiles

respectively, using symbols for the default resolution and lines for the higher reso-

lution simulation. As may be seen, the stacked dark matter and total matter profiles

are very well converged over most of the radial range, both in terms of the inte-

gral quantities, M(r) and Vc(r), and in terms of the differential quantity, ρ(r). The

dashed and dotted vertical lines show the convergence radius, rc, for the default

and high resolution simulations respectively, computed following the procedure

described above.

The dark matter and total matter profiles converge well down to much smaller

radii than rc implying that this limit is very conservative. This is a consequence of

comparing stacked rather than individual halos since the stacks tend to average de-

viations arising from the additional mass scales represented in the high resolution

simulation. We conclude from this analysis that the total matter and dark matter

profiles of stacked halos are well converged in our simulations and that we can

draw robust conclusions about their properties for r > rc in both the L100N1504

and L0025N0752 simulations.

The gas profiles in these simulations display a much poorer level of conver-

gence. The disagreement between the two simulations increases at radii larger

than r > rc. However, since the mass in gas is negligible at all radii and at all

halo masses, the poor convergence of the gas profiles does not affect our conclu-

sions regarding the dark and total matter profiles. We defer the question of the

convergence of gaseous profiles to future studies and simulations.
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4.4.2 Stacked halo density and cumulative mass of relaxed halos

Having established a robust convergence criterion for stacked halos we now anal-

yse their profiles extracting halos of mass M200 ≥ 1011M� from the L100N1504

simulation and halos of mass 1010M� ≤ M200 ≤ 1011M� from the L0025N0376 sim-

ulation.

Fig. 4.6 shows the stacked profiles for five different halo mass bins. The left-

hand column shows that the DM is the dominant component of the density of

halos of all masses outside about one percent of R200. Inside this radius the stellar

component begins to contribute and even dominate in the case of halos with mass

& 1012M�. Considering only the baryonic matter, the inner radii are dominated

by stars, but gas dominates outside of ∼ 0.1R200, as we already saw in Fig. 4.3. In

halos of Milky Way size (M200 ∼ 1012M�) the density profile of the gas is roughly

isothermal with ρ(r) ∝ r−2. The stars exhibit a steep profile, ρ(r) ∝ r−3 − r−4,

in the region where this is resolved (r > rc). The resolution of our simulations is

not sufficient to enable the discussion of the stellar profile in the central part of the

galaxies, within ∼ 3 kpc of the centre of potential.

The shape of the dark matter profiles in the EAGLE simulation are typically very

close to those obtained in the DMO simulation. The profiles depart from the DMO

shape in halos with M200 & 1012M�, where the slope in the inner regions (below

0.1R200) is slightly steeper. This indicates that some contraction of the dark matter

has taken place, presumably induced by the presence of baryons in the central

region.

The total density profiles of the EAGLE halos also closely resemble those of the

DMO simulation. This follows because the DM dominates over the baryons at al-

most all radii. In halos with a significant stellar fraction, the total profile is domi-

nated by the stars within∼ 0.01R200. This creates a total inner profile that is steeper

than in the DMO simulations. The stellar contribution is dominant only in the first

few kiloparsecs almost independently of the halo mass. Given that DMO halos have

profiles similar to an NFW profile, this implies that the total profile will be closer

to an NFW for more massive halos because the stars will only be important inside
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Figure 4.6: From left to right: the density, mass and circular velocity profiles for stacks

of relaxed halos in different mass bins at z = 0. From top to bottom: bins centred on

M200 ≈ 1010M�, 1011M�, 1012M�, 1013M� and 1014M�. Profiles of the total matter (green

diamonds), dark matter (black squares), gas (blue circles) and stellar component (red stars)

are shown for the halos extracted from the EAGLE simulation.
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Figure 4.6: (continued) Profiles extracted from halos of similar mass in the DMO simulation

are shown with a magenta solid line on all panels. The RMS scatter of the total profile is

shown as a green shaded region. The vertical dashed line shows the (conservative) reso-

lution limit, rc, introduced in the previous subsection; data are only shown at radii larger

than the force softening. The number of halos in each mass bin is indicated in the mid-

dle panel of each row. The density profiles have been multiplied by r2 and normalized to

reduce the dynamic range of the plot and to enable easier comparisons between different

halo masses. Note that following the analysis of Section 4.3.1, matched halos are not guar-

anteed to fall into the same mass bin. The oscillations seen in the profiles of the two highest

mass bins, which have only a few examples, are due to the object-to-object scatter and the

presence of substructures.
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a smaller fraction of the virial radius. This is most clearly seen in the 1014M� halo

where the profile is dominated by the DM and follows the NFW form down to

0.01R200. Similarly, in the smallest halos, M200 ≈ 1010M�, the baryon content is so

low that the total matter profile behaves almost exactly like the dark matter profile

and is hence in very good agreement with dark matter-only simulations.

It is also interesting to note the absence in our simulations of DM cores of size

0.5 − 2 kpc such as have been seen in simulations with different subgrid models

(e.g. Navarro et al., 1996a; Read & Gilmore, 2005; Mashchenko et al., 2006; Pontzen

& Governato, 2012, 2014) even though such cores would have been resolved in our

simulations. As first shown by Navarro et al. (1996a), density cores can be gen-

erated by explosive events in the central regions of halos when gas has become

self-gravitating. Our simulations include violent feedback processes but these are

not strong enough to generate a core or even a systematic flattening of the inner

DM profile. We cannot, of course, rule out the possibility that the central profile

could be modified even with our assumed subgrid model in higher resolution sim-

ulations.

4.4.3 Halo circular velocities

The right-hand column of Fig. 4.6 shows the rotation curves. Those for Milky Way

mass halos display a flat profile at radii greater than 10 kpc as observed in our

galaxy and others (e.g. Reyes et al., 2011). The dominant contribution of the DM

is clearly seen here. The stellar component affects only the first few kiloparsecs of

the rotation curve. The rotation curves of halos with a significant (> 0.01) stellar

fraction (i.e. halos with M200 > 3 × 1011M�) have a higher amplitude than the

corresponding DMO stacked curves at small radii r . 10 kpc. The combination

of the stellar component and contraction of the inner dark matter halo leads to a

maximum rotation speed that is ≈ 30% higher in the EAGLE simulation compared

to that in DMO.

To assess whether the circular velocity profiles for the galaxies in the EAGLE sim-

ulation are realistic, we compare them to a sample of observed disc galaxies. We
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use the data from Reyes et al. (2011), who observed a sample of 189 spiral galaxies

and used Hα lines to measure the rotation curves. From their SDSS r−band mag-

nitudes and g − r colours, we derive the stellar masses of their galaxies using the

M∗/L scaling relation of Bell et al. (2003). We apply a −0.1 dex correction to adjust

these stellar mass estimates from their assumed ‘diet Salpeter’ IMF to our adopted

Chabrier (2003) IMF, and apply the extinction correction from Dutton et al. (2011)

to convert our masses to the MPA/JHU definitions (Bell et al., 2003) (See McCarthy

et al. (2012) for the details.).

In Fig. 4.7 we show the circular velocities of our sample of relaxed halos binned

by the stellar mass contained within an aperture of 30 kpc, as used by Schaye et al.

(2015) who already compared the predicted maximum circular velocities to obser-

vations. The simulated galaxies match the observations exceptionally well, both

in terms of the shape and the normalisation of the curves. For all mass bins up to

M∗ < 1011M�, the EAGLE galaxies lie well within the scatter in the data. Both the

shape and the amplitude of the rotation curves are reproduced in the simulation.

The scatter appears to be larger in the real than in the simulated population, partic-

ularly in the range 10.5 < log10M∗/M� < 10.75 (lower left panel), but the outliers

in the data might affected by systematic errors (Reyes et al., 2011) arising, for in-

stance, from the exact position of the slit used to measure spectral features or from

orientation uncertainties.

The rotation curves for the highest stellar mass bin in the simulation, M∗ >

1011M�, show a clear discrepancy with the data. Although the general shape of

the curves is still consistent, the normalisation is too high. Part of this discrepancy

might be due to the selection of objects entering into this mass bin. The data refer

to spiral galaxies, whereas no selection besides stellar mass has been applied to the

sample of simulated halos. This highest mass bin is dominated by elliptical objects

in EAGLE. Selecting spiral-like objects (in a larger simulation) may well change the

results at these high stellar masses. A more careful measurement of the rotation

velocities in the simulations in a way that is closer to observational estimates (e.g.

by performing mock observations of stellar emission lines) might also reduce the
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Figure 4.7: Simulated circular velocity curves and observed spiral galaxy rotation curves

in different stellar mass bins. The green diamonds with error bars correspond to the total

circular velocity and the RMS scatter around the mean. The black squares, red stars and blue

circles represent the mean contributions of dark matter, star and gas particles respectively.

The dashed vertical line is the conservative resolution limit, rc. The background brown

curves are the best-fit Hα rotation curves extracted from Reyes et al. (2011). We plot their

data up to their i−band measured isophotal R80 radii.
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discrepancies. We defer this, more careful, comparison to future work.

At all masses beyond the convergence radius the dominant contribution to the

rotation curve comes from the dark matter. For the highest mass bins the stellar

contribution is very important near the centre and this is crucial in making the

galaxy rotation curves relatively flat. As already seen in the previous figure, the

contribution of gas is negligible.

4.4.4 An empirical universal density profile

It is well known that the density profiles of relaxed halos extracted from dark mat-

ter only simulations are well fit by the NFW profile (Eqn. 4.1) at all redshifts down

to a few percent of the virial radius (Navarro et al., 1997; Bullock et al., 2001; Eke

et al., 2001; Navarro et al., 2004; Shaw et al., 2006; Macciò et al., 2007; Neto et al.,

2007; Duffy et al., 2008; Ludlow et al., 2013; Dutton & Macciò, 2014). The total mat-

ter profiles shown in Fig. 4.6 for the EAGLE simulation follow the NFW prediction

in the outer parts, but the inner profile is significantly steeper than the NFW form,

which has an inner slope (ρ(r → 0) = r−η with η ≈ 1). The deviations from an

NFW profile can be quite large on small scales.

To show this, we fit the total mass profiles using the fitting procedure defined

by Neto et al. (2007). We fit an NFW profile to the stacked profiles over the radial

range [0.05, 1]Rvir, shown respectively as blue dashed curves and filled circles in

Fig. 4.8. This choice of minimum radius is larger than the conservative convergence

radius given by version of the Power et al. (2003) criterion that we adopted in the

previous section. As described in Section 4.4.2, the bins are spherical and spaced

logarithmically in radius.

The Neto et al. (2007) fit is performed by minimizing a χ2 expression with two

free parameters, rs and δc, characterising the NFW profile, over a set of Nb(= 17)

radial bins. We use the Levenberg & Marquart method to minimize the RMS devi-

ation, σfit, between the binned logarithmic densities ρi and the NFW profile ρNFW:

σ2
fit =

1

Nb − 1

Nb∑

i=1

(log10 ρi − log10 ρNFW(δc, rs))
2 . (4.13)
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Note that the bins are weighted equally.

The best-fit profile for each stacked halo mass bin is shown in Fig. 4.8 as a blue

dashed line. The NFW profile is a very good fit to the filled circles, confirming that

the outer parts of the halos are well described by this profile within R200. However,

the NFW profile is clearly a poor fit at small radii (r . 0.05Rvir) for halos with a

significant stellar mass, i.e. for halos above∼ 3×1011M�, as expected from Fig. 4.6,

due to the increased contribution of the stars and the subsequent contraction of

the DM profile. For halo masses above 1012M�, the discrepancy between the NFW

prediction and the actual total mass density profile reaches factors of two close to

the resolution limit .

When multiplied by r2, the NFW profile reaches a maximum at r = rs. For

M200 > 3 × 1011M� the profiles do not display a single sharp maximum but rather

a broad range of radii at almost constant r2ρ(r), i.e. a quasi isothermal profile. For

M200 & 3 × 1013M�, the difference is even more striking as a second maximum

appears at small radii. We will explore alternative fitting formula in what follows,

but it is clear that a fitting formula describing the most massive halos will require

several parameters to work well.

In their detailed study, Navarro et al. (2004) explored the use of a more general

class of profiles, where the slope varies with radius as a power law. This alternative

profile was originally introduced by Einasto (1965) to model old stellar populations

in the Milky Way, and so Navarro et al. (2004) called it the “Einasto profile”:

ρ(r) = ρ−2 exp

[
− 2

α

((
r

r−2

)α
− 1

)]
, (4.14)

which can be rewritten as

d ln ρ(r)

d ln r
= −2

(
r

r−2

)α
, (4.15)

to highlight that the slope is a power-law of radius. Navarro et al. (2004) showed

that halos in DMO simulations are typically better fit by the Einasto profile and

that the value of the power law parameter, α ≈ 0.17, can be used across the whole

simulated halo mass range. This was confirmed by Gao et al. (2008) and Duffy
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Figure 4.8: Stacked density profiles of the total mass normalized by the averageR200 radius

and scaled by r2 for halos of different masses. The filled circles are the data points used to

fit an NFW profile following Neto et al. (2007), i.e. radial bins above data points below it are

shown using fainter symbols. The blue dashed lines correspond to the NFW fit to the filled

circles, while the brown lines correspond to an Einasto profile fit to all radial bins down

to the convergence radius, rc. The red solid line is the best-fit profile given by Eqn. 4.16,

which includes an NFW contribution for the outer parts of the halos and an additional

contribution around the centre to model the baryons. The best-fitting parameters for each

mass bins are given in Table 4.2.
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et al. (2008) who found a weak dependence of α on the peak-height parameter.

Gao et al. (2008) demonstrated that the Einasto profile is more robust to choices of

the minimal converged radius, rc, improving the quality of the fit.

In the case of our sample of halos, the additional freedom to change the slope

of the power law describing the density profile helps improve the fit. We use the

same procedure as in the NFW case to find the best-fitting parameters (r−2, ρ−2, α)

but instead of using only the radial bins with r > 0.05Rvir, we use all bins with

r > rc. The number of bins used is now a function of the halo mass. The resulting

best-fit profiles are displayed in Fig. 4.8 as solid yellow lines. The fits are slightly

better than in the NFW case simply because the rolling power law allows for a

wider peak in r2ρ(r), but the Einasto profile is clearly unable to capture the complex

behaviour seen in the profiles of the highest mass bins. The better fit quality is only

incidental. Furthermore, if we had used the full range of radial bins for the NFW

fitting procedure, we would have obtained similar fits as the two functions are very

similar. Similarly, restricting the Einasto fit to the bins with r > 0.05Rvir yields a

best fit profile (and σfit) almost identical to the NFW ones shown by the dashed

blue lines.

Clearly, in the presence of baryons, neither the NFW nor the Einasto profile

faithfully represents the inner matter density profile. As Fig. 4.6 showed, the inner

profile is shaped by both a substantial stellar contribution and the contraction of

the dark matter associated with the elevated baryon fraction towards the centre.

We find that the total profile can be fit everywhere by the following formula:

ρ(r)

ρcr

=
δc

(r/rs) (1 + r/rs)
2 +

δi

(r/ri)
(
1 + (r/ri)

2) . (4.16)

The first term is the NFW profile, which we have shown gives a good fit to the

outer, DM-dominated profile. The second term is NFW-like in that is shares the

same asymptotic behaviour at small and large radii and has a slope of -2 at its scale

radius, r = ri. We have found by trial and error that its sharper transition relative to

the NFW profile between the asymptotic slope regimes of -1 and -3, which causes

it to rise a factor of two above a corresponding NFW profile that shares the same
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scale radius and asymptotic behaviour at small and large radii, make it particularly

suitable for describing the deviations in the density profiles above an NFW profile

seen in the central regions of the EAGLE halos.

We fit this profile using all the radial bins down to our resolution limit, rc. We

rewrite expression (4.13) using our new profile and minimize σfit leaving the four

parameters (rs, δc, ri, δi) free. The resulting fits are displayed in Fig. 4.8 as red solid

lines. The values of the best-fitting parameters are given in Table 4.2. The fit is

clearly of a much better quality than the NFW and Einasto formulas for the same

set of radial bins.

For the lowest mass halos (M200 < 6×1010M�), this new profile does not provide

a better σfit than a standard NFW profile does. This is expected since the baryons

have had little impact on their inner structure. The values of ri and δi are, hence,

not constrained by the fits. For these low mass stacks, we only provide the best-

fitting NFW parameters in Table 4.2 instead of the parameters of our alternative

profile.

The different features of the simulated halos are well captured by the additional

component of our profile. We will demonstrate in the next sections that the addi-

tional degrees of freedom can be recast as physically meaningful quantities and

that these are closely correlated with the halo mass. As in the case of the NFW pro-

file, this implies that this new profile is effectively a one parameter fit, where the

values of all the four parameters depend solely on the mass of the halo. It is worth

mentioning that this profile also reproduces the trends in the radial bins below the

resolution limit rc.

For completeness, we give the analytic expressions for both the enclosed mass,

M(r < R), and the gravitational potential, Φ(r), for the empirical profile of Eqn. 4.16,

M(r < R) = 2πρcr

(
2δcr

3
s

[
ln

(
1 +

R

rs

)
− R

R + rs

]

+δir
3
i ln

(
1 +

R2

r2
i

))
, (4.17)
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Table 4.2: Best-fit parameters for the profile (Eqn. 4.16) for each stack of relaxed

halos as plotted in Fig. 4.8. The tabulated values correspond to the black circles

plotted in Figs. 4.13, 4.14 and 4.15. The first column gives the centre of the mass

bin used for each stack and the last column the number of halos in each of the

stacks. The concentration, c200, and inner profile mass, Mi, are defined, respec-

tively, by Eqns. 4.19 and 4.21. For the halo stacks in the lowest mass bins, the

profile 4.16 does not provide a better fit than a standard NFW. We hence only

give the best-fitting parameters to the NFW fit.

M200 [M�] R200 [kpc] rs [kpc] c200 [−] δc [−] ri [kpc] δi [−] Mi [M�] Nhalo

1× 1010 45.4 4.2 10.7 5.2× 104 – – – 362

1.6× 1010 52.8 4.8 11.0 5.5× 104 – – – 231

2.5× 1010 61.4 5.7 10.7 5.2× 104 – – – 153

4× 1010 70.8 6.7 10.5 5× 104 – – – 96

6.3× 1010 83.5 9.8 8.5 2.7× 104 2.01 1.25× 105 5.66× 108 96

1× 1011 97.4 11.7 8.3 2.5× 104 2.23 1.53× 105 9.44× 108 2412

1.6× 1011 113.7 14.1 8.0 2.3× 104 2.38 2.12× 105 1.58× 109 1657

2.5× 1011 132.6 17.2 7.7 2.1× 104 2.59 2.85× 105 2.74× 109 1119

4× 1011 154.3 20.6 7.5 1.9× 104 2.56 4.75× 105 4.45× 109 681

6.3× 1011 180.3 25.7 7.0 1.6× 104 2.61 7.28× 105 7.17× 109 457

1× 1012 208.8 31.7 6.6 1.4× 104 2.78 9.22× 105 1.1× 1010 282

1.6× 1012 244.7 38.3 6.4 1.3× 104 2.89 1.18× 106 1.58× 1010 180

2.5× 1012 286.3 44.3 6.5 1.4× 104 2.73 1.72× 106 1.94× 1010 126

4× 1012 332.4 54.2 6.1 1.3× 104 2.65 2.17× 106 2.23× 1010 83

6.3× 1012 386.6 68.6 5.6 1.1× 104 2.55 2.85× 106 2.63× 1010 60

1× 1013 455.2 73.0 6.2 1.4× 104 2.26 4.2× 106 2.7× 1010 29

1.6× 1013 534.3 95.3 5.6 1.1× 104 2.82 3.16× 106 3.95× 1010 27

2.5× 1013 631.4 130.0 4.9 7.7× 103 2.13 6.81× 106 3.65× 1010 5

4× 1013 698.9 124.6 5.6 1.1× 104 2.81 4.32× 106 5.31× 1010 8

6.3× 1013 838.1 141.7 5.9 1.2× 104 2.73 5.23× 106 5.87× 1010 4

1× 1014 964.7 188.1 5.1 8.9× 103 0.909 1.05× 108 4.38× 1010 1
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and

Φ(r) = −4πGρcr

(
δcr

3
s

r
ln

(
1 +

r

rs

)
(4.18)

+δir
2
i

[
π

2
− arctan

(
r

ri

)
+
ri

2r
ln

(
1 +

r2

r2
i

)])
.

The expressions for an NFW profile are recovered by setting δi = 0.

Finally, we stress that while this function provides an excellent fit to the results

over the range of applicability the second term should not be interpreted as a de-

scription of the stellar profile. Rather, the second term models a combination of the

effect of all components, including the contraction of the dark matter, and is only

valid above our resolution limit which is well outside the stellar half-mass radius.

Higher-resolution simulations, with improved subgrid models, would be needed

to model accurately the stars and gas in these very inner regions.

4.4.5 Dark matter density profile

It is interesting to see whether the radial distribution of dark matter is different in

the DMO and EAGLE simulations. In this subsection we look at the density pro-

files of just the DM in both the DMO and EAGLE simulations. In Fig. 4.9 we show

the profiles of the stacked halos extracted from the DMO simulation for different

halo mass bins. The dark matter outside 0.05Rvir is well fit by the NFW profile, in

agreement with previous work. The yellow curves show the best fit Einasto profile,

and in agreement with many authors (Navarro et al., 2004; Gao et al., 2008; Dutton

& Macciò, 2014) we find that the Einasto fit, with one extra parameter, provides a

significantly better fit to the inner profile.

We show the stacked DM density profiles for the EAGLE simulation in Fig. 4.10

together with NFW and Einasto fits to the density at 0.05 ≤ r/Rvir ≤ 1. For the

radii beyond 0.05Rvir the NFW profile provides a good fit. The Einasto profile

fits are better in the inner regions, but for the middle two mass bins (1012M� and

1013M�), the DM profile rises significantly above the Einasto fit. This rise coincides

with a more pronounced feature in the total mass profile. The peak of the central
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Figure 4.9: Stacked density profiles of the DMO halos normalized by the average R200 ra-

dius and scaled by r2 for a selection of masses. The filled circles are the data points used

to fit an NFW profile following Neto et al. (2007). The vertical line shows the resolution

limit. Data points are only shown at radii larger than the Plummer-equivalent softening

(2.8ε = 0.7 kpc). The blue dashed and solid brown lines correspond, respectively, to the

best-fit NFW and Einasto profiles to the filled circles. Only one halo contributes to the right

hand panel.
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Figure 4.10: Stacked density profiles of the dark matter component of the EAGLE halos nor-

malized by the average R200 radius and scaled by r2 for a selection of halo masses. The

green dash dotted line represents the total mass profile (from Fig. 4.8. The vertical line

shows the resolution limit. Data points are only shown at radii larger than the Plummer-

equivalent softening (2.8ε = 0.7 kpc). The blue dashed lines and solid brown lines corre-

spond, respectively, to the best-fit NFW and Einasto profiles to the filled circles.
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stellar mass fraction occurs at this same halo mass scale, as shown in Fig. 4.4.

We conclude that the DM components of our simulated halos in both the DMO

and EAGLE simulations are well described by an NFW profile for radii [0.05R200 −
R200]. For the DMO simulation an Einasto profile provides a better fit than an NFW

profile at smaller radii. However, for the EAGLE simulation neither an NFW nor

the Einasto profile provide a particularly good fit inside 0.05Rvir for halos in the

1012M� and 1013M� mass bins, where the contribution of stars to the inner profile

is maximum. For less massive and more massive halos than this both functions

give acceptable fits.

In their detailed study of ten simulated galaxies from the MaGICC project (Stin-

son et al., 2013), Di Cintio et al. (2014) fitted (α, β, γ)-profiles (Jaffe, 1983) to the DM

profiles of haloes in the mass range 1010M� ≤ Mvir ≤ 1012M� and studied the de-

pendence of the parameters on the stellar fraction. We leave the study of the DM

profiles in the EAGLE halos to future work but we note that although in the small

halo regime, M200 ≤ 1012M�, an (α, β, γ)-profile may be a good fit, the profiles

of our most massive halos, M200 ≥ 1013M�, show varying slopes down to small

radii, r ≤ 0.05Rvir, and are unlikely to be well fit by such a function as was already

suggested by Di Cintio et al. (2014).

4.4.6 Halo concentrations

The concentration of a halo, cX, is conventionally defined by the ratio, cX = RX/rconc,

where RX is the radius within which mean internal density is Xρcr, and rconc is

the radius at which the spherically averaged density profile (assumed monotonic)

obeys
d ln ρ(r)

d ln r
= −2. (4.19)

For an NFW profile, rconc = rs, while for an Einasto profile rconc = r−2. We set

X = 200.

Previous work (Navarro et al., 1997; Avila-Reese et al., 1999; Jing, 2000; Bullock

et al., 2001; Eke et al., 2001; Zhao et al., 2003; Neto et al., 2007; Macciò et al., 2007;
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Duffy et al., 2008; Gao et al., 2008; Dutton & Macciò, 2014) has shown that the

concentration and the mass of relaxed halos are anticorrelated (at z = 0), and follow

a power law of the form

c200 = A

(
M200

1014h−1M�

)B
, (4.20)

where A ≈ 5 and B ≈ −0.1. The best-fit values of these parameters are sensitive

to the cosmological parameters, particularly to the values of σ8 and Ωm (e.g. Duffy

et al., 2008; Dutton & Macciò, 2014). The value of c200 at redshift zero is linked to the

background density of the Universe at the time of formation of the halo (Navarro

et al., 1997; Ludlow et al., 2013) which is affected by σ8 and Ωm. Higher values of

these parameters lead to earlier halo formation times at a given mass and therefore

higher concentrations. The concentrations of individual halos of a given mass scat-

ter about the median value with an approximately log-normal distribution (Jing,

2000; Neto et al., 2007). The amplitude of this scatter decreases with halo mass

(Neto et al., 2007).

While formally Eqn. 4.19 implicitly defines Rconc, it is impractical to apply a

differential measure of the density to determine the concentrations of individual

halos, even in simulations, because the density profiles are noisy and sensitive to

the presence of substructures. In practice, the concentration is determined by fit-

ting the spherically averaged density profile over a range of radii encompassing rs

with a model. This approach only works if the model provides a good description

of the true halo profile over the fitted range. We have shown in Section 4.4.4 that

the density profiles of halos in both the EAGLE and DMO simulations are well de-

scribed by an NFW profile over the range [0.05 − 1]Rvir, so we fit an NFW model

over this range.

Fig. 4.11 shows the NFW concentration of relaxed halos as a function of halo

mass for the DMO and EAGLE simulations. The top panel shows the DMO simula-

tion. The black line is the best fit power law of Eqn. 4.20 to the solid black circles

(corresponding to the stacks containing at least five halos) using Poissonian errors

for each bin. We have verified that fitting individual halos (faint green circles in
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Figure 4.11: Halo concentration, c200, as a function of mass M200. The top panel shows

the DMO simulation fit with the canonical NFW profile over the range [0.05 − 1]Rvir. The

middle panel shows the same fit applied to the total matter density profiles of the EAGLE

halos.
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Figure 4.11: (continued) The bottom panel shows the same fit to just the dark matter in the

EAGLE halos. The faint coloured points in each panel are the values for individual halos

and the black circles the values for the stacked profiles in each mass bin. Halos and stacks

with M200 < 6×1010M� are taken from the L0025N0752 simulation whilst the higher mass

objects have been extracted from the L100N1504 simulation. The solid black line is the

best-fit power law (Eqn. 4.20) to the solid black circles. The best-fit parameters are shown

in each panel. The best-fit power law to the DMO halos is repeated in the other panels as

a dashed line. The red dashed line on the first panel is the best-fit relation from Dutton &

Macciò (2014).
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Table 4.3: Best fitting parameters and their 1σ uncertainty for the mass-concentration rela-

tion (Eqn. 4.20) of the stacks of relaxed halos. The values correspond to those shown in the

legends in Fig. 4.11. From top to bottom: NFW fit to the DMO halos, NFW fit to the total

mass of the EAGLE halos, and NFW fit to the dark matter component of the EAGLE halos.

All profiles were fit over the radial range [0.05 − 1]Rvir. The uncertainties are taken to be

the diagonal elements of the covariance matrix of the least-squares fitting procedure.

Fit A B

c200,DMO 5.22± 0.10 −0.099± 0.003

c200,tot,NFW 5.283± 0.33 −0.087± 0.009

c200,DM,NFW 5.699± 0.24 −0.074± 0.006

the same figure) returns essentially the same values of A and B. Table 4.3 lists the

best-fitting values of these parameters. It is worth mentioning that the best-fitting

power laws fit the halo stacks in the simulations equally well.

The mass-concentration relation of Dutton & Macciò (2014) is shown as a red

dashed line in the top panel of Fig. 4.11. This fit is based on a series of DMO

cosmological simulations of a ΛCDM model very similar to ours with the cosmo-

logical parameters values taken from the Planck Collaboration et al. (2014) data.

Using several volumes at different resolutions, they were able to determine the

concentration-mass relation over the range 1010M� < M200 < 1.5×1015M� at z = 0.

Fitting an NFW model to estimate the concentration, as we do here, they obtained

c200 = 5.05

(
M200

1014h−1M�

)−0.101

,

which agrees well with our results.

Not unexpectedly, given the sensitivity of the concentration to changes in the

cosmological parameters, the values for the fit we obtain for the DMO simulation

are significantly different from those reported by Neto et al. (2007), Macciò et al.

(2007) and Duffy et al. (2008). Compared to the latter, the slope (B) is steeper and

the normalisation (A) is higher. This change can be attributed mainly to changes in
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Figure 4.12: Ratio of NFW scale radii, rs, in matched relaxed halos in the DMO and EAGLE

simulations. The black points are placed at the geometric mean of the ratios in each mass

bin.

the adopted cosmological parameters (σ8,Ωm) which were (0.796, 0, 258) in Duffy

et al. (2008) and (0.8288, 0.307) here.

The second panel of Fig. 4.11 shows the concentrations for the total matter den-

sity profiles of the EAGLE simulation obtained using the same fitting procedure.

The best-fitting parameters for the mass - concentration relation are given in the

second line of Table 4.3. Both the amplitude and slope are consistent with the val-

ues for the DMO simulation. As discussed in Section 4.3.1, matched halos in the

DMO and EAGLE simulations have, on average, a lower mass in the EAGLE sim-

ulation. For the smallest halos, the average ratio is as low as 0.72. Because of

this shift in mass, some difference in the concentration-mass relation might be ex-

pected between the two simulations but, since the value of the slope is small and

0.72−0.1 ' 1.04, the effect on the amplitude is also small. A consequence of the shift

in M200 is that the relative sizes of R200 for matched halos is REAGLE
200 /RDMO

200 ' 0.9.

In Fig. 4.12 we show that the mean ratio of rEAGLE
s /rDMO

s for matched relaxed halos

is also slightly below unity, so the net effect of those two shifts is that the concen-

trations are very similar in the two simulations.

Finally, the bottom panel of Fig. 4.11 shows the concentration of the DM only
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component of EAGLE halos. We fit an NFW profile in the same way as for the total

matter profiles in the panels above. As would be expected from the analysis of

Fig. 4.8 and the fact that the outer parts of the dark halos are well described by the

NFW profile, the same trend with mass can be seen as for the DMO simulation. The

best-fitting power law to the mass-concentration relation is given at the bottom of

Table 4.3. The values of the parameters are again close to the ones obtained for both

the EAGLE and the DMO simulations.

We stress that the agreement between the EAGLE and DMO simulations breaks

down if we include radii smaller than 0.05Rvir in the fit. Hence, the mass - con-

centration relation given for EAGLE in Table 4.3 should only be used to infer the

density profiles beyond 0.05Rvir.

4.4.7 Best-fit parameter values for the new density profile

We showed in Section 4.4.4 that the density profiles of halos in the EAGLE simu-

lation are not well fit by an NFW profile in the inner regions, and we proposed

Eqn. 4.16 as a new fitting formula for these profiles. This new profile has two

lengthscales, rs and ri, where the former describes the NFW-like outer parts of the

halo, and the latter the deviations from NFW in the inner regions. For lower-mass

halos these two lengths become similar, so both terms of the profile can contribute

significantly to the density at all radii. We can still define the concentration of

a halo in this model as R200/rs, but we would expect to obtain a different mass-

concentration relation from that for the dark matter-only case. Fig. 4.13 shows this

relation for relaxed EAGLE halos. The anticorrelation seen when fitting an NFW

profile is still present and we can use the same power-law formulation to describe

the mass-concentration relation of our halo stacks. The values of the best-fit param-

eters, given in the figure, differ significantly from those obtained using the NFW

fits listed in Table 4.3.

We now consider the two remaining parameters of the profile described by

Eqn. 4.16. The inner component is characterized by two quantities, a scale radius,

ri, and a density contrast, δi. We stress that this inner profile should not be inter-
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Figure 4.13: Halo concentration, c200, as a function of mass, M200, for the total matter den-

sity profiles of the EAGLE simulation using the fitting function of Eqn. 4.16 and the rs pa-

rameter to define the concentration, c200 = R200/rs. The colour points are for individual

halos and the black circles for the stacked profiles in each mass bin. The solid black line is

the best-fit power law (Eqn. 4.20) to the solid black circles. The best-fit values are given in

the legend at the top right. The dashed line shows the best fitting power law to the halos

extracted from the DMO simulation fitted using an NFW profile.
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preted as the true underlying model of the galaxy at the centre of the halo. It is

an empirical model that describes the deviation from NFW due to the presence of

stars and some contraction of the dark matter. The profiles have been fit using the

procedure described in Section 4.4.4 using all radial bins with r > rc.

The dependence of the ri scale radius on the halo mass is shown in Fig. 4.14.

The radius ri is roughly constant over the entire halo mass range in the simulation.

The scatter is large at all masses, but there is a weak trend with mass in the low-

mass regime. This regime is, however, difficult to study as may be seen in the first

few panels of Fig. 4.8: for the smallest halos, the effects due to baryons are small

and the profile is thus closer to NFW than for the higher-mass bins.

The empirical profile (Eqn. 4.16) tends towards an NFW profile as δi → 0 or

ri → 0. We find that, for the smallest halos, there is a degeneracy between these

two parameters and the values of ri and δi can be changed by an order of magnitude

(self-consistently) without yielding a significantly different σfit value. This is not a

failure of the method but rather a sign that the baryonic effects on the profile shape

become negligible for the lowest-mass haloes, at least for the range of radii resolved

in this chapter.

Rather than working with the δi and ri parameters, we can combine them into

a single parameter that reflects the additional mass contained in the central parts

of the halo above and above that from the NFW component. Integrating the inner

profile up to ri, we can obtain an estimate of this additional mass which we define

as:

Mi = (2π ln 2)ρcrr
3
i δi ≈ 4.355ρcrr

3
i δi. (4.21)

If ri were really constant, then Mi would simply be a proxy for δi.

The mass, Mi, is shown in Fig. 4.15 as a function of the halo mass, M200. The

black points corresponding to the stacked profiles lie in the middle of the relation

for individual halos. The mass,Mi, increases with halo mass. For halos withM200 .

1012M�, the fraction,Mi/M200, increases withM200 highlighting that the effect of the

baryons is more important for the bigger halos. This could have been expected by

a careful inspection of Fig. 4.4, which shows that the central stellar and baryonic
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Figure 4.14: The characteristic radius, ri, of the central component as function of halo mass

(Eqn. 4.16) for halos in the EAGLE simulation. The red squares correspond to all the ha-

los fitted individually and the overlaying black circles to the stacked halos in each mass

bin. Stacks containing less than three objects are shown as open circles. The minimum

Plummer-equivalent softening length (ε = 0.7 kpc) is indicated by the grey dashed line at

the bottom of the figure. The average value of the stacks with more than three objects is

indicated by a solid black line.
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Figure 4.15: The mass, Mi, defined in Eqn. 4.21, as a function of halo mass, M200. The red

squares correspond to the individual halos and the overlaying black circles to the stacked

profiles. The green solid line is the stellar mass - halo mass relation from the EAGLE simu-

lation (Schaye et al., 2015).
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fractions peak at M200 ≈ 1012M�. For larger halos, the M200-Mi relation flattens

reflecting the decrease in stellar fractions seen at the centre of the largest EAGLE

halos.

To confirm this conjecture, we plot the stellar mass - halo mass relation for the

EAGLE simulation as a solid green line in the same figure (Schaye et al., 2015)1.

Neglecting the two highest mass bins (open circles), the similarity between this

relation and our somewhat arbitrary definition of Mi seems to indicate that the

stellar mass of the halos is related to this parameter. The definition of the mass,

Mi, could also be modified to take into account other properties of the galaxy in

the halo. We could, for instance, include the galaxy size (half-stellar mass radius or

half-light radius, for example) instead of ri in the definition of Mi. It would then be

interesting to see how this newly defined mass correlates with the galaxy’s stellar

mass.

4.4.8 A non-parametric estimate of the concentration

The definition of concentration assumes that the halos are well fit by an NFW (or

other) profile. This is the case for our sample of halos down to radii ∼ 0.05Rvir, so

we can safely compute the concentration of these halos as rs > 0.05Rvir for almost

all cases of interest. It is nevertheless worthwhile measuring a proxy for the con-

centration which does not rely on a specific parametrization of the profile. This is

also more convenient for observational purposes, where a large range of radii are

not always available to perform a fit. A simpler estimator of the concentration can

then help constrain the models without making assumptions about the exact shape

of the profile. This is particularly true for X-ray observations because it is difficult

to detect X-ray emission all the way to the virial radius.

Such an estimator is given by the ratio of spherical over-density radiiR500/R2500

(e.g. Duffy et al., 2010). Both of these quantities can be obtained without assum-

ing anything about the slope and functional form of the matter density profile. We

show the value of this ratio as a function of the spherical enclosed mass, M500,

1Note that the EAGLE simulation reproduces abundance matching results (Schaye et al., 2015).
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Figure 4.16: The average ratio of the R500 and R2500 radii as a function of halo mass, M500,

for both the EAGLE (red squares) and DMO (green circles) simulations.The error bars rep-

resent the 1σ scatter in the population. To ease the reading of the plot, the points with

error bars have been artificially displaced by 0.02dex towards the left and right for the EA-

GLE and DMO results respectively. The black dashed line shows the expected relation for a

NFW profile with the concentration-mass relation determined for the EAGLE simulation in

Section 4.4.6.
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in Fig. 4.16. The EAGLE and DMO simulations show the same trends and the dif-

ferences between them are smaller than the scatter between individual halos. As

could already be seen from the profiles in Figs. 4.6 and 4.8, the effect of modelling

the baryons is concentrated at small radii, well within R2500.

4.4.9 Limitations of the subgrid model

The convergence test in subsection 4.4.1 demonstrated that the simulation results

of interest here are converged at radii, r > rc (given by a modified version of the

criterion proposed by Power et al. 2003) and that even at smaller radii the profiles

of stacked halos remain remarkably similar when the resolution is increased by

a factor of 8 in particle mass. A halo of mass M200 ≈ 1011M� is then resolved

with O(105) particles and its stellar disk with O(103) particles, which is enough to

sample star formation histories with good accuracy and obtain a realistic galaxy

population (Schaye et al., 2015; Furlong et al., 2015; Crain et al., 2015).

An interesting aspect of our simulations is that no halos (of any mass) develop

density cores in their central regions within the resolved radial range. By con-

trast, simulations of dwarf galaxies by a number of authors produce such cores

(see Pontzen & Governato, 2014, for a review). As shown by Navarro et al. (1996a),

a physical mechanism that can produce a flattening of the inner dark matter den-

sity profile is the sudden removal, in a starburst, of gas that had previously con-

tracted enough to become self-gravitating, dominate the central gravitational po-

tential and slowly drag dark matter in. The subsequent loss of binding energy from

the central regions by the removal of that gas on a timescale shorter than the local

dynamical time causes the dark matter to flow outwards resulting in a flattening

of the profile to a degree that depends on the size and mass of the self-gravitating

gas component. According to Pontzen & Governato (2014) a variant of this process

is responsible for the formation of cores in the dwarf galaxy simulations of Gov-

ernato et al. (2010) and related simulations (e.g. Brook et al., 2012; Di Cintio et al.,

2014).

An important aspect of the simulations by Governato et al. (2010) and subse-
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quent ones that also produced cores is that the assumed subgrid model adopts a

higher density threshold for star formation (10 − 100 mH · cm−3) than we have as-

sumed in EAGLE (a metallicity-dependent threshold with a value of 0.031mH ·cm−3

at solar metallicity that traces the density above which a cold, molecular gas phase

is expected to be present; see Schaye (2004); Schaye et al. (2015))2. Although even

the high value assumed by Governato et al. (2010) is many orders of magnitude

below the gas density in the star-forming cores of molecular clouds, it probably

allows a substantial amount of gas to dominate the potential in the central regions

prior to a starburst, as required for the Navarro et al. (1996a) mechanism to oper-

ate3.

It is not obvious a priori which, if any, of the subgrid models for star formation

used to date is more appropriate, but an important virtue of the EAGLE subgrid

model is that it leads to a population of galaxies with properties that agree well

with a large set of observations, from the regime of dwarf galaxies to the regime of

galaxy clusters (Schaye et al., 2015; Furlong et al., 2015; Crain et al., 2015; Sawala

et al., 2014a), chapter 5. None of the simulations that produce cores in the dark

matter has yet been able to demonstrate such success. Indeed, other large cosmo-

logical simulations with different subgrid models to EAGLE such as “Illustris” do

not appear to have produced density cores either Vogelsberger et al. (2014). In any

event, the case for the existence of cores in real galaxies is still a matter of lively

debate (e.g. Strigari et al., 2010, 2014, and references therein).

Finally, we stress that the conclusions in this chapter refer only to radii larger

than r > rc ≈ 1.8 kpc. Higher resolution simulations would be required to test

whether our subgrid model can generate density cores on smaller scales than those

resolved in the present work.

2A significant number of stars in EAGLE, however, form from gas at much higher densities that

the threshold; see Crain et al. (2015)
3It is unclear whether cold, dense star-forming clouds in a multiphase interstellar medium Mc-

Kee & Ostriker (1977) would contain enough mass to dominate the central potential of the halo.
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4.5 Conclusions

The aim of this chapter was to characterize the mass density profiles of dark mat-

ter halos in a cosmological ΛCDM simulation, which includes dark matter and

baryons, and in which the resulting galaxy population has realistic stellar masses

and sizes; we also quantified the differences with halos in a dark matter-only simu-

lation. We used the state-of-the-art EAGLE simulation from which we selected halos

above 109M� to study changes in the mass, and above 1011M� to study changes in

the internal structure. Our results can be summarized as follows:

1. The mass,M200, of halos is reduced by the inclusion of baryons and associated

energy feedback effects. At the low mass end, feedback from star formation

expels gas and this reduces the total mass, radius and growth factor of the

halo; the reduction in mass can be as large as 30% for halos with M200 .

1011M�. This reduction is progressively smaller for larger halos as the source

of feedback shifts from star formation to AGN. In the EAGLE simulation there

is virtually no effect for masses M200 & 1014M�, but the exact value of the

mass at which this happens could be larger if, as suggested by Schaye et al.

(2015), more effective AGN feedback is necessary than is present in EAGLE.

The reduction in mass can be described by the double-sigmoid function of

Eqn. 4.10, and the scatter around the mean by the formula of Eqn. 4.11.

2. The circular velocity curves of the EAGLE halos are in excellent agreement

with observational data for galaxies with stellar mass ranging from 109M� to

5 × 1011M� (corresponding to halo masses in the range 1011 . M200/M� .

1013).

3. The radial density profiles of EAGLE halos over the radial range [0.05Rvir, Rvir]

are very similar to the profiles of halos in dark matter-only simulations and

are well described by the NFW formula. Halo concentrations estimated by

fitting NFW profiles over this range are also very similar to the dark matter-

only case.
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4. The central regions of halos more massive than M200 & 1012M�, on the other

hand, are dominated by the stellar component. The presence of these baryons

causes a contraction of the halo, enhancing the density of dark matter in this

region. The variation in profile shape is greatest for halos in the mass range

M200 = 1012M� − 1013M� where the stellar mass fraction peaks (as does the

total baryonic mass fraction within 0.05Rvir

5. The radial density profiles of the EAGLE halos can therefore be well fit (over

the radial range resolved in the simulation) by the sum of an NFW profile,

which describes the outer, dark matter-dominated regions, and an NFW-like

profile with a sharper bend, which describes the combined effect of the pres-

ence of stars and the contraction of the dark matter halo (Eqn. 4.16). Of the

two additional parameters required in this fit, one, ri, is approximately con-

stant with halo mass, while the other one, the characteristic inner mass scale,

Mi, scales with halo mass in a similar way to the stellar mass of the central

galaxy.

The way in which galaxy formation affects the host halos is a problem that

can only be reliably addressed with simulations of the kind we have described

here. However, it is clear that the nature of these effects is sensitive to the way

in which the baryon physics are implemented, particularly to the subgrid mod-

els for feedback from star formation and AGN. The EAGLE simulations have the

great advantage that the subgrid models have been calibrated so that the simula-

tion reproduces the local galactic stellar mass function as well as the distribution

of galaxy sizes, and they also reproduce a wide variety of other observations. This

lends a certain degree of credibility to our results and it would be interesting to

compare them with other simulations that assume different subgrid models but

achieve similarly good matches to observables over a large range of halo masses.

A limited comparison of this kind is carried out in Appendix A.

The simulations investigated here do not have enough resolution to study dwarf

galaxies for which there is much discussion regarding the formation of central cores
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in the dark matter density distribution (for a review see Pontzen & Governato,

2014). However, the related high resolution simulations of the Local Group by

Sawala et al. (2015), which use essentially the same subgrid models as EAGLE, do

resolve dwarfs. The behaviour of these smaller halos simply continues to smaller

masses the trends seen here: the halos become increasingly dark matter-dominated

and remain well described by the NFW profile.





Chapter 5
The effect of baryons on

the inner density profiles

of rich clusters

5.1 Introduction

Simulations of structure formation in the cold dark matter (CDM) model predict

that relaxed dark matter (DM) halos of all masses should have nearly self-similar

spherically-averaged density profiles that are well described by a simple law with

a central cusp, ρ(r) ∝ r−1, and a steeper slope, ρ(r) ∝ r−3, at large radii (Navarro

et al., 1996b; Navarro et al., 1997). This Navarro-Frenk-White (NFW) profile pro-

vides a good approximation to halos in N -body simulations, in which the dark

matter is treated as a collisionless fluid. Very high-resolution simulations of this

kind have shown that the profiles are not always completely self-similar and that

the inner slope could be shallower than the asymptotic NFW value (Navarro et al.,

2004, 2010; Neto et al., 2007; Gao et al., 2008, 2012b; Dutton & Macciò, 2014). De-

spite these small variations, the form of the dark matter density profile is a robust

and testable prediction of the CDM paradigm.

In the real world sufficiently massive halos contain baryons whose evolution

might affect the density structure of the dark matter. Several processes have been

proposed that could modify the central density profile, flattening it (Navarro et al.,

1996a; Pontzen & Governato, 2012; Martizzi et al., 2012) steepening it (Blumenthal

et al., 1986; Gnedin et al., 2004) or leaving it broadly unchanged (Laporte & White,

2015). Understanding the impact of these competing effects requires cosmological

131
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hydrodynamical simulations (e.g. Duffy et al., 2010; Gnedin et al., 2011; Di Cintio

et al., 2014; Vogelsberger et al., 2014), but these are far more challenging than N -

body simulations and it is still unclear whether they can treat all the relevant scales

and processes sufficiently accurately.

If the effects of baryons can be reliably established, the density profiles of halos

could, in principle, reveal much about the nature of the dark matter. For example,

if the dark were self-interacting rather than effectively collisionless, with a suffi-

ciently large self-interaction cross-section, the inner halo density profile could be

shallower than the NFW form even in the absence of baryonic effects (e.g. Spergel

& Steinhardt, 2000; Vogelsberger et al., 2012; Rocha et al., 2013). Similarly, if dark

matter particles decay or annihilate, they could produce potentially detectable par-

ticles or radiation whose intensity depends sensitively on the inner density profile.

From the observational point of view, studies of the inner dark matter density

profiles have focussed on the two extremes of the halo mass distribution: dwarf

galaxies and galaxy clusters. Dwarf galaxies (e.g. Walker & Penarrubia, 2011) are

attractive because their very high mass-to-light ratios suggest that baryonic effects

may have been unimportant. However, degeneracies in the analysis of photomet-

ric and kinematic data have so far led to inconclusive results (e.g. Strigari et al.,

2010, 2014). Galaxy clusters are also attractive because baryons are relatively less

important in the central regions than in L∗ galaxies and their inner profiles can

be probed by strong and weak lensing, as well as by the stellar kinematics of the

central cluster galaxy.

Studies of the inner dark matter density structure in clusters have so far pro-

duced conflicting results. For example, Okabe et al. (2013) find that a sample of 50

clusters with good gravitational lensing data have density profiles that agree well

with the NFW form from the inner 100h−1 kpc to the virial radius. Using X-ray

observations, Pointecouteau et al. (2005), Vikhlinin et al. (2006) and Umetsu et al.

(2014) similarly find that the total matter profile follows closely an NFW profile at

r & 0.05R200 ≈ 10−20 kpc. On the other hand, combining strong and weak lensing

with stellar kinematics, Sand et al. (2004) and Newman et al. (2013a,b) find that the
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total central profile closely follows the NFW form but, once the contribution of the

stellar component has been subtracted, the inferred dark matter density profile is

significantly flatter than NFW.

Here we analyse a sample of massive clusters (M200 & 1014M�) from the “Evo-

lution and assembly of galaxies and their environment” (EAGLE) cosmological hy-

drodynamical simulation (Schaye et al., 2015). This is one of a new generation of

simulations which follow the evolution of relatively large volumes using the best

current understanding of the physical processes responsible for galaxy formation.

Since many of these processes cannot be resolved in these simulations, they are rep-

resented by ‘subgrid’ models which can be quite different in different simulations

(e.g. Schaye et al., 2010; Scannapieco et al., 2012; Okamoto et al., 2014; Vogelsberger

et al., 2014).

The EAGLE simulation is sufficiently realistic that it may be compared to a range

of observed galaxy properties at different cosmic epochs. The galaxy population

in the simulation shows broad agreement with basic properties such as the stellar

mass function and star formation history, colour, size and morphology distribu-

tions, as well as scaling relations between photometric and structural properties

(Schaye et al., 2015; Crain et al., 2015; Furlong et al., 2015; Trayford et al., 2015).

In this chapter we focus on the effects of baryonic processes on the central density

structure of the most massive galaxy clusters in the EAGLE simulation.

Our chapter is organized as follows: in Section 5.2, we briefly describe the EA-

GLE simulation; in Section 5.3, we measure the density profile of our simulated

clusters; in Section 5.4 we focus on the inner profile slope and compare to recent

observations; in Section 5.5 we carry out a more detailed comparison with the data

of Newman et al. (2013b). We summarize our results in Section 5.6. Throughout

this chapter, we assume values of the cosmological parameters inferred from the

Planck satellite data for a ΛCDM cosmology (Planck Collaboration et al., 2014), the

most relevant of which are: Hubble constant, H0 = 67.7 km s−1Mpc−1; baryon and

total matter densities in units of the critical density, Ωb = 0.0482 and Ωm = 0.307

respectively, and linear power spectrum normalization, σ8 = 0.829.
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5.2 The EAGLE simulations

The EAGLE set consists of a series of cosmological simulations with state-of-the-art

treatments of smoothed particle hydrodynamics and subgrid models. The simu-

lations reproduce the stellar mass function and other observed properties of the

galaxy population at z = 0, and produce a reasonable evolution of the main ob-

served galaxy properties over cosmic time (Schaye et al., 2015; Crain et al., 2015;

Furlong et al., 2015).

In brief, the largest EAGLE simulation follows 15043 ≈ 3.4 × 109 dark matter

particles and the same number of gas particles in a 1003 Mpc3 cubic volume1 from

ΛCDM initial conditions generated using 2nd order Lagrangian perturbation the-

ory (Jenkins, 2010) with the linear phases taken from the public multiscale Gaus-

sian white noise field, PANPHASIA (Jenkins, 2013). The mass of a dark matter

particle is 9.7 × 106M� and the initial mass of a gas particle is 1.8 × 106M�. The

gravitational softening length is 700 pc (Plummer equivalent). The simulation was

performed with a heavily modified version of the GADGET-3 code last described by

Springel (2005), using a pressure-entropy formulation of SPH (Hopkins, 2013) and

new prescriptions for viscosity and thermal diffusion (Dalla Vecchia (in prep.), see

also chapter 3) and time stepping (Durier & Dalla Vecchia, 2012). We now summa-

rize the subgrid model.

5.2.1 Baryon physics

The subgrid model is an improved version of that used in the GIMIC and OWLS

simulations (Crain et al., 2009; Schaye et al., 2010). Star formation is implemented

using a pressure-dependent prescription that reproduces the observed Kennicutt-

Schmidt star formation law (Schaye & Dalla Vecchia, 2008) and uses a threshold

that captures the metallicity dependence of the transition from the warm, atomic

1Note that the units do not have factors of h.
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to the cold, molecular gas phase (Schaye, 2004). Star particles are treated as single

stellar populations with a Chabrier (2003) IMF evolving along the tracks provided

by Portinari et al. (1998). Metals from AGB stars and supernovae (SNe) are injected

into the interstellar medium (ISM) following the prescriptions of Wiersma et al.

(2009b) and stellar feedback is implemented by injecting thermal energy into the

gas as described in Dalla Vecchia & Schaye (2012). The amount of energy injected

into the ISM by SNe is assumed to depend on the local gas metallicity and density

in an attempt to take into account the unresolved structure of the ISM (Schaye

et al., 2015). Supermassive black hole seeds are injected in halos above 1010h−1M�

and grow through mergers and accretion of low angular momentum gas (Rosas-

Guevara et al., 2015; Schaye et al., 2015). AGN feedback is modelled by the injection

of thermal energy into the gas surrounding the black hole (Booth & Schaye, 2009;

Dalla Vecchia & Schaye, 2012).

The subgrid model was calibrated (mostly by adjusting the intensity of stellar

feedback and the accretion rate onto black holes) so as to reproduce the present day

stellar mass function and galaxy sizes (Crain et al., 2015). The cooling of gas and

the interaction with the background radiation is implemented following Wiersma

et al. (2009a) who tabulate cooling and photoheating rates element-by-element in

the presence of UV and X-ray backgrounds (Haardt & Madau, 2001).

Halos were identified using the Friends-of-Friends (FoF) algorithm (Davis et al.,

1985) and bound structures within them were then identified using the SUBFIND

code (Springel et al., 2001; Dolag et al., 2009). A sphere centred at the minimum

of the gravitational potential of each subhalo is grown until the mass contained

within a given radius, R200, reaches M200 = 200 (4πρcr(z)R3
200/3), where ρcr(z) =

3H(z)2/8πG is the critical density at the redshift of interest.

5.2.2 Photometry

The luminosity and surface brightness of galaxies in the simulation are computed

on a particle-by-particle basis as described by Trayford et al. (2015). The basic pre-

scription for deriving the photometric attributes of each star particle is as follows.
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Each star particle is treated as a single stellar population (SSP) of the appropriate

age and metallicity as given by the simulation. The Bruzual & Charlot (2003, BC03)

population synthesis model (assuming a Chabrier (2003) IMF for consistency with

the simulation) gives the integrated spectrum of a SSP on a grid of age and metal-

licity. Using bilinear interpolation we estimate the radiated power in a particular

band by integrating the spectrum through a filter transmission curve. (Before as-

signing broad-band luminosities, the metallicities are renormalised so that solar

metallicity (Z� = 0.012) is consistent with the older solar value assumed by BC03

(Z� = 0.02)).

Because of the limited resolution of the simulation, a star particle represents a

relatively large stellar mass. To mitigate discreteness effects, in each star formation

event star particles with stellar ages< 100 Myr are resampled from their progenitor

gas particles and the currently star-forming gas in the subhalo in which the particle

resides. Such resampling improves the match to the observed bimodality in galaxy

colour-magnitude diagrams (Trayford et al., 2015). However, this treatment has

very little impact on the properties of the brightest cluster galaxies (BCG) of interest

here as their current star formation rates are negligible.

A modified Charlot & Fall (2000) dust model is used to attenuate the light emit-

ted by star particles. The extinction is computed using a constant ISM optical depth

and a transient molecular cloud component that disperses after 10 Myr. We mod-

ified the model so that these values scale proportionally with galaxy metallicity

according to the observed mass-metallicity relation of Tremonti et al. (2004). The

resulting galaxy population gives a very good match to the observed luminosity

function in various commonly used broad bands (Trayford et al., 2015).

5.3 The mass density profile of clusters

Our cluster sample consists of the six EAGLE halos of mass M200 > 1014M� (see

Table 5.1), which we label Clusters 1 to 6. These clusters have moderate sphericity

and would likely be considered relaxed in observational studies even if some of
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Table 5.1: Properties of the six simulated clusters studied in this chapter. The stellar mass is

measured within a 30 kpc spherical aperture. The baryon and stellar fractions are measured

withinR200 and are given in units of the universal baryon fraction, funiv
b = Ωb/Ωm = 0.157.

Halo M200 R200 M∗ fb/f
univ
b f∗/f

univ
b

[M�] [kpc] [M�]

1 1.9× 1014 1206 4.2× 1011 0.99 0.07

2 3.7× 1014 1518 3.5× 1011 0.94 0.08

3 3.0× 1014 1411 2.9× 1011 0.95 0.08

4 3.1× 1014 1422 4.5× 1011 0.97 0.07

5 2.0× 1014 1225 2.0× 1011 0.92 0.08

6 2.0× 1014 1229 3.7× 1011 0.93 0.08

them fail the strict relaxation criteria used in simulations (Neto et al., 2007). The

stellar mass function of our cluster galaxies (including the BCG) provides a good

match to observations (not shown here). Similarly, the sizes of cluster galaxies

are in good agreement with observations. Thus, in many respects, the EAGLE rich

cluster sample is quite realistic. It is worth mentioning that Schaye et al. (2015)

showed that the gas fractions within R500 of the clusters in our sample may be too

high when compared to observations. However, this small disagreement does not

affect the results of this chapter where we focus on the very centres of the halos

(r . 20 kpc) where the mass of gas is very small (see Fig. 5.2).

The main properties of our rich cluster sample are listed in Table 5.1. As shown

by Schaye et al. (2015), the galaxy stellar masses are in good agreement with abun-

dance matching relations (Moster et al., 2013). At the same time, the overall gas

fractions within R200 are close to the cosmic mean, funiv
b = Ωb/Ωm, as observed

(Vikhlinin et al., 2006): the AGN feedback model has succeeded in suppressing

star formation in the BCG without removing excessive amounts of gas from the

halos.

A surface brightness map of Cluster 1 is shown in Fig. 5.1. The map is centred
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Figure 5.1: Surface brightness map of Cluster 1, using the SDSS ugr filter system. The

map is 500 kpc on a side and has resolution of 1 kpc. The central galaxy is easily visible

and appears slightly elongated in projection. Satellite galaxies are also visible and cluster

around the BCG.
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on the centre of potential of the halo and shows a 500 kpc × 500 kpc area of sky.

Photometry for the model galaxies in the u, g and r-band SDSS filters (Doi et al.,

2010) was obtained as described in Section 5.2.2. The surface brightness is then

used to construct fake colour mock images following the method of Lupton et al.

(2004). As can be seen, the central part of the halo seems spherical. The central

galaxy is slightly prolate and the central satellite galaxies cluster around it roughly

isotropically.

5.3.1 The mass density profiles of simulated halos

To study the density profiles of the EAGLE clusters, we bin the particles in logarith-

mically spaced radial bins centred on the minimum of the gravitational potential.

We measure the dark matter, gas and stellar components separately and then sum

all contributions to obtain the total mass profile. The result is shown in Fig. 5.2,

where the six panels correspond to the six clusters of Table 5.1. In each panel, the

green diamonds, black squares, red stars and blue circles represent the total mass,

dark matter, stellar component and gas, respectively. The mass of each halo is indi-

cated at the top of each panel. The dashed vertical lines show the radius, rc, above

which the profile is considered to have converged within 20% (Power et al., 2003;

Schaller et al., 2015a). This is a conservative estimate of the convergence radius

(∼ 3.1 kpc) and it is much larger than the Plummer-equivalent softening length

(ε = 0.7 kpc) often used as a rough estimate of the radius beyond which numerical

effects become unimportant. Data points within this ‘convergence radius’ but at

radii r > ε are shown using fainter symbols.

The dark matter dominates the density profiles at r & 8kpc. At smaller radii,

the stellar component dominates and exceeds the dark matter density by up to an

order of magnitude at the centre. The stellar density profiles are approximately

constant power laws, r−α, with α ≈ −3 down to the very centre of the galaxy. The

simulation does not resolve the centre of the BCG and the slopes measured there

are probably affected by the force softening (0.7 kpc at z = 0) used in the N -body

solver. The peaks in the stellar components at large radii are caused by satellites
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orbiting in the halo. The gas is subdominant at all radii, in particular in the central

regions where the stellar densities are almost three orders of magnitude higher.

The gas only dominates the baryon content at radii r & 50 kpc. At radii larger than

∼ 300 kpc, the gas profile has the same shape as the dark matter profile. The dark

matter itself has the characteristic NFW shape, whose asymptotic behaviour is a

power-law of slope−1 at the centre and a power law of slope−3 in the outer parts.

5.3.2 Fitting models to the simulated halos

The density profiles of relaxed dark matter halos in N-body simulations are well fit

by the near-universal NFW profile which has the form:

ρ(r)

ρcr

=
δc

(r/rs) (1 + r/rs)
2 , (5.1)

(Navarro et al., 1996b; Navarro et al., 1997), where δc is a characteristic amplitude

and rs, a scale length that is often expressed in terms of the concentration, c200 =

R200/rs. Both δc and c200 correlate with halo mass, M200, so the NFW profile is

fully specified by the halo mass. In our simulations, the cold gas and stars, which

contribute only a small fraction of the total mass, are concentrated towards the

centre, while the hot gas beyond the central regions closely follows the dark matter

profile. Thus, even in the presence of baryons, the dark matter still closely follows

an NFW profile. In the case of halos of mass M200 ∼ 1012 − 1013M�, the profile is

slightly modified in the centre by a modest contraction due to the presence of stars

(Duffy et al., 2010; Di Cintio et al., 2014; Schaller et al., 2015a).

Baryon contraction is less important in halos of mass M200 ∼ 1014M� which

are well fit by an NFW profile, as can be seen in Fig. 5.2, where the solid magenta

line shows the best-fit NFW profile. The fit was performed using all radial bins

from the resolution limit, rc ∼ 3 kpc, to the virial radius, Rvir ∼ 2Mpc. We have

checked that the best fitting parameter values are largely insensitive to the exact

radial range used, provided that both the ρ(r) → r−1 and ρ(r) → r−3 regimes of

the profile are well sampled. In all but one case, the magenta line closely tracks the
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Figure 5.2: Radial density profiles of the six simulated clusters studied in this chapter (see

Table 5.1). Green diamonds represent the total mass profile; the black squares, red stars

and blue circles represent the dark matter, stellar and gas components respectively. The

solid magenta and yellow lines are the best-fit NFW profile to the dark matter component

and the best fit (Schaller et al., 2015a) profile (Eqn. 5.2) to the total mass distribution. The

vertical dashed line in each panel shows the convergence radius, rc, beyond which the

density profile has converged to within 20%; data points within this radius are shown by

fainter symbols. The grey shaded regions show the radial range over which the logarithmic

slopes, γtot and βDM, of the total and DM profiles are measured. The values of the slopes

are given above the simulation points. The DM halos are very well fit by NFW profiles and

the total mass profiles only deviate from NFW in the central parts (r . 10 kpc), where the

stellar component dominates. Note the similarities in the shapes of these six halos and the

relatively small variations that occur mostly in the very central regions.
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Table 5.2: Parameters of the best-fit NFW profiles (Eqn. 5.1) to the dark matter component

of our halos.

Halo M200 R200 rs c200 δc

[M�] [kpc] [kpc]

1 1.9× 1014 1206 199.2 6.1 1.1× 104

2 3.7× 1014 1518 350.8 4.3 5.3× 103

3 3.0× 1014 1411 452.0 3.1 2.5× 103

4 3.1× 1014 1422 305.1 4.7 5.9× 103

5 2.0× 1014 1225 331.1 3.7 3.3× 103

6 2.0× 1014 1229 245.9 5.0 7.2× 103

DM profile plotted as black squares. The exception is halo 5 (bottom row, middle

panel) which shows a slight deviation from the NFW form in the radial range 3 −
7 kpc, where some contraction is seen, possibly as a result of the recent accretion

of a large substructure. The best-fit NFW parameters are listed in Table 5.2. The

mean and scatter in concentration (nearly a factor of 2) of our halos are consistent

with the results obtained for relaxed halos in the Millennium simulation by Neto

et al. (2007), who found a concentration, c200 = 4.51+0.71
−0.62, for halos of mass M200 =

1014M�.

While the dark matter is well described by an NFW profile, the total matter pro-

file in our halos is not. In our study of the entire halo population in the EAGLE sim-

ulation, we introduced the following fitting formula for the total matter (Schaller

et al., 2015a):

ρ(r)

ρcr

=
δ′c

(r/r′s) (1 + r/r′s)
2 +

δi

(r/ri)
(
1 + (r/ri)

2) . (5.2)

The first term has the NFW form and describes the overall shape of the profile; the

second term is a correction that reproduces the stellar cusps (ρ∗ ∝ r−3), together

with any dark matter contraction due to the presence of baryons. The dark yellow
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Table 5.3: Parameters of the best-fit profiles of the form of Eqn. 5.2 (Schaller et al., 2015a)

to the total matter distribution in our halo sample.

Halo M200 r′s δ′c ri δi

[M�] [kpc] [kpc]

1 1.9× 1014 209.3 1.2× 104 2.1 8.8× 106

2 3.7× 1014 369.8 5.5× 103 2.0 6.4× 106

3 3.0× 1014 433.8 3.2× 103 1.4 1.1× 107

4 3.1× 1014 321.6 6.2× 103 2.2 7.2× 106

5 2.0× 1014 529.1 1.5× 103 2.7 4.0× 106

6 2.0× 1014 277.0 6.4× 103 1.6 1.5× 107

solid lines in the six panels of Fig. 5.2 show the best-fit profiles of this kind to each

halo which, as may be seen from the figure, represent the data well over the entire

resolved radial range. The best-fit parameter values are listed in Table 5.3.

5.4 The inner density profile

A testable prediction from simulations evolving only dark matter of the ΛCDM

model is that the average slope of the inner mass profile (r � rs) should tend to the

NFW value of −1. Steeper profiles might be explained by baryon effects causing

some contraction. Significantly shallower profiles in massive halos, on the other

hand, would be more difficult to explain. Explosive baryon effects could lower

the inner dark matter density, and even induce cores, but only in dwarf galaxies

(Navarro et al., 1996a; Read & Gilmore, 2005; Pontzen & Governato, 2014). In mas-

sive halos Martizzi et al. (2012) have argued that AGN feedback could introduce

small (∼ 10 kpc) cores, but it is unclear if this kind of feedback is compatible with

the observed stellar masses of BCGs and the baryon fractions of clusters. Shal-

lower inner profiles could also be generated if the dark matter is self-interacting

(Vogelsberger et al., 2012; Rocha et al., 2013).
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5.4.1 Total mass profiles: simulation results

A quantity that can be derived from observational data in selected samples of rich

clusters is the average logarithmic slope of the inner density profile of the total mass,

that is dark matter and baryons (e.g. Sand et al., 2004; Newman et al., 2013a):

γtot ≡ −
〈
d log ρtot(r)

d log r

〉

r∈[0.003R200,0.03R200]

, (5.3)

where the average is over the radial range [0.003R200, 0.03R200]. It is important to

recognize that the radial range typically probed by the data is not the asymptotic

regime, r → 0, where the NFW profile tends to ρ(r) ∝ r−1. Instead, in the region

probed by observations, the NFW formula (Eqn. 5.1) predicts values of the inner

slope significantly steeper than −1 (i.e. γtot > 1):

γtot = 1 + log10

(
(1 + 0.03c200)2

(1 + 0.003c200)2

)
, (5.4)

which, for the expected range of cluster concentrations (c200 ∈ [3, 5]), gives γtot ≈
1.1.

The radial range over which γtot is typically measured in observational studies

is shown for our clusters as a grey shaded region in each panel of Fig. 5.2. The

values of the slope predicted by our simulations in this range are shown above the

data points. Values of γtot for our halo sample are plotted as a function of halo mass

in Fig. 5.3 (large green diamonds), which also includes data for halos in the sim-

ulation volume that are less massive than those in our main sample (small green

diamonds). The black dashed line shows the slope of the NFW profile obtained

from Eqn. (5.4) and the mass-concentration relation of Schaller et al. (2015a). As a

guide, we include two dashed-dotted lines showing where profiles may be consid-

ered to be “cuspy” (γtot > 1.5) or “core-like” (γtot < 0.5). The exact position of these

lines is, of course, arbitrary.

The high mass tail of the cluster population is not represented in the limited

volume of the EAGLE simulation. However, the general behaviour of massive clus-

ters can be readily inferred from the trends seen for smaller halos. A halo of mass
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M200 ≈ 2 × 1015M� has R200 ≈ 2 Mpc and thus γtot is centred (logarithmically)

around r = 20 kpc. In this region the profile is dominated by dark matter, even

in the case of large, extended galaxies. Thus, γtot is unaffected by the BCG and di-

rectly reflects the slope of the DM profile which, as shown in chapter 4 showed has

a slope close to or slightly steeper than the NFW value, as given by eq. 5.4. Thus,

for halos of M200 ≈ 2 × 1015M� we expect γtot ≈ 1.1. This conclusion is consistent

with the collisionless model of Laporte & White (2015) who also find slopes close

to the NFW value for M200 ∼ 1015M� clusters.

Based on this argument we can construct a simple model, consistent with the re-

sults for low mass halos, to extrapolate the slopes measured for the EAGLE clusters

into the mass range appropriate to rich clusters. This model is designed to capture

the general behaviour of γtot on mass scales larger than M200 ≈ 2 × 1013M�. It as-

sumes that the total matter profile is made up of an NFW dark matter halo plus a

stellar component which, in order to be consistent with relevant observational anal-

yses, we take to be a “dual pseudo isothermal elliptical mass distribution” (dPIE)

(Elı́asdóttir et al., 2007). The value of the halo mass determines the concentration of

the halo and we infer the stellar mass of the central galaxy from abundance match-

ing (e.g. Moster et al., 2013). For the dPIE profile, we adopt the mean scale radius

and core radius of the best-fitting profiles for our BCGs and keep them fixed while

varying the normalisation to match the stellar mass of interest. (We verified that

varying the values of the parameters of this model does not affect our results.) In

this way we construct the total mass profile and measure its slope, which we show

as the green band in Fig. 5.3. The slopes of the total mass profiles of the largest

EAGLE clusters plotted in Fig. 5.2 are slightly steeper than the NFW value over the

radial range over which γtot is defined. This mostly reflects the contribution of

stars to the inner matter density. By contrast, the values inferred for more massive

clusters are closer to the NFW value.

We now turn to the slope of the dark matter profiles. Unlike the total mass

profile, the dark matter profile cannot be measured directly from observations, but

must instead be inferred through detailed modelling, which requires a number of
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Figure 5.3: The logarithmic slope of the inner density profile of the total mass distribution,

γtot, as a function of halo mass, M200. The dashed line shows the average slope of the NFW

profile over the range in which γtot is defined. The large green diamonds represent the six

EAGLE halos in our sample and the small green diamonds the smaller mass EAGLE halos.

The grey symbols with error bars are the slopes measured by Koopmans et al. (2009) for

58 early type galaxies in the SLACS survey (square), the slope inferred by Agnello et al.

(2014) from globular clusters orbits in M87 (triangle) and the slopes measured by Newman

et al. (2013a) for seven massive clusters (circles). As a guide, the grey dash-dotted lines

lines demarcate slopes that may be construed as “core-like” and “cuspy”. The lower mass

EAGLE clusters are cuspier than an NFW halo because of the contribution of the stellar

component which, however, becomes increasingly less important for larger mass halos.

The Newman et al. (2013a) data lie along the extrapolation of the trend seen in the EAGLE

clusters.
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assumptions. The dark matter profile in the simulations can, of course, be directly

measured and the simulations can be used to test the consistency of the assump-

tions required in the modelling of the observational data.

The average slope of the dark matter density profile over the same radial range

used to define γtot ([0.003R200, 0.03R200]) for our sample of simulated clusters is in-

dicated by the black line in the grey shaded regions in Fig. 5.2 . Some observational

analyses attempt to constrain the asymptotic slope, βDM, of a generalized NFW

profile (gNFW):

ρgNFW(r)

ρcr

=
δc

(r/rs)βDM(1 + r/rs)3−βDM
. (5.5)

This profile is often used to quantify deviations from the NFW form to which it

reduces for βDM = 1 (Eqn. 5.1). We fit this profile to the dark matter of our simu-

lated halos and plot the resulting values of βDM as a function of halo mass, M200,

in Fig. 5.4, which is the dark matter analogue of Fig. 5.3. As may be seen, the EA-

GLE clusters (black squares) have inner slopes consistent with the NFW expectation

(Eqn. 5.4). As was the case for the total matter profile, the inner dark matter profile

slopes also show significant scatter, with βDM varying by as much as∼ 0.4 for halos

of similar mass.

5.4.2 Total mass profiles: overview of recent observational data

By combining different observational techniques, the total matter profile of clus-

ters can be estimated. Two techniques have been used to probe the central mass

distributions: strong lensing and modelling of the orbits of globular clusters (GC)

or BCG stars. The former relies on a chance alignment of the cluster with a back-

ground galaxy and is, by nature, rare since only a few galaxy clusters present strong

lensing arcs at the radii of interest. Similarly, the use of globular cluster (GC) or-

bits as tracers of the potential is limited to clusters that are close enough for the

GCs to be unambiguously detected. Stellar velocity dispersion measurements of

the central galaxy can also be used to constrain the mass near the centre of the halo
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Figure 5.4: The asymptotic logarithmic slope of the inner dark matter density profile, βDM,

as a function of halo mass, M200. The dash-dotted line shows the NFW value of −1. The

large black squares show the values measured for the six massive clusters in our EAGLE

sample and the small black squares those measured for smaller EAGLE clusters. The yellow

stars show the slopes that would be inferred for our sample if the stellar mass-to-light ratio

is overestimated by 25% (see Section 5.5.3 for details). The grey circles with error bars are

the values inferred by Newman et al. (2013b). As in Fig. 5.3, the grey dash-dotted lines

lines demarcate slopes that may be construed as “core-like” and “cuspy”.
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but high-resolution spectroscopy is required. We will now compare our simulated

cluster slopes to recent observational data. Although there is a wealth of data avail-

able for profiles at large radii, we focus exclusively on the inner regions which are

the most sensitive to the nature of the dark matter.

The grey square with error bars at the low mass end of Fig. 5.3 shows the aver-

age slope measured for 58 early type galaxies in the SLACS survey by Koopmans

et al. (2009) using a combination of strong lensing and stellar velocity dispersion

measurements. Our simulation agrees perfectly with this data point. At the more

massive end, Newman et al. (2013a) derived total mass profiles, ρtot(r), from pro-

jected mass profiles, which they estimated using strong and weak lensing data,

together with the surface brightness and resolved stellar kinematics of the BCGs in

a sample of seven clusters. The grey circles with error bars in Fig. 5.3 show their

results. Five of these clusters have higher masses than the largest clusters in the

relatively small EAGLE simulation volume, but the two lightest ones fall in the re-

gion represented in our simulation. Their values of γtot agree very well with those

measured directly in our simulated clusters while the values for the more massive

five lie in the region predicted by the simple model used to extrapolate the EAGLE

results described in Section 5.4.1.

An independent measurement of the total inner density profile which does not

rely on lensing data was carried out by Agnello et al. (2014) using the orbits of

globular clusters in the halo of M87. The slope, γtot , inferred from their best fitting

broken power-law model is shown as a triangle with error bar in Fig. 5.3. This data

point also agrees extremely well with the results for the EAGLE clusters.

We conclude that the inner density profiles of the total mass distribution in the

EAGLE clusters are in good agreement with the best current data Koopmans et al.

(2009); Newman et al. (2013a); Agnello et al. (2014). In both simulated and observed

clusters, the inner profile slopes exhibit considerable scatter reflecting the variety

of factors that affect the density structure, such as halo assembly history, shape and

substructure distribution, BCG star formation and merger history, etc.
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5.4.3 Dark matter density profiles

The situation is more complicated for the density profile of the dark matter since

this is not directly accessible to observations. Instead, this profile must be inferred

from a model to disentangle the contributions of the dark and visible components

from the measured total mass profile. Wide radial coverage is needed fully to sam-

ple the two components and effect the decomposition. Strong lensing data seldom

sample the range, r . 10 kpc, where the influence of baryons starts to play a role

and so lensing data need to be supplemented by, for example, kinematical data for

the stars of the BCG. Such data exist for only a handful of clusters (e.g. Sand et al.,

2004; Newman et al., 2013a). The study by Newman et al. (2013a) is particularly

interesting by virtue of the quality of the data and the comprehensive analysis per-

formed. In the remainder of this chapter we will therefore focus on the comparison

with these data.

The model assumed by Newman et al. (2013a) is a generalized NFW (gNFW)

profile for the dark matter and a dPIE profile for the galaxy. The authors estimated

the parameters values that minimize the difference between the model and the

inferred lensing mass, the measured profiles of stellar velocity dispersion, σl.o.s.,

and surface brightness, S. In addition to the parameters describing the dark matter

profile, the minimization procedure also constrains the stellar mass-to-light ratio,

Υ∗. This is an important parameter since, at a given radius, it is degenerate with

the dark matter mass: one can always trade dark matter for unseen stellar mass at

that radius,

ρDM(r) = ρtot(r)−Υ∗ · S(r). (5.6)

This degeneracy can be broken by measuring the total density and surface bright-

ness as a function of projected radius,R, and assuming that the stellar mass-to-light

ratio is constant.

The values of βDM (Eqn. 5.5) inferred by Newman et al. (2013b) for their sample

of clusters are shown as grey circles in Fig. 5.4. The error bars indicate the 16th and

84th percentiles of the posterior distribution of βDM returned by their model (not in-
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cluding systematics). These lie well below the values for the EAGLE clusters (black

squares) and are clearly inconsistent with them given the quoted errors. From our

earlier discussion it seems unlikely that the discrepancy can be due to the slightly

smaller masses of the EAGLE clusters compared to those in the observed sample,

since the EAGLE clusters have dark matter inner slopes that are either close to or

slightly steeper (due to contraction) than the NFW value. Thus, we conclude that

profile slopes as shallow as those inferred by Newman et al. (2013b) are not present

in ΛCDM simulations with the baryon physics modelled in EAGLE. This conclusion

is surprising since the total mass profiles of the real and simulated clusters agree

remarkably well. We will now discuss possible reasons for this apparent discrep-

ancy.

5.5 Discussion

We saw in the preceding section that the inner slopes of the density profiles of the

dark matter halos in the EAGLE clusters differ from the profiles inferred by New-

man et al. (2013b) for their sample of seven clusters. There are several possible

explanations for the discrepancy. One is that the simulations do not model the cor-

rect physics. This would be the case if the dark matter does not consist of cold

collisionless particles but of particles that undergo self-interactions (e.g. Spergel &

Steinhardt, 2000; Vogelsberger et al., 2012; Rocha et al., 2013). Cluster simulations

would be required to determine whether the slopes found by Newman et al. can

be explained for reasonable values of the self-interaction cross-section and a rea-

sonable model for the baryonic physics.

Another possibility is that the dark matter is indeed cold and collisionless but

the injection of energy from an AGN has flattened the NFW cusp. This is a scaled-

up version of the mechanism originally invoked by Navarro et al. (1996a) to explain

the possible existence of cores in dwarf galaxies. The simulations of Martizzi et al.

(2012) show precisely this effect, but kiloparsec-scale cores are only produced by

injecting very large amounts of AGN energy into the surrounding gas. Our sim-
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ulations have weaker AGN feedback, as required to achieve a good match to the

massive end of the observed stellar mass function, and do not produce cores. It is

unclear if feedback as intense as that required by Martizzi et al. (2012) would lead

to a similarly good match to the global properties of the galaxy population (Schaye

et al., 2015; Crain et al., 2015; Furlong et al., 2015).

The disagreement between the inner dark matter profiles of the EAGLE clusters

and of the clusters in the Newman et al. (2013b) sample could also be due to a

mismatch between the directly observable quantities, σl.o.s.(R) and S(R), and the

corresponding quantities for the EAGLE clusters, or to systematic effects either in

the selection of the observational sample or in the method used to inferred the

inner dark matter slopes. We will now discuss these possibilities.

The most direct way to carry out the comparison would be to replicate the anal-

ysis of Newman et al. (2013a) on our simulated clusters. Unfortunately, the exact

model and fitting pipeline used by them is not available to us and, as we will see

below, the results are very sensitive to small changes in the assumption of the anal-

ysis pipeline. We therefore restrict our comparison to directly observable quantities

and discuss how some of the assumptions made could impact the inferred values

of βDM.

5.5.1 Surface brightness profiles

Stars are the dominant contributors to the density in the central regions of the EA-

GLE clusters and probably also in the real data. Clearly, if the surface brightness

of the simulated clusters differed significantly from the observations, subtraction

of this component could lead to different results for the slope of the dark matter

profile in the two cases.

As discussed in Section 5.2.2, the luminosity of each stellar particle in the sim-

ulations is obtained from a Bruzual & Charlot (2003) population synthesis model

assuming the Chabrier (2003) IMF. To compare our halos with observations, we de-

rive magnitudes in the four HST filters (F606W, F625W, F702W and F850LP) used

by Newman et al. (2013a). We placed our clusters at z = 0.25, the mean redshift of
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that sample, by redshifting the spectra before applying the HST filters2 and dim-

ming the luminosities by a factor (1 + z)−4. To account for the somewhat smaller

masses of the EAGLE clusters compared to those in the sample of Newman et al.

(whose mean mass isM200 = 1.03×1015M�) we scaled up their surface brightnesses

by a modest factor, (M200/1.03 × 1015M�)1/6, derived assuming that the luminos-

ity L ∝ M
1/2
200 and that the stellar density remains constant in the narrow range or

relevant halo masses3. We then chose 10,000 random lines-of-sight through each

cluster and projected the particles along those axes onto the plane of the (virtual)

sky. Finally, we binned the particles radially from the centre of the potential to

derive the stellar surface brightness.

The surface brightness profiles of our six EAGLE clusters are plotted in Fig. 5.5.

The solid lines show the mean profiles averaged over 10,000 lines-of-sight in the

four different HST filters and the shaded regions the 1σ scatter around these val-

ues. The black symbols correspond to the measurements taken from Newman et al.

(2013a) with physical radii derived from their angular sizes and redshift measure-

ments. Although the EAGLE clusters have a slightly smaller total mass, the surface

brightness of their central galaxies are in quite good agreement with those of the

Newman et al. sample: the shapes of the profiles are somewhat different, with our

clusters having a slightly shallower inner slope than the observed clusters.

A striking feature of Fig. 5.5 is the small scatter in the simulations for the dif-

ferent lines-of-sight. Near the centre the scatter is dominated by the presence of

foreground satellites rather than by the orientation of the BCG. Another interest-

ing feature is the large object-to-object variation, both in the simulations, where

the central luminosities vary by around 0.8 mag, and in the observations, where

the variation is even larger, almost 2 mag, with no apparent correlation with halo

mass. Our simulated halos lie well within the observational scatter but themselves

show somewhat smaller scatter. At large radii, 5 out of our 6 clusters appear to be

slightly more luminous than the real clusters. However, this is the region where

2Effectively applying a reverse K-correction.
3Note that this is a more conservative rescaling factor than simply assuming L ∝M200.
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Figure 5.5: Surface brightness profiles of the six EAGLE clusters in our sample (placed at z =

0.25) in the four HST filters (from top to bottom: F850LP, F702W, F625W and F606W) used

by Newman et al. (2013a) in AB magnitudes per arcsec−2. The solid lines show the mean

profile scaled by the factor, (M200/1.03 × 1015M�)1/6, averaged over 10,000 random lines-

of-sight. The shaded regions show the 1σ scatter for the reddest and bluest filters. (The

other filters have similar scatter.) The black symbols show the measured surface brightness

profiles of the seven clusters observed by Newman et al. (2013a) whose redshifts are given

in the legend together with the filter used. The clusters in the simulations have surface

brightness profiles in reasonable agreement with those observed.
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the observational data terminate and where background subtraction becomes sig-

nificant.

We conclude that the surface brightness profiles of the EAGLE clusters are suffi-

ciently similar to those of the Newman et al. (2013b) sample that differences in the

starlight distribution cannot be the reason for the discrepancy between the dark

matter profiles in the simulations and those inferred from the data.

5.5.2 Velocity dispersion profiles

The line-of-sight stellar velocity dispersion, σl.o.s., of our six halos as a function of

projected radius is shown in Fig. 5.6. Since the EAGLE clusters are less massive

than the clusters in the sample of Newman et al. (2013a), in order to facilitate a

comparison, the velocity dispersions of the simulated clusters have been rescaled,

as before, to the mean mass of the Newman et al. sample by multiplying the ve-

locity dispersions by the corresponding factor (M200/1.03× 1015M�)1/6 (assuming,

here again, a constant stellar density in the centre of the galaxies).

The measured σl.o.s. is quite sensitive to the shape of the galaxy and the viewing

angle. The axial ratios, of the six EAGLE BCGs (computed from the principal axes of

the inertia tensor of the star particles a > b > c) are illustrated in Fig. 5.7 where the

projection along the minor axis is shown at the top of each panel and the projection

along the major axis at the bottom. Four of the six EAGLE clusters (1, 2, 5 and 6)

are clearly prolate and the remaining two are close to spherical. We viewed the

BCGs from 10,000 random directions placing an imaginary slit at a random angle

on the plane of the sky centred on the halo potential minimum and measured the

velocity dispersion of the stars as a function of projected radius, subtracting any

bulk rotation.

As expected, the line-of-sight velocity dispersions increase with radius. In the

inner regions (r . 10 kpc) gravity is dominated by the stars. The 1σ scatter from

the different viewing angles, shown as a grey shaded region in Fig. 5.6, is rather

large at all radii for all objects, of order 10% or more for all but two of the halos.

The black solid line shows σl.o.s. for a line-of-sight chosen along the major axis of
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Figure 5.6: Stellar velocity dispersion along the line-of-sight as a function of projected ra-

dius for the six EAGLE clusters listed in Table 5.1. The dispersions have been rescaled by

a factor (M200/1.03 × 1015M�)1/6 to correct for the slightly lower masses of these clusters

compared to the mean of the observational sample of Newman et al. (2013a). The grey

shaded region is the 1σ scatter obtained when looking at the halos from 10,000 random

lines-of-sight. The black solid line is the profile as seen from a line-of-sight oriented along

the galaxy’s major axis. The vertical dashed line on each panel shows the 3D convergence

radius, rc. The coloured dashed lines with error bars are the measurements for the seven

clusters observed by Newman et al. (2013a). In three of the six EAGLE halos the velocity

dispersion profile measured along the major axis is biased high.
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each BCG. In three of our six clusters (halos 2, 5 and 6) the velocity dispersion along

this particular line-of-sight is biased high and, in two cases, it falls outside the 1σ

scatter. As can be seen on Fig. 5.7, these are the three most prolate halos in our

sample. A bias in the line-of-sight velocity dispersion is expected since orbits in

prolate halos have larger velocities along the direction of elongation. These objects

would nevertheless appear circular on the sky when viewed in this direction since

the axis ratios b/c are close to unity. The three most spherical halos do not exhibit

any particular bias when viewed along their major axis, as expected.

The line-of-sight velocity dispersion profiles of the seven clusters studied by

Newman et al. (2013a) are shown as dashed colour lines with error bars in each

panel of Fig. 5.6. The six rescaled EAGLE clusters have dispersions that fall within

the scatter of the observational data. Thus, unless there is a strong orientation bias

for the BCGs in the cluster sample of Newman et al. (2013a), a mismatch in velocity

dispersion profile cannot be the cause of the difference between the slopes of the

dark matter halos in the EAGLE clusters and those inferred by Newman et al.

Since the projected mass density of a prolate halo is also largest along its major

axis, there is a potential and well-understood selection bias in samples of clusters

selected for lensing studies. If the BCGs in the sample of Newman et al. (2013a)

were prolate and preferentially viewed along their major axes, then, as shown in

Fig. 5.6, the observed line-of-sight velocity dispersions would be biased high. This

would lead to an overestimate of the mass enclosed within the radius sampled by

the velocity dispersion data. In the absence of other information, it would not be

possible to separate the relative contributions to this estimate from stars and dark

matter. However, the available lensing data constrains the total mass (and, in the

case of radial arcs, also the slope of the profile) in the central regions of the cluster.

This, together with the inferred stellar profile, restricts the fits to the combined data

and this could lead to an underestimate of the dark matter mass near the centre of

the clusters.

Such an effect could explain the difference between the slopes of the dark mat-

ter profiles inferred by Newman et al. and those measured for the EAGLE clusters.
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However, Newman et al. argue that their sample does not suffer from such a bias

since the distribution of ellipticities in it is consistent with that of the BCG popula-

tion as a whole. In the case of A383, for which the X-ray data indicate is elongated

along the line-of-sight, they explicitly use a non-spherical model.

5.5.3 Mass-to-light ratio

As mentioned in Sec. 5.4.2, the stellar mass density at a given radius is degenerate

with the dark matter mass density at that radius (Eqn. 5.6). In the simulations

we know the stellar mass and so we can subtract it exactly from the total mass.

The resulting value of the inner dark matter halo slope was shown in Fig. 5.4. By

contrast, in the observational sample the stellar mass must be derived from an

estimate of the stellar mass-to-light ratio, Υ∗.

Newman et al. (2013a,b) treated Υ∗ as a parameter in their model over which

they marginalize. The value of Υ∗ is determined by the unknown IMF; In their

Bayesian model, they adopt a prior distribution that effectively restricts the IMF

to be between 1.5 times lighter than Chabrier and 2 times heavier than Salpeter.

Despite this wide range, the posterior distribution of Υ∗ is limited by the shape

of the assumed prior in three out of the seven BCGs, suggesting that the mass-to-

light ratio is not well constrained by the data. Had we in our simulations (which

adopt a Chabrier IMF) subtracted a stellar mass inferred by incorrectly assuming a

Salpeter IMF, we would have overestimated Υ∗ by 65%. This would have led us to

infer a negative slope for the inner dark matter density profile in three out of our

six clusters, implying virtually no dark matter at their centres!

In Fig. 5.4 we show the effect of overestimating Υ∗ by a much smaller factor of

only 25%. The inferred slopes, shown by yellow stars, are significantly shallower

than the true slopes and have more scatter. Such a relatively small systematic error

would be sufficient to bring the inferred slopes in the simulations into agreement

with the estimates of Newman et al. (2013b).

The estimate of Υ∗ in the model of Newman et al. (2013b) requires the measure-

ment of the line-of-sight velocity dispersion profile, σl.o.s., of the BCG, as a function
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Figure 5.7: The projection of the central stellar component of the six EAGLE clusters along

the minor axis (top ellipse in each panel) and major axis (bottom ellipse). The axes ratios

are given next to each ellipse. Four of the galaxies are clearly prolate and the remaining two

are slightly oblate. Prolate galaxies have velocity dispersions that are biased high (Fig. 5.6)

when observed along their major axis.
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of projected separation, R. In dynamical equilibrium, σl.o.s. is given by the Jeans

Equation (e.g. Binney & Tremaine, 1987; Cappellari, 2008):

σ2
l.o.s.(R) =

2G

Σ∗(R)

∫ ∞

R

F(r, R, β)ρ∗(r)Mtot(r)

r2−2β
dr, (5.7)

where ρ∗(r) is the 3D density of tracers (the stars) whose surface density is Σ∗(R);

Mtot(r) is the total enclosed mass; β = 1 − σ2
θ/σ

2
r is the velocity anisotropy pa-

rameter, here assumed to be independent of radius, with σr and σθ the radial and

tangential velocity dispersions, respectively4 and

F(r, R, β) =
R1−2β
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√
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2Γ(β)
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where Γ(x) is the Gamma function and B(z; a, b) is the incomplete Beta function.

In the limit where β → 0, F(r, R, β) reduces to

lim
β→0
F(r, R, β) =

√
r2 −R2.

In the more general case where β is a function of r, the problem of reconstructing

the mass distribution becomes more complex. Solutions for specific forms of β(r)

have been derived by Mamon & Boué (2010).

In the Jeans equation the velocity anisotropy parameter and the mass are de-

generate. In their analysis Newman et al. (2013a) assumed β = 0 i.e. isotropic or-

bits. This assumption is a source of a potentially significant systematic error which

Newman et al. investigated. They found that if the orbits were mildly radially bi-

ased with a constant value of β = +0.2, then Υ∗ would be overestimated by 30%.

In our simulations we can calculate β directly for the stars in the model BCGs. The

variation of β with radius is shown in Fig. 5.8. We find that, in general, β varies

with radius over the range where Newman et al. obtained kinematical data. In two

of our clusters, β is close to zero over this range, but in the other four, β becomes

increasingly positive with radius, with a mean value of ∼ 0.2 to 0.3. Complex fea-

tures, which cannot be described by a simple linear form for β(r) are also present,
4With this definition, β = 0, 1 and −∞ correspond to isotropic, radially biased and circularly

biased orbits respectively.
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precluding the reconstruction of M(r) from an assumed functional form for β(r).

It is also worth mentioning that the profile of β(r) is uncorrelated with the shape of

the BCGs: of the two cases with nearly isotropic orbits (halos 3 and 5), one is nearly

spherical and the other very elongated (see Fig. 5.7).

In order to test the assumption of anisotropy, we inverted eq. 5.7 numerically.

Extracting σl.o.s.(R), Σ∗(R) and ρ∗(r) from the simulated clusters we reconstructed

Mtot(r) assuming β = 0 and compared the result to the actual value. We found that

for this assumption the reconstruction overestimates the value of Mtot by factors

ranging from 10% to over 100%. Repeating this analysis, this time assuming β =

0.2, led to errors of comparable size for the four halos that display an anisotropy

profile differing significantly from β(r) = 0.2 (see Fig. 5.8). Thus, for most of

our clusters, the analysis of Newman et al. (2013a) would have overestimated the

stellar mass-to-light ratio by more than the 25% which, according to Fig. 5.4, would

reconcile their results with our simulations. This test, however, does not take into

account constraints on the total mass profile from lensing data at large radii, which

could exaggerate the dependence of the inferred value of Mtot near the centre on

the assumed value of β.

In real clusters additional uncertainties are introduced by factors such as an as-

sumed form for the 3D stellar number density profile, ρ∗(r), and an assumption

for the value of the stellar mass-to-light ratio, Υ∗. This is mitigated by constraints

on Mtot provided by lensing data although, in general, the lensing and kinematical

data do not overlap sufficiently to separate the contributions from the stellar mass

and the dark mass. In the model of Newman et al., Υ∗ is coupled to other parame-

ters such as the slope of the total mass profile, so that the effect on the quantity of

interest, βDM, is difficult to anticipate without re-running their pipeline for differ-

ent assumptions for the velocity anisotropy. For example, Newman et al. (2013b)

tried a solution for the case of constant anisotropy, β = 0.2, and found an increase

in βDM of about 0.13, which would bring their data closer to our simulations. What

we can say with certainty is that the kinematical model assumed by Newman et al.

is not consistent with the EAGLE BCGs, offering a possible explanation for the dis-
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Figure 5.8: Stellar anisotropy profile β(r) as a function radius for the six EAGLE clusters

over the radial range relevant to the stellar kinematics analysis. The vertical dashed lines

on each panel show the 3D convergence radius, rc and the profiles at lower radii are shown

using shaded lines. Two BCGs are consistent with β = 0 but would be better fit with a non-

constant β. Ignoring complex features, the other four clusters present more radially biased

orbits with β(r) ≈ 0.25 A single profile shape for β(r) cannot be used to characterize all six

of our BCGs.
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crepancy in the dark matter density slopes.

Constraining the anisotropy, β, in cases in which, as in our simulated clusters, it

varies with radius is not straightforward. Yet, this is what is required in order to lift

the degeneracy between anisotropy and mass which lies behind the degeneracy be-

tween Υ∗ and the dark matter profile slope. The use of Integral Field Spectroscopy

may help constrain this quantity in future studies.

5.6 Summary and conclusions

We have studied the density profiles of the six most massive clusters in the largest

EAGLE simulation (Schaye et al., 2015). The EAGLE simulation was calibrated to

provide a good match to the observed stellar mass function and galaxy sizes in the

local universe, suggesting that it gives a realistic representation of the local galaxy

population. Due to the relatively small volume of the simulation (1003 Mpc3), the

clusters selected for this study tend to be somewhat less massive (mean M200 =

2.6 × 1014M�) than the seven clusters studied by Newman et al. (2013a) (mean

M200 = 1× 1015M�) to which we compare our results in particular detail, although

the two lightest clusters in the observational sample have similar masses to the

three most massive EAGLE clusters. For these clusters Newman et al. have obtained

strong and weak lensing as well as stellar kinematical data for the BCGs.

The total mass density profile of the EAGLE clusters is dominated in the central

parts (r < 10 kpc) by the BCG. The presence of the central galaxy makes the total

mass profile steeper than an NFW profile near the centre. The inner slope of the

total mass profile (defined as the average slope in the range r = 4− 35 kpc) agrees

remarkably well with the slopes measured by Newman et al. (2013a) for their clus-

ters, with the corresponding slopes measured by Koopmans et al. (2009) for 58

early type galaxies in the SLACS survey, and with the slope inferred by Agnello

et al. (2014) from the kinematics of globular clusters around M87.

The dark matter density profile of the EAGLE clusters is very well described by

the NFW profile over the entire resolved radial range, r = 3 − 2000 kpc. By con-
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trast, Newman et al. (2013b), after subtracting the contribution of the stars, inferred

significantly shallower dark matter slopes for their clusters in the inner regions, in

contradiction with our own results. This discrepancy is puzzling because, in ad-

dition to the total mass density profiles, the surface brightness and line-of-sight

velocity dispersion profiles of the EAGLE clusters agree quite well with those of the

Newman et al. clusters.

We have considered possible explanations for the discrepancy between the in-

ner dark matter density profiles of the EAGLE clusters and those inferred by New-

man et al. (2013b). A possible interpretation is that the simulations lack the correct

physics, either because the dark matter is not collisionless (e.g. Spergel & Stein-

hardt, 2000; Vogelsberger et al., 2012; Rocha et al., 2013) or because extreme baryon

processes not represented in our simulations have destroyed the inner dark mat-

ter cusps (Martizzi et al., 2012). Baryon effects associated with AGN in the EAGLE

simulations are not strong enough to produce density cores; yet the simulation re-

produces the exponential cut-off in the stellar mass function remarkably well.

An alternative explanation for the discrepancy is that the uncertainties in the de-

termination of the inner dark matter density slope were underestimated by New-

man et al. (2013b). In particular, their analysis relies on an accurate estimate of

the stellar mass-to-light ratios of the BCGs. We showed that a systematic over-

estimation of this ratio by only 25% would reconcile the observational data with

our results. An effect of this size could be produced if the measured stellar veloc-

ity dispersions were biased high as would be the case if the BCGs (which are all

selected to be strong gravitational lenses) were prolate and preferentially viewed

along their major axis. However, Newman et al. (2013a,b) have argued that such a

selection bias is unlikely in their sample since the distribution of BCG ellipticities

appears to be typical of a randomly oriented population.

Another possible source of systematic error in the estimate of the stellar mass-

to-light ratio is the assumption made by Newman et al. (2013b) that the stars in

the BCG have a uniform and isotropic distribution of orbits. In their paper, they

showed that mildly radial orbits would lead to an overestimate of the stellar mass-
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to-light ratio of 30%, sufficient, in principle, to account for the discrepancy with

the NFW inner dark matter slopes of the EAGLE clusters. We find that just such a

situation is present in four of our six clusters which show radially biased orbital

distributions which vary with radius in a complicated way. However, in practice,

the situation is not straightforward because the mass-to-light ratio in the model of

Newman et al. is coupled to other parameters and is sensitive to the constraints on

the total mass profile from lensing.

We can conclude, however, that systematic errors resulting from the assump-

tions made in the analysis of Newman et al. (2013b) could potentially be large

enough to account for the shallow inner dark matter profiles that these authors

infer for their clusters, in conflict with the cuspy profiles found for the EAGLE clus-

ters. Unfortunately it is very difficult, if not impossible, to break the degeneracies

inherent in stellar kinematical analyses with existing data. High resolution integral

field spectroscopy of BCGs could prove helpful in future work.





Chapter 6
The offsets between

galaxies and their dark

matter in ΛCDM

6.1 Introduction

Observations of one (particularly well-constrained) galaxy in cluster Abell 3827

(redshift z ≈ 0.1; Carrasco et al. 2010) revealed a surprising 1.62+0.47
−0.49 kpc (68% CL)

offset between its dark matter and stars (Massey et al., 2015). Such offsets are not

observed in isolated field galaxies (Koopmans et al., 2006; Gavazzi et al., 2007) 1.

However, offsets inside clusters are consistent with theoretical predictions from

models of self-interacting dark matter (SIDM Spergel & Steinhardt, 2000). As galax-

ies move through a cluster core, interactions with the cluster’s dark matter would

create a friction and cause a galaxy’s dark matter to lag slightly behind its stars

(Massey et al., 2011; Kahlhoefer et al., 2014; Harvey et al., 2014), just like ram pres-

sure causes gas to lag a long way behind stars in the Bullet Cluster (Clowe et al.,

2004, 2006; Randall et al., 2008; Harvey et al., 2015). Simple simulations tailored

1 A small number of galaxy quad lenses are not well-fitted by standard parametric models of

dark matter centred on the optical emission. To fit lens RXS J1131, Claeskens et al. (2006) need to

include a 0.044′′ offset or m=4 octupole term. With lens COSMOS J09593, Jackson (2008) achieved

an acceptable goodness of fit only with a 0.063′′ offset and (an unrealistically large) external shear

|γ| = 0.25. However, in these isolated lenses the cause of these poor fits is more likely to be local

substructure (Hezaveh et al., 2013). An offset between mass and light would produce a relatively

shallow core profile and possibly more detectable central images. Note also that the location of

mass peaks is determined much more precisely by strong lensing than by weak lensing (George

et al., 2012; Dietrich et al., 2012).
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to Abell 3827 support this prediction (Kahlhoefer et al., 2015, although current re-

sults operate under the limited assumption that the galaxy is on first infall). Many

particle physics models of dark matter naturally predict low level self-interactions

(e.g. Tulin et al., 2013; Foot, 2014; Boddy et al., 2014; Hochberg et al., 2014; Cline

et al., 2014; Khoze & Ro, 2014). If the interaction cross-section is considerable

>∼ 0.1 cm2/g, it could also resolve small-scale issues in the predictions of non-

interactive, cold dark matter (CDM) models (see review by Weinberg et al., 2015).

Cluster Abell 3827 was originally studied by Williams & Saha (2011) because its

light distribution is interesting, with the intention of developing a lens analysis al-

gorithm but not with the expectation of measuring an offset (L. Williams 2015, pers.

comm.). This is the only galaxy for which an offset has been detected, but it may

also be the only galaxy in a cluster for which such a small offset could have been

detected. The measurement requires three chance circumstances, each individually

rare.

• The cluster must gravitationally lens a well-aligned background galaxy with

a complex morphology. The distribution of foreground dark matter (plus

baryons) can be reconstructed from perturbations to this lensed image.

• The cluster must contain a bright galaxy near the Einstein radius. To enable

precise measurements, it must intersect the lensed arcs and its mass must be a

detectable fraction of the cluster. Since a single cD galaxy generally lies inside

any Einstein rings, in practice, this means a cluster with multiple cDs.

• The cluster must be nearby, so small physical separations can be resolved.

This reduces its efficiency as a gravitational lens.

The interpretation of the observed offset in such radical terms as SIDM is clouded

by the possibility of alternative explanations. First, gravitational lensing is sensi-

tive to the total mass distribution projected along the line of sight. The chance

alignment of unrelated foreground/background structures has created apparently

spurious features in other lens systems (Gray et al., 2001; Hoekstra, 2003; Host,

2012). In Abell 3827, projection effects do not appear to be an issue: of the four
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galaxies at the centre of the cluster three have a total mass appropriate for their

stellar mass, while the fourth (galaxy N1) has a low mass at the location of the

stars, but a similarly appropriate total mass slightly offset. Had this been a chance

projection, there would be mass at the location of N1 (because of its own, non-offset

dark matter) plus a second mass peak (and probably a luminous source). These are

not seen.

Second, a physical offset might arise even with collisionless dark matter, via

the complex astrophysical processes operating in cluster core environments. Gas

stripped from and trailing behind an infalling galaxy may self-gravitate and form

new stars. This is not consistent with observations of Abell 3827, which has effec-

tively zero star formation rate (Massey et al., 2015, Table 1). The different physi-

cal extent of dark matter and stars also leads to different dynamical friction, tidal

gravitational forces, and relaxation times during mergers. Inside the complex dis-

tribution of Abell 3827, even normally linear effects like tidal forces could create

or exacerbate small initial offsets. It could also be considered that the galaxy in

question is undergoing one of two types of merger:

• Coincidentally with the galaxy’s arrival near the cluster core , it has recently

merged with a former satellite. The tightly-bound stars from the centre of the

satellite have not yet had time to mix with the galaxy’s stars, and remain as a

second peak randomly located within the total system. Simulated analogues

of this are not consistent with observations, because the observed galaxy is

best-fit in all bands by a single Sersic profile (Massey et al., 2015, Table 1).

• The galaxy is about to merge with a more massive halo (the three more cen-

tral galaxies of similar mass). In simulations, the dark matter from all the

systems rapidly mix together into a single smooth halo. This is not consistent

with observations, which still show the infalling galaxy’s dark matter, distinct

from and further away from the other galaxies’ dark matter. 2.

2Allowing a distinct dark matter peak for N1 fits the observations with χ2/dof = 49.3/23,

Bayesian evidence log10(E) = −26.4, and lens-plane 〈rmsi〉 = 0.26′′ (Massey et al., 2015, Table 3).

A model without dark matter (but still stellar mass) is strongly disfavoured, with χ2/dof =86.1/26,
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As a control test to determine whether more complex astrophysical effects could

build an offset between galaxies and collisionless dark matter, we measure the 3D

separation between galaxies’ luminous and dark matter in the “Evolution and As-

sembly of GaLaxies and their Environments” (EAGLE) suite of hydrodynamical

cosmological simulations (Schaye et al., 2015; Crain et al., 2015). These simula-

tions have been calibrated to reproduce the mass and size of galaxies in the local

Universe. These simulations also reproduce the observed low-redshift luminosity

functions (Trayford et al., 2015) and produce an evolution of the galaxy mass func-

tion in broad agreement with observations (Furlong et al., 2015). They are hence,

the perfect test-bed to predict the relative positions of galaxies’ various components

in a statistically meaningful way.

6.2 Method

In this section we describe briefly the cosmological simulations we analysed and

the method used to infer the centre of luminous and dark matter in galaxies.

6.2.1 The simulation suite

In our study, we use the main EAGLE simulation (Ref-L100N1504) and to explore

field galaxies, clusters and groups, and the higher resolution simulation (Recal-

L025N0752) to understand the convergence of our results. These cosmological

simulations use a state-of-the-art treatment of smoothed particle hydrodynamics

and set of subgrid models. The full description of the model is given in Schaye

et al. (2015) and the rationale for its parametrisation is presented in Crain et al.

(2015); we only summarise here the aspects relevant to our study. The simula-

tions assume collisionless dark matter, evolving in a flat ΛCDM cosmology with

parameters from Planck2013 (Planck Collaboration et al., 2014). The low (high) res-

olution initial conditions are generated at z = 127 using second-order Lagrangian

perturbation theory in a 1003 Mpc3 (253 Mpc3) volume with a dark matter particle

log10(E)=−100.7 and 〈rmsi〉=0.34′′ (R. Massey 2015, pers. comm.).
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mass of 9.7 × 106 M� (1.2 × 106 M�) and initial gas particle mass of 1.8 × 106 M�

(2.2 × 105 M�). The particles are then evolved in time using the GADGET Tree-

SPH code (Springel, 2005). The Plummer-equivalent gravitational softening is set

to ε = 700 pc (ε = 350 pc at higher resolution).

The subgrid model in the EAGLE simulations includes element-by-element ra-

diative cooling (Wiersma et al., 2009a), star formation obeying the Kennicutt-Schmidt

relation (Schaye & Dalla Vecchia, 2008), enrichment of the ISM via stellar mass

loss (Wiersma et al., 2009b), feedback from star formation (Dalla Vecchia & Schaye,

2012), gas accretion onto super-massive black holes and the resulting AGN feed-

back (Booth & Schaye, 2009; Rosas-Guevara et al., 2015).

6.2.2 Identification of galaxies and their locations

We find galaxies in the simulation via the SUBFIND algorithm (Springel et al., 2001;

Dolag et al., 2009). We identify all galaxies with stellar mass M∗> 109 M� at z= 0,

both in the field and in groups or clusters.

We find the centre of galaxies’ matter distributions using an iterative ‘shrinking

sphere’. We first identify all the star particles for each galaxy. We calculate their

centre of mass and select only those particles within 90% of the maximal distance

to the centre of mass. Repeating this process, the search radius and the number

of considered particles decreases in subsequent iterations. This shrinking sphere

procedure is repeated until the number of particles reaches 200. The centre of mass

of this final set of particles is considered to be the centre of the galaxy’s stellar

distribution3. Similarly, we define the velocity of the stellar distribution as the mass

weighted velocity of the particles selected in the final iteration of the procedure.

The same procedure is applied to each galaxy’s dark matter particles, to calcu-

3As pointed out by Kahlhoefer et al. (2014, 2015), the choice of centroiding algorithm could

produce varying results if dark matter does interact. Our identification of mass-weighted peaks in

the stellar particles is both robust and the most comparable procedure to the identification of peaks

in K-band luminosity-weighted observations (or other infrared bands in the absence of recent star

formation).
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late the centre of their dark matter distribution. Finally, the offset between the dark

and luminous component is defined as the distance between those two centres. We

have verified that our results are robust against variations of the parameters used

in this procedure.

6.3 Offsets between dark matter and stars

In the EAGLE Ref-L100N1504 simulation there are 12776 galaxies with mass M∗ >

109 M�, 1129 of which are satellites in clusters (halos with M200 > 1014 M�), 3111

satellites in groups (halos with M200 > 1013 M�) and 7391 are field galaxies. The

higher resolution Recal-L025N0752 simulation contains 618 galaxies above our mass

threshold. These four samples will be used to investigate environmental and reso-

lution effects.

6.3.1 3D offset between dark matter and stellar components

The offsets between the centre of galaxies’ dark matter and their stars for our

four sub-samples of galaxies is shown in Fig. 6.1. The distributions are consis-

tent with being randomly sampled from a Maxwellian with distribution parameter

σ=196± 2 pc (main simulation) or σ=126± 1 pc (high resolution simulation). Ar-

rows indicate the position of the 95 and 99.7 (2 and 3σ) percentiles. In both cases,

the typical scatter is smaller than the gravitational softening length, indicated by a

vertical dashed line.

The distribution of offsets in the Ref-L100N1504 main simulation is remarkably

similar for field galaxies (top left panel) and satellite galaxies in groups or clusters

(bottom panels). This indicates that, at our resolution, the offsets are not influenced

by environmental effects. Fewer than 5% of all galaxies display an offset larger

than the gravitational softening length. Offsets larger than 1 kpc are only found in

59 field galaxies (0.79%) and 17 satellites in groups and clusters (0.54%). Pushing

these numbers to offsets larger than 1.5 kpc, we find 15 field galaxies (0.20%) and 2

satellites in groups and clusters (0.06%). A much larger sample of galaxies would,
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Figure 6.1: The offset between the centre of the dark matter distribution and stellar distri-

bution for galaxies with a stellar mass M∗ > 109M�. The different panels correspond to

field galaxies in the reference simulation (top left), the field galaxies in the higher resolu-

tion simulation (top right), satellites in clusters (bottom left) and in groups (bottom right).

In each panel the vertical dashed line indicates the softening length used in the simulation.

The arrows indicate the position of the 95% and 99.7% percentiles of each distribution. The

offset seen is similar in field galaxies and clusters and is of the order of the softening scale

of the simulation. Offsets larger than 1.5 kpc correspond to fluctuations greater than 3σ.
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however, be required to characterise robustly the tail of the distribution.

Offsets in the higher resolution Recal-L025N0752 simulation (top right panel)

are smaller, with 95% of the galaxies displaying an offset smaller than 410 pc. Un-

fortunately, the smaller number of galaxies in that simulation volume does not

allow for a thorough discussion of the position of larger percentiles. The results

from this simulation indicate that the offsets seen in the main simulation are prob-

ably overestimated (at least for field galaxies) and that simulations run at a higher

resolution (i.e. with a smaller softening length) would lead to galaxies with smaller

offsets between dark matter and stars. However, the decrease in softening length

by a factor of 2 between our two simulations has only led to a decrease in median

offset by a factor of 1.5, indicating that even higher resolution simulations might

not converge towards a negligible offset between components4. We nevertheless

caution that the softening length is not the only scale setting the resolution of a

simulation. Changes in the subgrid parameters and, sometimes, models between

different simulations at different resolution are necessary to account for the newly

resolved scales and have a non-trivial impact on the analysis of convergence.

6.3.2 Offset along the direction of motion

If the dark matter-stellar offset in Abell 3827 is due to SIDM, then not only will the

centres of the galaxies and dark matter halos be offset but this offset should also

be aligned with the direction of motion of the galaxy with the dark matter trailing

the stars. Although the offsets observed in the EAGLE simulation are approaching

the resolution limit set by the scale of gravitational softening, it is worth measuring

whether the dark matter might be trailing or leading the galaxies in their motion.

4The offset of 300-400 pc found by Kuhlen et al. (2013) in high resolution zoom-in simulation of

a single Milky Way-like galaxy is consistent with our findings. That offset from the centre of their

dark matter distribution is ∼ 3 times larger than their softening, indicating that a small but non-

zero offset might be found with sufficiently high resolution adopted in the simulations. We note,

however, that the dark matter density profile of their galaxy is not monotonic; a result different

from what is seen in other simulations.
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Figure 6.2: The offset between the centre of the dark matter distribution and stellar distri-

bution along the axis of motion of the stellar distribution for galaxies with a stellar mass

M∗ > 109M�. The different panels correspond to the same subsets of galaxies as in Fig. 6.1.

The dashed grey curves in the background show a Gaussian distribution with the same

mean and standard deviation as the offset distributions. The distribution of offsets dis-

plays no bias towards trailing or leading motion of the dark matter centre with respect to

the luminous centre and only deviates from a normal distribution by displaying a positive

kurtosis.
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The offset between dark matter and stars, projected along the velocity vector of

the stars, is shown in Fig. 6.2. In all four galaxy sub-samples, the distribution is

symmetric and shows no bias towards leading or trailing motion of the dark mat-

ter. The distribution and its mirror image are indistinguishable in a Kolmogorov-

Smirnov (KS) test, with a p-value larger than 0.9. The scatters are σ ≈ 210 pc (main

simulation) or σ ≈ 128 pc (high resolution simulation), in agreement with those for

the Maxwellian 3D offsets. The dashed lines in the figure show Gaussians with the

same mean and width as the measured distributions. The distributions of projected

offsets are leptokurtic, making large offsets rarer than predicted by a Gaussian with

the same standard deviation. The offsets are, thus, consistent with being randomly

orientated and unaffected by the motion of the galaxy. Indeed, we find no pre-

ferred direction of offset, repeating the experiment by projecting the offset onto

other axes like the dark matter velocity, direction to nearest neighbour, direction to

cluster centre, etc. All offsets are consistent with random scatter.

6.3.3 Detailed examination of satellite galaxies in the tail of the

distribution

In our sample of satellite galaxies, we found 17 (2) objects out of 3111 presenting

an offset larger than 1 kpc (1.5 kpc). It is hence worth exploring whether these are

just random fluctuations in the population or whether these larger offsets are seen

as the result of an astrophysical process. The offsets of the 17 galaxies display no

preferred direction with respect to the direction of motion, with a flat distribution

of cos (θ), where θ is the angle of the offset from the velocity vector of the galaxy.

The first of the two extreme outliers is a low mass (M∗ = 3.9×109 M�) extended

galaxy (r50 = 6.9 kpc). This galaxy is too diffuse at the resolution of the simulation

for the centre-finding algorithm to return a sensible answer. Similarly, it would be

difficult to find the centre of the light distribution of a galaxy with such a flat profile

in real observations. A galaxy like the one for which an offset has been observed

in Abell 3827 is much more massive and less diffuse, making the presence of this
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specific outlier in our catalogue irrelevant for the scenario we are considering.

The second extreme outlier is a giant elliptical galaxy with stellar mass M∗ =

1.5×1011 M�, located 130 kpc from the centre of its cluster. This galaxy experienced

a recent merger with a smaller very concentrated satellite (M∗ ≈ 2× 109 M�).

The dark matter from the two galaxies has mixed, forming a smooth, virialised

halo. The stars from the elliptical lie at the centre (within 200 pc) of this dark matter.

However, the tightly-bound stars from the centre of the former satellite have not

yet had time to mix with the stars from the elliptical. They instead remain as a

peak in the outskirts of the stellar light distribution. This merger remnant is thus

affecting the measurement of the peak of the light distribution but, at the time of

measurement, it does not carry any dark matter. The large perceived offset is a

temporary phenomenon due to the difference between the time taken to mix the

stars in interacting galaxies and the time needed to mix their dark matter. This is

the first merger scenario discussed in the Introduction, and is not consistent with

details of the observations (except perhaps a short time window might exist during

which distinct dark matter peaks still exist, but are offset from the light. This time

window would make Abell 3827 even more rare.)

6.3.4 Detailed examination of satellite galaxies in the cores of clus-

ters

The simulation contains 50 (11) M∗ > ×1010 M� satellite galaxies within the cen-

tral 100 kpc of groups (clusters). The statistics for this small sample is noisier, but

they have a similar offset distribution and distribution of angles between offset

and velocity vector as the full sample. The distribution of angles is consistent with

uniform and the distribution of offsets has a mean of 310 pc with a 95 percentile at

690 pc, in remarkable agreement with the whole population. This sub-sample and

the whole population are virtually indistinguishable in a KS test (p-value >0.6).

The closest non-BCG galaxy with M∗ & 1010M� in the six simulated M200 >

1014 M� clusters are at clustercentric radii 26 kpc, 92 kpc, 22 kpc, 58 kpc, 82 kpc and
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54 kpc. These have offsets between their stars and dark matter of 182 pc, 223 pc,

252 pc, 198 pc, 320 pc and 284 pc, in apparently random directions. Looking in more

detail at the two objects with the smallest clustercentric position, we find two ellip-

tical galaxies of mass 1.5×1010 and 4×1010M� with low star formation rate and gas

content. They both present an offset between their dark and luminous component

smaller than 250 pc, unaligned with their direction of motion nor aligned with the

radius to the centre of the cluster. We thus find no feasible analogues for Abell 3827

in the EAGLE simulation.

6.4 Summary & Conclusion

Motivated by the measurement of a 1.62+0.47
−0.49 kpc offset between the stars and dark

matter of a galaxy in Abell 3827 (Massey et al., 2015), we investigated the relative

location of these matter components in galaxies from the ΛCDM EAGLE simulation

suite. Our results can be summarised as follows:

1. More than 95% of simulated galaxies have an offset between their stars

and dark matter that is smaller than the simulation’s gravitational softening

length (ε = 700 pc). The offsets are smaller still in our higher resolution simu-

lation, indicating that our measured values are likely upper limits. Even this

state-of-the-art cosmological simulation has only just sufficient resolution to

compare to the observations.

2. Of the extreme objects with resolved offsets, fewer than 0.54% (0.20%) of

satellite galaxies in groups and clusters present a separation larger than 1 kpc

(1.5 kpc).

3. We find no systematic alignment between the direction of the offset and

the direction of motion of the galaxies. Dark matter is statistically neither

trailing nor leading the stars.

4. We find no difference between field galaxies and satellite galaxies in
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groups and clusters. Astrophysical effects related to a galaxy’s local envi-

ronment play no significant role in producing or enhancing offsets.

5. We find two types of outliers with extreme offsets: faint galaxies for

which the resolution of the simulations does not allow for the robust identifi-

cation of a centre, and massive galaxies that have recently absorbed a smaller

galaxy but haven’t yet mixed their stellar distributions. Neither of these out-

lier types match what is observed in Abell 3827.

Astrophysical effects produce no feasible analogue in the entire EAGLE simu-

lation, for the galaxy observed in Abell 3827. Taking the best-fitting value for its

observed offset, the galaxy is a >3σ outlier in a ΛCDM universe with collisionless

dark matter. Larger simulations will be needed to improve the sampling of the tail

of the offset distribution.

The observation is so far unique, and finding more systems in which similarly

precise measurements can be obtained will be challenging. If more large offsets can

be found, the case for an alternative dark matter model (e.g. SIDM) would be com-

pelling. High resolution simulations including these models of dark matter would

also be useful, to understand the processes that might have led to the observed

offset in Abell 3827.





Chapter 7
Morphology of the dark

matter annihilation

signal around the

galactic centre of

simulated Milky Way

galaxies

7.1 Introduction

Uncovering the unknown nature of dark matter is one of the biggest task of mod-

ern cosmology and particle physics. Since Peebles (1982)’s original suggestion that

the dark matter consists of massive, weakly interactive, neutral particles a large set

of evidence has consolidated that picture but this could, only be ultimately con-

firmed by the detection of such a particle in an experiment. Among the possible

candidates, supersymmetric particles (see Jungman et al., 1996, for a review) and in

particular neutralinos are attractive options that current particle accelerator based

experiments might detect. An interesting property of most exotic particle candi-

dates for dark matter is the possibility for these particles to annihilate into a pair

of photons. This opens the door for experiments attempting to detect such pho-

tons in space. Given the properties of the dark matter particles that are expected

from observations of the cosmic microwave background and other cosmology ex-

181
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periments, the expected particle mass is of order mχ = 10 − 1000 GeV, leading to

the emission of gamma-ray photons in that energy range when two dark matter

particles annihilate (see review by Bertone et al., 2005).

The Large Area Telescope aboard the Gamma-Ray Space Telescope (Fermi) (Gehrels

& Michelson, 1999) has, over the last few years, produced the most detailed maps

of the γ-ray sky, covering a large energy range (20 MeV − 500 GeV) with a reso-

lution of a few arcmin at the highest energy end of the spectrum. Analysing the

Fermi data around the galactic centre (GC), a number of groups (Hooper & Good-

enough, 2011; Hooper & Linden, 2011; Abazajian & Kaplinghat, 2012; Gordon &

Macı́as, 2013; Hooper & Slatyer, 2013; Macias & Gordon, 2014; Daylan et al., 2014;

Abazajian et al., 2014) have claimed the discovery of an extended diffuse excess

emission above the other know astrophysical sources. This excess emission, peak-

ing at E ≈ 2 GeV was found to be broadly consistent with the expected signal

from dark matter annihilation. Furthermore, the emissivity was found to decrease

with distance from the GC as r−Γ with Γ = 2.2− 2.4, only slightly steeper than the

asymptotic inner slope (Γ = 2) obtained for the flux originating from Navarro et al.

(1996b) (NFW) density profiles found in dark matter only simulations of halos.

Alternative explanations have been proposed for the excess near the GC. As the

modelling of the Galactic diffuse emission (GDE) is rather uncertain in the inner

few degrees (r . 500 pc), the excess could potentially explained by systematics

such as point source subtraction (Boyarsky et al., 2011; Ackermann et al., 2012),

Bremsstrahlung from electrons scattering off neutral molecular clouds (Yusef-Zadeh

et al., 2013), the interaction between protons accelerated by the supermassive black

hole and gas (Linden et al., 2012), a population of yet unresolved millisecond pul-

sars (MSP) (Abazajian, 2011; Gordon & Macı́as, 2013; Yuan & Zhang, 2014) or

young pulsars (O’Leary et al., 2015). However, more recent analysis of the γ-ray

spectra seem to disfavour these last two interpretations (Hooper et al., 2013; Calore

et al., 2014; Cholis et al., 2015) and place limit on the contribution of pulsars to the

excess to 10% of the observed flux.

Besides the analysis of the spectral shape, another way to distinguish the poten-
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tial sources of γ-ray contributing to the excess is to analyse the morphology of the

signal. A dark matter origin would imply that the excess should extend over tens

of degrees (Serpico & Zaharijas, 2008; Nezri et al., 2012). An excess with the same

spectral shape over a large angular range (but with emissivity decreasing with dis-

tance from the GC) would strengthen the interpretation of the excess as originating

from dark matter annihilation. Using multiple regions between 2◦ and 20◦ from

the GC and a large range of GDE models, Calore et al. (2015a) found that the ex-

cess emission is consistent with a dark matter particle of mass mχ = 49+6.4
−5.4 GeV

annihilating into a bb̄ pair and distributed following a generalised NFW profile

(gNFW, see equation 7.1 below) with a slope γ = 1.26. A similar spatial distribu-

tion was found by Daylan et al. (2014) who suggested a slope of the inner profile in

the range γ = 1.1−1.3. With the increasing precision of these measurements and of

the foreground modelling, it has become crucial to refine the theoretical models for

the distribution of dark matter at the centre of galaxies in a ΛCDM context. Char-

acterising the dark matter profile slope and sphericity as well as investigating the

potential offset between the dark matter and the GC are all important tasks given

to theorists.

Work based on dark matter only simulations has shown that the dark matter

is distributed following an NFW distribution with a scale-length, rs, varying with

halo mass (e.g. Navarro et al., 1996b; Neto et al., 2007; Dutton & Macciò, 2014).

Higher resolution simulations (Springel et al., 2008a) have shown that the very in-

ner part of dark matter profiles might be slightly shallower than an asymptotic

slope of γ = 1 (Navarro et al., 2010). Similarly, predictions for the signal coming

from subhaloes have also been made using these simulations (Kuhlen et al., 2008;

Springel et al., 2008b), effectively proposing to test the cold dark matter paradigm.

At the other end of the halo mass range, Gao et al. (2012a) argued that nearby rich

clusters could provide a cleaner signal than the Milky Way’s satellites. Thus far ob-

servational results have proved inconclusive and the only claimed detection comes

from the centre of our own Milky Way, where precise predictions from simulations

have been made (Springel et al., 2008b).
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However, all these studies have a ignored the effects that baryons might have

on dark matter. Mechanisms such as dark matter contraction (Blumenthal et al.,

1986; Gnedin et al., 2004) can potentially drag more dark matter towards the centre,

steepening the profile. Conversely, perturbations to the potential, due for instance

to feedback from stars or the formation of a bar, can lead to a flattening of the

very central regions (Navarro et al., 1996a; Weinberg & Katz, 2002; Mashchenko

et al., 2006; Pontzen & Governato, 2012). The correct balance between all those

mechanisms can only be obtained by performing high resolution simulations of

Milky-Way-like galaxies with a model that reproduces a large variety of other ob-

servables, hence validating the physical model.

In this study we use two zoom-in simulations of local groups (Sawala et al.,

2015) performed within the framework of the “Evolution and Assembly of GaLax-

ies and their Environments” (EAGLE) project (Schaye et al., 2015; Crain et al., 2015).

These simulations have been shown to reproduce observables in the low redshift

Universe and the satellite luminosity function with unprecedented accuracy. Fur-

thermore, Schaller et al. (2015a) showed the remarkable agreement between ob-

served rotation curves and the ones extracted from the simulation, showing that

the matter distribution in the simulated galaxies is in agreement with observed

ones, implying that the correct balance between the various effects of baryons on

dark matter has been achieved. These simulations are hence the ideal test beds to

assess the effects of baryons on the inner dark matter profile of Milky Ways.

This chapter is structured as follows. In Section 7.2 we introduce the simulation

setup used. In Section 7.3, we investigate the dark matter density profiles of our

halos and analyse the morphology of the annihilation signal in Section 7.4. We

summarise our findings and conclude in Section 7.5.

Throughout this chapter, we assume a WMAP7 flat ΛCDM cosmology (Ko-

matsu et al., 2011) (h = 0.704, Ωb = 0.0455, Ωm = 0.272 and σ8 = 0.81), express

all quantities without h factors and assume a distance from the GC to the Sun

r� = 8.5 kpc.
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7.2 The simulations

The simulations used in this study are based on the EAGLE simulation code (Schaye

et al., 2015) . We summarize here the parts of model relevant to our discussion.

7.2.1 Simulation code and subgrid models

The EAGLE code is based on a substantially modified version of the GADGET code,

last described in (Springel, 2005). The modifications include the use of a state-

of-the-art implementation of Smoothed Particle Hydrodynamics (SPH), labelled

ANARCHY (Dalla Vecchia (in prep.)), based on the Pressure-Entropy formulation

of SPH (Hopkins, 2013). Gravitational interactions are computed using a Tree-PM

scheme.

The subgrid models employed are an evolution of the ones used in the GIMIC

(Crain et al., 2009) and OWLS (Schaye et al., 2010) simulations and we summarise

here their main features. Cooling of gas and its interaction with the background

radiation is implemented following the recipe of Wiersma et al. (2009a) who tab-

ulated photo-heating and cooling rates element-by-element (for the 9 most impor-

tant elements) in the presence of the UV and X-ray backgrounds inferred by Haardt

& Madau (2001).

To prevent artificial fragmentation, the cold and dense gas is placed on an equa-

tion of state Peos ∝ ρ4/3 that is designed to mimic the mixture of phases in the

interstellar medium (ISM) (Schaye & Dalla Vecchia, 2008). Star formation is im-

plemented using a pressure-dependent prescription that reproduces the observed

Kennicutt-Schmidt star formation law (Schaye & Dalla Vecchia, 2008) and uses a

threshold that captures the metallicity dependence of the transition from the warm,

atomic to the cold, molecular gas phase (Schaye, 2004). Star particles are treated as

single stellar populations with a Chabrier (2003) IMF evolving along the tracks pro-

vided by Portinari et al. (1998). Metals from supernovae (SNe) and AGB stars are

injected into the ISM following the model of Wiersma et al. (2009b) and stellar feed-

back is implemented by injecting thermal energy into the gas as described in Dalla
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Vecchia & Schaye (2012). Galactic winds hence form naturally without having to

impose a direction, velocity or mass loading factor. The amount of energy injected

into the ISM per SN event is dependent on the local gas metallicity and density in

an attempt to take into account the unresolved structure of the ISM (Schaye et al.,

2015; Crain et al., 2015). Supermassive black hole seeds are injected in halos above

1010h−1M� and grow through mergers and accretion of low angular momentum

gas (Rosas-Guevara et al., 2015; Schaye et al., 2015). AGN feedback is performed

by injecting thermal energy into the gas directly surrounding the black hole (Booth

& Schaye, 2009; Dalla Vecchia & Schaye, 2012). Halos are identified using the FOF

algorithm (Davis et al., 1985) and substructures within them are later extracted us-

ing the SUBFIND code (Springel et al., 2001).

The subgrid model was calibrated (mostly by adjusting the intensity of stellar

feedback and the accretion rate onto black holes) so as to reproduce the present day

stellar mass function and galaxy sizes (Crain et al., 2015).

7.2.2 Selection of Milky-Way halos

The two volumes used in this work are zoom-in re-simulations of regions extracted

from a dark matter only simulation of 1003 Mpc3 with 16203 particles. The ha-

los were selected to match the observed dynamical constraints of the Local Group

(Sawala et al., 2015; Fattahi et al., 2015). Each volume contains a pair of halos in the

mass range M200 = 5 × 1011M� to M200 = 2.5 × 1012M� that will host analogues of

the Milky Way and M31. The high-resolution region encloses a sphere larger than

2.5 Mpc around the centre of mass of the two halos at z = 0. The dark matter parti-

cle mass in the zoom regions was set to 5× 104M�, whilst the primordial gas parti-

cle mass was set to 1 × 104M�. The initial conditions were generated from ΛCDM

power-spectra using 2nd order Lagrangian perturbation theory (Jenkins, 2010) and

linear phases taken form the Gaussian white noise field PANPHASIA (Jenkins, 2013)

with the exact descriptors given in the appendix of Schaye et al. (2015). The grav-

itational softening length was set to ε = 134 pc (Plummer equivalent) at z < 2.8

and was kept fixed in co-moving units at higher redshifts. Simulations without
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baryonic components were run with the exact same setup and are labelled as DMO

in what follows.

7.3 Dark matter distribution in the centre of the halos

In this section, we analyse the dark matter distribution inside the simulated Milky-

Way galaxies. We consider both galaxies in each of the two simulation volumes as

Milky-Way like galaxies.

7.3.1 Profiles without baryon effects

The analysis of the GC excess is often performed using an assumed density profile

shape for the dark matter. This profile is a generalisation of the NFW profile for

which the asymptotic inner slope is a free parameter γ:

ρDM(r) =
ρs

(r/rs)
−γ (1 + r/rs)

3−γ (7.1)

The NFW profile is recovered when γ = 1. This generalized form for the den-

sity profile is not supported by numerical simulations of collisionless dark matter

(e.g. Navarro et al., 2010) but is a useful way to parametrise the deviation from the

NFW shape in the very centre of halos as a result of baryonic effects. As the mea-

surements of the GC excess only cover a range of a few kilo-parsecs, the value of

the scale radius rs cannot be constrained by the observation and is typically set to

rs = 20 kpc, in broad agreement with simulation results for Milky-Way-like halos

(e.g. Neto et al., 2007; Dutton & Macciò, 2014). The normalisation of the profile, ρs,

is degenerate with other particle physics parameters (see Section 7.4) and is usu-

ally fixed by requesting that the density of dark matter at the location of the Sun is

ρDM(r�) = 0.4 GeV · cm−3 1, in agreement with local dynamical constraints (Catena

& Ullio, 2010; Iocco et al., 2011).
1Note that for simplicity we use units convenient for particle physics applications. Units more

friendly to astronomers are recovered using the conversion 1 M� ·kpc−3 = 3.795×10−8 GeV ·cm−3.
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Figure 7.1: The density profiles of the four halos in the simulations without baryons (yel-

low solid lines). Thinner lines are used at radii smaller than the convergence radius of

the simulation. The vertical dotted line indicates the simulation’s gravitational softening

length. The green dot-dashed and blue dashed lines correspond to an NFW and gNFW

with γ = 1.26 profiles respectively, both normalised to ρ(r�) = 0.4 GeV · cm−3 and with a

scale-length rs = 20 kpc. As expected, the simulated profiles display a shape similar to the

plotted NFW model, but with a lower normalisation than the standard halos.
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Table 7.1: Properties of the four simulated halos and the best-fitting NFW parameters to

their dark matter density profiles.

Halo M200 R200 RP03 rs ρDM(r�)

[M�] [kpc] [pc] [kpc] [GeV · cm−3]

1 1.65× 1012 243.2 435 22.4 0.290

2 1.09× 1012 212.0 445 20.1 0.132

3 1.35× 1012 226.9 344 23.2 0.162

4 1.39× 1012 229.4 358 19.8 0.281

In order to quantify the effects of baryons on the dark matter distribution, it

is worth considering the profiles extracted from the simulations without baryonic

physics first. In Fig. 7.1, we show the dark matter density profiles of our four halos.

Thick lines are used at radii larger than the resolution limit (RP03 ≈ 350 − 450 pc

depending on the halo) set by the criterion of (Power et al., 2003) and thin lines are

used at smaller radii. The softening length is indicated by the vertical dotted line.

The green dot-dashed and blue dashed lines correspond to an NFW and gNFW

with γ = 1.26 (the best-fitting value of Calore et al. (2015a) to the excess) profiles

respectively, both normalised, as discussed above, to ρDM(r�) = 0.4 GeV · cm−3 and

with a scale-length rs = 20 kpc. As expected, the profiles are in good agreement

with the NFW model albeit with a lower normalisation. The best-fitting NFW pro-

file parameters to our halos are given in table 7.1. The usual choice of rs = 20 kpc

is in good agreement with our simulated halos but the normalisation of our ha-

los is lower than what is often assumed in the literature. When baryon effects are

neglected, an inner slope close to γ = 1.26 is clearly ruled out by our simulations.

7.3.2 Profiles in the simulations with baryons

We now turn towards the dark matter profiles in the simulations including baryons.

In Fig. 7.2, we show the dark matter density profiles of the four halos simulated
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Figure 7.2: The dark matter density profiles of the four halos in the simulations with

baryons physics (red solid lines). Thinner lines are used at radii smaller than the conver-

gence radius of the simulation. The vertical dotted line indicates the simulation’s gravita-

tional softening length. The green dot-dashed and blue dashed lines correspond to an NFW

and gNFW with γ = 1.26 profiles respectively, both normalised to ρ(r�) = 0.4 GeV · cm−3

and with a scale-length rs = 20 kpc. The profiles display a logarithmic slope steeper than

−1 between r ≈ 1.5 kpc and r ≈ 10 kpc in broad agreement with the profiles inferred from

observations by Calore et al. (2015a). At radii r ≤ 1 kpc the profile is significantly shallower

than NFW profiles are.
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with the full baryonic model. As for the previous figure, the lines are thin at radii

smaller than the convergence radius of the simulation RP03 and the dashed lines

correspond to the NFW and gNFW profiles normalised to ρ(r�) = 0.4 GeV · cm−3.

The simulated profiles present two interesting features when compared to the DMO

results. In the range 1.5 − 10 kpc, the profile is significantly steeper than an NFW

model and at radii r . 1 kpc, the profiles display a significant flattening. Our pro-

file display a combination of dark matter contraction and a flattening of the very

central regions.

These halos are obviously not well described over the entire radial range by

any of the profiles commonly found in the literature. The main properties of the

halos are given in table 7.2. Note that in agreement with the findings of Schaller

et al. (2015a), the halo masses M200 (and hence radii R200) are lower than in the

simulation that did not include baryon physics. A consequence of the steepen-

ing of the profile due to contraction is the slight increase in the local dark matter

density ρDM(r�) (column 6 of the tables), which, however, remain lower than the

commonly adopted value of 0.4 GeV · cm−3. Clearly, the simulated profiles will not

be well described by a gNFW profile at radii r . 1.5 kpc. It is, however, instructive

to find the best-fitting profile at larger radii for comparison with the models used

to characterise the Fermi excess. The best-fitting asymptotic slopes are given in col-

umn 5 of table 7.2. For all four halos, the slopes are larger than the value (γ = 1.26)

found by Calore et al. (2015a) when modelling of the GC excess. We note, how-

ever, that the simulated profiles are in broad agreement with the gNFW profile of

(Calore et al., 2015a) (blue dashed line), if the overall normalisation is, once again,

ignored. The baryons have significantly steepened the profiles at radii r & 1.5 kpc.

At radii r . 1.5 kpc, the density profiles deviate significantly from the cusp seen

in the DMO simulation. At the resolution limit RP03 = 450 − 600 pc, the simulated

profiles display a density between 2.5 and 4.2 times lower than the gNFW profile

inferred from observations.
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Table 7.2: Properties of the four simulated halos and the best-fitting gNFW asymptotic

slope γ to their dark matter density profiles in the radial range r > 1.5 kpc.

Halo M200 R200 RP03 γ ρDM(r�)

[M�] [kpc] [pc] [−] [GeV · cm−3]

1 1.56× 1012 238.8 559 1.38 0.310

2 1.01× 1012 206.8 592 1.47 0.160

3 1.12× 1012 213.7 438 1.73 0.204

4 1.16× 1012 216.2 462 1.49 0.280
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7.3.3 Origin of the central flattening

The flattening in the inner≈ 1.5 kpc of the four simulated halos is a very important

feature of the profiles since they will determine the intensity of the γ-ray emission

around its peak. This flattening is very well resolved by the simulation since it

occurs at radii much larger than the convergence radius RP03 = 450 − 600 pc. In

all four cases, the halos display a cuspy central profile at high redshift. As a result

of violent star formation events (in some cases multiple times) in the inner few

kiloparsecs, stellar feedback has expelled the densely packed gas from the centre of

the haloes. Since this gas was locally dominating the potential its sudden removal

will impact the other matter components and drag some of the dark matter out by

unbinding it. This is a practical application of the mechanism proposed by Navarro

et al. (1996a) with the perturbation to the potential originating from star formation

activity. Similar flattenings have been observed, mostly in dwarf galaxies, as a

consequence of feedback by various simulation groups (e.g. Governato et al., 2010;

Pontzen & Governato, 2012; Teyssier et al., 2013; Oñorbe et al., 2015), using different

simulation techniques and subgrid models. Our findings are hence consistent with

results from the literature.

7.3.4 Sphericity of the distribution

In order to characterise the morphology of the dark matter annihilation signal at

the centre of the Milky Way, it is interesting to study the shape of the distribution.

The profiles described so far assumed a spherically symmetric dark matter density

profile. With the higher precision of the measurements of the excess and the in-

creasing understanding of the GDE, it will soon be possible to measure deviations

from a perfect sphere. For instance, the presence of a “dark disc” (Read et al., 2008)

would enhance the signal in the plane of the galactic disk and hence break the sym-

metry of the signal. This would also make the signal more difficult to disentangle

from the GDE models since these are also strongly asymmetric.

In order to test this, we computed the inertia tensor of our four halos using all
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Table 7.3: Axis ratios (a > b > c) inferred from the inertia tensor of the matter within 500 pc

from the centre of the galaxies for both the halos in the DMO and EAGLE simulations.

DMO EAGLE

Halo b/a c/b b/a c/b

1 0.828 0.969 0.974 0.952

2 0.866 0.951 0.974 0.959

3 0.823 0.967 0.987 0.962

4 0.840 0.939 0.968 0.959

the dark matter within a spherical aperture of 500 pc from the centre. This distance

corresponds to≈ 3◦ on the sky and is hence encapsulating the majority of the γ-ray

flux. We then computed the three eigenvalues a > b > c of the inertia tensor and

report the values in table 7.3 for both simulations with and without baryons.

As can be seen, the axis ratios are very close to unity, indicating only very small

variations from sphericity and hence no obvious feature in the signal. We also

find no alignment between the main axis of the dark matter distribution in the

inner 500 pc and the plane of rotation of the stars. It is interesting to note that

the simulation with baryons yields more spherical distributions close to the centre

than its counterpart without baryons. We verified that repeating the exercise with

apertures of 1 and 2 kpc yields similar results.

7.3.5 Position of the centre

Another potential source of systematics in the analysis of the GC excess is the posi-

tion of the centre of the dark matter distribution. If the highest density part of the

dark matter profile is offset from the centre of the stellar distribution then this offset

should appear in the data. In their simulation of a single Milky Way halo Kuhlen

et al. (2013) found a sizeable offset of 300− 400 pc between the centre of the stellar

distribution and the peak of their dark matter distribution. If such an offset was
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indeed present in the Milky Way, then a offset of≈ 2◦ between the GC and the peak

of the dark matter annihilation signal should be found. In their study based on the

EAGLE simulations, Schaller et al. (2015b) found that the offset between the peak

of the dark matter density distribution and the centre of the light emission is typi-

cally smaller than the softening length of the simulation (ε = 700 pc in their case).

Repeating their analysis on our four simulated Milky Way halos, we find offsets

between 22 and 43 pc, well below the size of the softening length (ε = 134 pc), indi-

cating that the offsets are consistent with zero. For all practical purposes and given

the current resolution of instruments, the centre of the dark matter distribution is

hence at the position of the centre of the light distribution.

7.4 Dark matter annihilation signal

Now that the dark matter profiles have been characterised we turn to the derivation

of the corresponding annihilation signal.

7.4.1 J-factor for the simulated halos

In the case of a dark matter particle that annihilates into photons, the photon flux

(in units of GeV−1 · cm−2 · s−1 · sr−1) at a given angle, Ψ, on the sky away from the

GC is given by

dN

dE
(Ψ) =

〈σv〉
8πm2

χ

dNγ

dE
I(Ψ), (7.2)

where mχ is the mass of the dark matter particle, 〈σv〉 is its velocity averaged total

annihilation cross-section, dNγ/dE is the averaged energy spectrum of photons

produced per annihilation and I(Ψ) is the integral along the line of sight of the

square of the dark matter density. This so-called “J-factor” reads

I(Ψ) =

∫

l.o.s.

ρ2
DM(r(s,Ψ)) ds, (7.3)
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with the variable s running on the line of sight axis from s = 0 to s =∞ and

r(s,Ψ) =
√

(r� − s cos Ψ)2 + (s sin Ψ)2 (7.4)

giving the distance from the GC for a particular angle on the sky Ψ and distance

to the GC, r�. Note that this form of the J-factor is only valid in the cases where

the dark matter density is spherically symmetric, as is the case in our simulations.

In a more general case the J-factor becomes a function of the galactic latitude b

and longitude l. The differential intensity dN/dE is hence the product of the J-

factor, given by the distribution of dark matter, and the particle physics model

assumed. As a consequence, the normalisation of the J-factor is largely irrelevant

since a similar signal can be recovered by altering the particle physics model. To

ease the comparison with the analysis of the GC excess, we have, thus, normalised

our simulated profiles such that ρDM(r�) = 0.4 GeV · cm−3.

On the top panel of Fig. 7.3 we show the J-factor (Eq. 7.3) as a function of galactic

latitude b (at galactic longitude l = 0◦) for our four simulated profiles normalised to

the same local dark matter density. The red and yellow lines correspond to the the

dark matter profiles in the simulations with and without baryons respectively. The

green dot-dashed and blue dashed lines correspond to an NFW and gNFW with

γ = 1.26 profiles respectively with a scale-length rs = 20 kpc and the same nor-

malisation local dark matter density than our normalised halos. The morphology

of the J-factor is different in the runs with and without baryons. The contraction

of the dark matter due to baryons has increased the J-factor by a factor of ≈ 2 at

angles b & 4◦ from the GC, when compared to an NFW halo. In that angular range,

the J-factor is also larger than the one obtained for a gNFW with a slope γ = 1.26

(Calore et al., 2015a). Closer to the GC, the simulated J-factors display a shallower

slope and values lower than the gNFW model.

7.4.2 Extrapolation of the profiles towards the centre

As most of the dark matter annihilation signal originates from the inner few hun-

dreds of parsecs, it is necessary to extrapolate our findings from section 7.3.2 to
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Figure 7.3: Top panel: The J-factor as a function of galactic latitude b inferred from our

simulated halos both with (red lines) and without (yellow lines) baryon effects. The green

dot-dashed and blue dashed lines correspond to an NFW and gNFW with γ = 1.26 profiles

respectively with a scale-length rs = 20 kpc. To ease comparison, all profiles have been

normalised to yield ρDM(r�) = 0.4 GeV · cm−3. The thin lines correspond to the power-law

extrapolation of our simulated profiles (see text). The scale at the top indicates the minimal

radius intersected by a line of sight at the given galactic latitude b. Bottom panel: Emission at

E = 2 GeV for our halos assuming the best-fitting particle physics model from Calore et al.

(2015b). Data points with error bars show the best-fitting models of Hooper & Goodenough

(2011), Boyarsky et al. (2011), Gordon & Macı́as (2013), Hooper & Slatyer (2013), Daylan

et al. (2014) and Abazajian et al. (2014) to the Fermi GeV excess. The green shaded regions

indicate the excess emission and its statistical uncertainty for a fixed gNFW profile derived

by Calore et al. (2015a) and the yellow shaded region indicates the preliminary results of

the Fermi-LAT team. The vertical grey shaded region indicates the radial range where

uncertainties in the GDE modelling due to HI and H2 emission dominate. Similarly, the

shaded region at the bottom indicates the flux intensity of the Fermi bubbles.
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smaller radii. As the annihilation signal increases with the square of the local den-

sity, one can ask what is the highest density that can be reached in the inner regions

given the constraints on the density and enclosed mass at the smallest converged

radius. Assuming that the profile is not hollow and that the logarithmic slope is

monotonic, it is straightforward to show that the only asymptotic power-law that

can be used to extrapolate the profiles from a given radius r towards the centre has

a slope γmax = 3(1 − 4πr3ρ(r)/3M(r)) (Navarro et al., 2010). Setting r to the con-

vergence radius of the halos RP03, we obtain slopes in the range γmax = 0.55− 1.22

for our four halos. The J-factors resulting from these extrapolations are shown on

Fig. 7.3 using thin lines. They allow us to set upper-bounds on the J-factor for an-

gles b . 3◦. Even with this power-law extrapolation, the flux is lower than the

gNFW profile with a slope γ = 1.26.

7.4.3 Gamma-ray flux morphology

In the bottom panel of Fig. 7.3, we show the emission at E = 2 GeV for our J-

factors, assuming the best-fitting particle physics model of Calore et al. (2015a)2.

For comparison, we show the flux inferred from the GC excess by Hooper & Good-

enough (2011),Boyarsky et al. (2011), Gordon & Macı́as (2013), Hooper & Slatyer

(2013), Daylan et al. (2014) and Abazajian et al. (2014) with the error bars indi-

cating the ±1σ statistical error (not shown when smaller than the symbols). The

observed intensities were re-scaled following the procedure highlighted in Calore

et al. (2015b), taking into account the assumed excess profiles. Note that individual

measurements are more than 3σ discrepant with each others. The green shaded re-

gions indicate the best-fitting model of Calore et al. (2015a). Their model assumed

a gNFW profile for the dark matter profile and used 60 GDE templates in their

likelihood analysis. The width of the green regions on the figure indicates both

the statistical uncertainty and the posterior range of the GDE modelling around

the best-fitting profile. The uncertainty on the slope of the profile is not shown. A

similar analysis, performed by Calore et al. (2015b), of the preliminary results of

2mχ = 46.6 GeV, 〈σv〉 = 1.60× 10−26 cm3 s−1
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the Fermi collaboration is shown as a yellow shaded region. The grey shaded re-

gion on the left of the plot indicates the radial range over which the galactic diffuse

emission models are dominant (Calore et al., 2015b). Similarly, the grey shaded

region at the bottom of the panel indicates the level of γ-ray flux expected from the

extended “Fermi Bubbles” (Su et al., 2010), thought to be the remnant of past AGN

activity. We use the extrapolation, assuming a constant density, to lower latitudes

of the flux estimated by Ackermann et al. (2014). The flux originating from the

annihilation of dark matter is higher than the contribution of the Fermi Bubbles at

angles b < 15◦, making the radial range 2◦ < b < 15◦ ideal for the study of the ex-

cess. The resolution of our simulations is, hence, well matched to this requirement.

Our simulated profiles (red lines) are in good agreement with the observational

results at angles b > 3◦. This is expected since, over the relevant radial range, our

profiles resemble the gNFW profiles with asymptotic inner slope γ = 1.2−1.3, that

are inferred from observations. At smaller angles, three of the four extrapolation of

the halo profiles towards the centre are significantly lower than the observed data

points, whilst the fourth one is in agreement with the data. As this is the simple

extrapolation giving the largest signal at the GC, it is reasonable to assume that

part of the observed signal can be due to other sources. The simulated halos could

be reconciled with the data at b < 2◦ if the particle physics model is changed to

increase the flux. This would, however, violate the constraints at larger angles.

7.5 Summary & Conclusion

In this study we investigated the dark matter density profiles of four simulated

Milky Way galaxies using a state-of-the-art hydrodynamics code and subgrid model.

We specifically focused on the inner few kiloparsecs of the dark matter distribution

in order to refine the earlier predictions for a potential dark matter annihilation

signal. The careful treatment of baryons in our simulation allows us to understand

and analyse the effects baryons have on the dark matter distribution. We can sum-

marise our findings as follows
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• The distribution of dark matter in the inner 500 pc of our halos is very close

to spherical with axis ratios b/a > 0.96 in all cases. The baryons have made

the dark matter more spherical.

• There is no offset between the position of the GC and the peak of the dark

matter distribution. The largest offset found in our halos is 45 pc, much

smaller than the softening length of the simulation (ε = 134 pc), indicating

that the offset is consistent with zero.

• The profiles extracted from the simulation with baryon physics display a

steeper profile than NFW in the radial range r = 2− 10 kpc as a consequence

of dark matter contraction.

• In the inner 1.5 kpc, the dark matter profiles present a well resolved flatten-

ing as a consequence of violent star formation events that have taken place at

early stages of the formation of the halos.

• The resulting dark matter annihilation signal is in good agreement with the

observations of the Fermi excess at galactic latitudes b & 3◦. An extrapolation

of our profiles to smaller angles lead in three of the four cases to a γ-ray flux

significantly lower than the observed one. In the fourth halo, the annihilation

signal from the extrapolation is in broad agreement with the measurements

performed close to the GC.

The analysis of the Fermi excess have thus far been performed assuming a gNFW

profile for the dark matter. Future, more precise studies, would probably benefit

from the use of a more realistic profile shape. The use of such profiles might help

disentangle the signal from the dark matter annihilation from the galactic diffuse

emission and hence help shade some light on the nature of the dark matter particle.





Chapter 8
Conclusions

8.1 Summary of the results

In the next decade, cosmological probes and surveys such as DESI (Levi et al.,

2013), LSST (LSST Dark Energy Science Collaboration, 2012) or EUCLID (Laureijs

et al., 2011) will attempt to measure cosmological parameters in the low-redshift

Universe with a precision better than 1 % and will hopefully shed some light on

the nature of dark energy. These surveys rely extensively on mock catalogues gen-

erated in simulations to control their systematics and correlation matrices. Thus

far these mock catalogues have been generated using SAMs, i.e. using DMO simu-

lations in which the baryons cannot act on the dark matter distribution. It is hence

crucial to address, using simulations that do incorporate all the relevant processes,

whether this approximation is sufficient or not. Similarly, experiments attempt-

ing to detect dark matter particles both directly (e.g. XENON 100 Xenon100 Col-

laboration et al. (2012), LUX Akerib et al. (2013)) and indirectly (e.g. Fermi tele-

scope Gehrels & Michelson, 1999) also rely on assumptions, inferred partially from

simulations, about the dark matter distribution within the Galaxy. Understanding

whether cooling processes, feedback from star formation or AGN has had an im-

pact on the dark matter is necessary to put limits on the detection or non-detections

coming from these experiments. Running and analysing state-of-the-art simula-

tions of galaxy formation able tor reproduce the local Universe is hence crucial for

the quest that cosmologists have embarked on.

In this thesis, we have analysed simulations from the EAGLE suite (Schaye et al.,

2015; Crain et al., 2015), which have been shown to reproduce a wealth of low-

redshift observations as well as reproduce the cosmic evolution of the galaxy stel-

lar mass function, to address some of these questions. The simulation code and

202
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the philosophy behind the calibration of the model parameters were described in

chapter 2 where a summary of the main published results was also presented. The

EAGLE code relies on a series of subgrid model, evolved from the OWLS and GIMIC

(Schaye et al., 2010; Crain et al., 2009) simulations, whose parameters have been

calibrated such that the z = 0.1 stellar mass function and relations between galaxy

mass and size as well as between galaxy and black hole masses are reproduced.

This matching implies that the right balance between all the effects that baryons

can have on the dark matter distribution might have been found, allowing for a

detailed analysis of the changes in the dark matter distribution.

The simulation also used a state-of-the-art implementation of SPH (called AN-

ARCHY) as its hydrodynamics solver. Chapter 3 was dedicated to the description

of this new solver and to the analysis of the changes brought to it (compared to

the standard GADGET solver) on the simulated population of galaxies. We found

that the galaxy properties such as mass or sizes are unaffected by the choice of

hydrodynamics solver but that the star formation rate in the most massive objects

is affected by the lack of phase mixing in the GADGET-based simulation. This di-

rectly impacts the efficiency with which AGN activity can quench star formation in

these galaxies. The new solver also leads to differences in the intra-group medium

properties that affect X-ray emission from these objects. The differences seen could,

however, potentially be cured by changing some of the subgrid prescriptions and

are less important at lower resolution. We also found that the use of a time step

limiter is crucial to achieve the feedback efficiency required to match observations

of the low mass end of the stellar mass function.

Having assessed the importance of the hydrodynamics solver on our results,

we moved to the analysis of the halo profiles in the EAGLE simulation. In chapter

4, we investigated the internal structure and density profiles of halos of mass 1010−
1014 M�. We found significant differences between the masses of halos in the EAGLE

simulations and in the DMO simulations. Nevertheless, halos are well described

by the Navarro-Frenk-White (NFW) density profile at radii larger than ∼ 5% of

the virial radius but, closer to the centre, the presence of stars can produce cuspier
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profiles. Central enhancements in the total mass profile are most important in halos

of mass 1012 − 1013M�, where the stellar fraction peaks. Over the radial range

where they are well resolved, the resulting galaxy rotation curves are in very good

agreement with observational data for galaxies with stellar mass M∗ < 5× 1010M�.

We also presented an empirical fitting function that describes the total mass profiles

and show that its parameters are strongly correlated with halo mass.

Pushing this analysis further, we focused on the effect of baryons on the den-

sity profiles of rich galaxy clusters in chapter 5. We focused on clusters with

M200 > 1014M� of which we had six examples. We found that the central bright-

est cluster galaxies (BCGs) in the simulation have steep stellar density profiles,

ρ∗(r) ∝ r−3. Stars dominate the mass density for r < 10 kpc, and, as a result, the to-

tal mass density profiles are steeper than the Navarro-Frenk-White (NFW) profile,

in remarkable agreement with observations. The dark matter halo itself closely fol-

lows the NFW form at all resolved radii (r & 3.0 kpc). By mimicking observations,

we found that the EAGLE BCGs have similar surface brightness and line-of-sight

velocity dispersion profiles as the BCGs in the sample of Newman et al. (2013a),

which have the most detailed measurements currently available. After subtracting

the contribution of the stars to the central density, Newman et al. infer significantly

shallower slopes than the NFW value, in contradiction with the EAGLE results. We

then discussed possible reasons for this discrepancy, and conclude that an incon-

sistency between the kinematical model adopted by Newman et al. for their BCGs,

which assumes isotropic stellar orbits, and the kinematical structure of the EAGLE

BCGs, in which the orbital stellar anisotropy varies with radius and tends to be

radially biased, could explain at least part of the discrepancy.

In chapter 6, we used the simulations to measure offsets between the centres of

stellar and dark matter components of galaxies. We found that the vast majority

(> 95%) of the simulated galaxies display an offset smaller than the gravitational

softening length of the simulations (ε=700 pc), both for field galaxies and satellites

in clusters and groups. We also found no systematic trailing or leading of the dark

matter along a galaxy’s direction of motion. The offsets are hence consistent with
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being randomly drawn from a Maxwellian distribution with σ ≤ 196 pc. Since as-

trophysical effects produce no feasible analogues for the 1.62+0.47
−0.49 kpc offset recently

observed in Abell 3827, this observational result is in tension with the collisionless

cold dark matter model assumed in EAGLE.

Finally, in chapter 7, we used zoom-in re-simulations of Milky Way halos to

analyse the dark matter profile near their galactic centres. We found that the pro-

files present a slope steeper than a Navarro-Frenk-White profile between r ≈ 1.5 kpc

and r ≈ 10 kpc due to contraction whilst at smaller radii, the profiles display a sig-

nificant flattening. The inner regions of our halos are almost perfectly spherical

(axis ratios b/a > 0.96 at r = 500 pc) and no significant offset (& 45 pc) is found

between the centre of the stellar distribution and the centre of the dark halo. The

resulting dark matter annihilation signal morphology into γ-ray is in broad agree-

ment with observations at large galactic latitudes (b & 3◦). At smaller angles, we

found that the inferred signal is significantly lower than what observations sug-

gest, indicating a possible contribution from other sources to the observed galactic

centre excess.

8.2 Future work

The work presented in this thesis shows that baryons play a crucial role and can

modify the predictions from DMO simulations significantly. Future surveys and

dark matter experiments should consider baryons in order to achieve the precision

they expect. Our results, however, suffer from limitations that future simulations

should attempt to alleviate. There are:

• The simulation volume 1003 Mpc3 is far too small to perform cosmological

tests of the size of planned surveys. It is also too small to contain the rarest

objects (large clusters, high redshift quasars, ...). Effects of baryons on scales

of the BAO or on rare objects can not be probed.

• At the same time, the simulations are too low resolution for some applica-
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tions. When properly resolved by the hydro and gravity solvers some of the

processes, currently simulated via subgrid models, might impact the dark

matter or couple to the other parts of the calculation in an unexpected fash-

ion.

• There are only two zoom-in simulations of local group environments per-

formed at the highest resolution in our suite. Many more similar environ-

ments will be needed to understand the scatter in the observables and give

better estimates for the dark matter detection experiments.

Despite these limitations, there are many more measurements and differences

that can be analysed out of the current simulations. Analysis of the power spectrum

and of its differences between the DMO and EAGLE simulations could give limits

on the precision achievable by cosmology probes relying on SAMs only. Similarly,

performing mock lensing measurements could lead to interesting differences and

help understand some of the biases and systematics that could plague observa-

tions. In terms of dark matter detection, the simulations could also be used to infer

the rate of events for a given experiments, by improving on earlier results based on

DMO simulations.

The EAGLE simulation suite has proved to be an invaluable tool to understand

the effects of baryons on the dark matter. The next generation of simulations will

improve on this and make precise predictions that will hopefully help cosmologists

shed some light on the nature of the dark matter.





Appendix A
Uncertainties due to the

subgrid models

As discussed by Schaye et al. (2015), cosmological hydrodynamical simulations

require subgrid models whose parameters have to be calibrated against a set of

observables. In the case of the EAGLE suite of simulations, the observations used

are the z = 0 galaxy stellar mass function, the galaxy mass-size relation and the

stellar mass-black hole mass relation. Using only a subset of these observables,

it is possible to find different values of the subgrid model parameters that match

the galaxy stellar mass function (Crain et al., 2015). Hence, it is important to assess

whether the results presented here depend on these parameters or on the resolution

of the simulation.

A.1 Changes in the AGN model parameters

One of the models that matched the selected set of observables is the EAGLE model

AGNdT9-L050N0752, which is very similar to the EAGLE-Ref model used in the

rest of this paper but whose parameters have been calibrated to match the group

gas fractions and X-ray luminosities better (Schaye et al., 2015). In this model, the

galaxy masses and sizes are very similar to the Ref model and we have verified

that the dark matter halo profiles extracted from that model are very close to the

ones shown in Section 4.4.2 for the halo mass range represented in this simulation

(M . 2× 1013M�).

In Section 4.3.1 we discussed the difference in halo masses between the AG-

NdT9 simulation and its DMO equivalent and showed that the ratio reached unity

only for more massive halos than in EAGLE-Ref model. This is, in part, caused

208
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Figure A.1: Baryon fraction, fb = Mb/M200 (top panel), and stellar fraction, f∗ = M∗/M200

(bottom panel), within R200, as a function of halo mass for the EAGLE-Ref model (black

circles) and the EAGLE-AGNdT9 model (red squares). The error bars show the RMS halo-

to-halo scatter in each mass bin. The baryon fractions in the halos more massive than

1013M� are lower in the AGNdT9 model.
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by the lower baryon fractions that these halos have. Fig. A.1 shows the baryon

(top panel) and stellar (bottom panel) fractions for halos extracted from the EAGLE-

Ref simulation (black circles) and from the EAGLE-AGNdT9 model (red squares).

The stellar fractions are comparable in both models, with any differences laying

well within the large halo-to-halo scatter. The baryon fractions in group-like halos

(1013M� < M200 < 1014M�), however, are systematically lower, by as much as 20%,

in the EAGLE-AGNdT9 model. This difference is reflected in the observed shift in

the best fitting parameter,M23, in Eqn. 4.10 between the two models. The difference

vanishes for the central regions of the halos. The baryon and stellar fractions within

0.05R200 are similar in both simulations indicating that the difference in the AGN

treatment has mostly lead to a change in the structure of the gas outside galaxies,

impacting on the inferred X-ray luminosities (Schaye et al., 2015).
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Stinson G. S., Brook C., Macciò A. V., Wadsley J., Quinn T. R., Couchman H. M. P., 2013,

MNRAS, 428, 129

Strigari L. E., Frenk C. S., White S. D. M., 2010, MNRAS, 408, 2364

Strigari L. E., Frenk C. S., White S. D. M., 2014, preprint, (arXiv:1406.6079)

Su M., Slatyer T. R., Finkbeiner D. P., 2010, ApJ, 724, 1044

Sun M., Voit G. M., Donahue M., Jones C., Forman W., Vikhlinin A., 2009, ApJ, 693, 1142

Teyssier R., Pontzen A., Dubois Y., Read J. I., 2013, MNRAS, 429, 3068

Thielemann F.-K., et al., 2003, in Hillebrandt W., Leibundgut B., eds, From Twilight to

Highlight: The Physics of Supernovae. p. 331

Trayford J. W., et al., 2015, MNRAS, 452, 2879

Tremonti C. A., et al., 2004, ApJ, 613, 898

Tulin S., Yu H.-B., Zurek K. M., 2013, Physical Review Letters, 110, 111301

Umetsu K., et al., 2014, ApJ, 795, 163

Velliscig M., van Daalen M. P., Schaye J., McCarthy I. G., Cacciato M., Le Brun A. M. C.,

Vecchia C. D., 2014, MNRAS, 442, 2641

http://dx.doi.org/10.1111/j.1365-2966.2009.15715.x
http://adsabs.harvard.edu/abs/2010MNRAS.401..791S
http://dx.doi.org/10.1046/j.1365-8711.2002.05445.x
http://adsabs.harvard.edu/abs/2002MNRAS.333..649S
http://dx.doi.org/10.1046/j.1365-8711.2003.06207.x
http://adsabs.harvard.edu/abs/2003MNRAS.339..312S
http://dx.doi.org/10.1046/j.1365-8711.2001.04912.x
http://adsabs.harvard.edu/abs/2001MNRAS.328..726S
http://dx.doi.org/10.1111/j.1365-2966.2005.09238.x
http://adsabs.harvard.edu/abs/2005MNRAS.361..776S
http://dx.doi.org/10.1038/nature04805
http://adsabs.harvard.edu/abs/2006Natur.440.1137S
http://dx.doi.org/10.1111/j.1365-2966.2008.14066.x
http://adsabs.harvard.edu/abs/2008MNRAS.391.1685S
http://dx.doi.org/10.1038/nature07411
http://adsabs.harvard.edu/abs/2008Natur.456...73S
http://dx.doi.org/10.1093/mnras/sts028
http://adsabs.harvard.edu/abs/2013MNRAS.428..129S
http://dx.doi.org/10.1111/j.1365-2966.2010.17287.x
http://adsabs.harvard.edu/abs/2010MNRAS.408.2364S
http://arxiv.org/abs/1406.6079
http://dx.doi.org/10.1088/0004-637X/724/2/1044
http://adsabs.harvard.edu/abs/2010ApJ...724.1044S
http://dx.doi.org/10.1088/0004-637X/693/2/1142
http://adsabs.harvard.edu/abs/2009ApJ...693.1142S
http://dx.doi.org/10.1093/mnras/sts563
http://adsabs.harvard.edu/abs/2013MNRAS.429.3068T
http://dx.doi.org/10.1093/mnras/stv1461
http://adsabs.harvard.edu/abs/2015MNRAS.452.2879T
http://dx.doi.org/10.1086/423264
http://adsabs.harvard.edu/abs/2004ApJ...613..898T
http://dx.doi.org/10.1103/PhysRevLett.110.111301
http://adsabs.harvard.edu/abs/2013PhRvL.110k1301T
http://dx.doi.org/10.1088/0004-637X/795/2/163
http://adsabs.harvard.edu/abs/2014ApJ...795..163U
http://dx.doi.org/10.1093/mnras/stu1044
http://adsabs.harvard.edu/abs/2014MNRAS.442.2641V


BIBLIOGRAPHY 225

Velliscig M., et al., 2015, MNRAS, 453, 721

Vikhlinin A., Kravtsov A., Forman W., Jones C., Markevitch M., Murray S. S., Van Spey-

broeck L., 2006, ApJ, 640, 691

Vogelsberger M., Zavala J., Loeb A., 2012, MNRAS, 423, 3740

Vogelsberger M., Genel S., Sijacki D., Torrey P., Springel V., Hernquist L., 2013, MNRAS,

436, 3031

Vogelsberger M., et al., 2014, Nature, 509, 177

Wadsley J. W., Veeravalli G., Couchman H. M. P., 2008, MNRAS, 387, 427

Walker M. G., Penarrubia J., 2011, ApJ, 742, 20

Weinberg M. D., Katz N., 2002, ApJ, 580, 627

Weinberg D. H., Bullock J. S., Governato F., Kuzio de Naray R., Peter A. H. G., 2015, Pro-

ceedings of the National Academy of Sciences

Wendland H., 1995, Advances in Computational Mathematics, 4, 389

Wetzstein M., Nelson A. F., Naab T., Burkert A., 2009, ApJS, 184, 298

White S. D. M., Frenk C. S., 1991, ApJ, 379, 52

White S. D. M., Rees M. J., 1978, MNRAS, 183, 341

White S. D. M., Frenk C. S., Davis M., 1983, ApJ, 274, L1

Wiersma R. P. C., Schaye J., Smith B. D., 2009a, MNRAS, 393, 99

Wiersma R. P. C., Schaye J., Theuns T., Dalla Vecchia C., Tornatore L., 2009b, MNRAS, 399,

574

Williams L. L. R., Saha P., 2011, MNRAS, 415, 448

Xenon100 Collaboration et al., 2012, Astroparticle Physics, 35, 573

Yuan Q., Zhang B., 2014, Journal of High Energy Astrophysics, 3, 1

http://dx.doi.org/10.1093/mnras/stv1690
http://adsabs.harvard.edu/abs/2015MNRAS.453..721V
http://dx.doi.org/10.1086/500288
http://adsabs.harvard.edu/abs/2006ApJ...640..691V
http://dx.doi.org/10.1111/j.1365-2966.2012.21182.x
http://adsabs.harvard.edu/abs/2012MNRAS.423.3740V
http://dx.doi.org/10.1093/mnras/stt1789
http://adsabs.harvard.edu/abs/2013MNRAS.436.3031V
http://dx.doi.org/10.1038/nature13316
http://adsabs.harvard.edu/abs/2014Natur.509..177V
http://dx.doi.org/10.1111/j.1365-2966.2008.13260.x
http://adsabs.harvard.edu/abs/2008MNRAS.387..427W
http://dx.doi.org/10.1088/0004-637X/742/1/20
http://adsabs.harvard.edu/abs/2011ApJ...742...20W
http://dx.doi.org/10.1086/343847
http://adsabs.harvard.edu/abs/2002ApJ...580..627W
http://dx.doi.org/10.1073/pnas.1308716112
http://dx.doi.org/10.1073/pnas.1308716112
http://dx.doi.org/10.1007/BF02123482
http://dx.doi.org/10.1088/0067-0049/184/2/298
http://adsabs.harvard.edu/abs/2009ApJS..184..298W
http://dx.doi.org/10.1086/170483
http://adsabs.harvard.edu/abs/1991ApJ...379...52W
http://adsabs.harvard.edu/abs/1978MNRAS.183..341W
http://dx.doi.org/10.1086/184139
http://adsabs.harvard.edu/abs/1983ApJ...274L...1W
http://dx.doi.org/10.1111/j.1365-2966.2008.14191.x
http://adsabs.harvard.edu/abs/2009MNRAS.393...99W
http://dx.doi.org/10.1111/j.1365-2966.2009.15331.x
http://adsabs.harvard.edu/abs/2009MNRAS.399..574W
http://adsabs.harvard.edu/abs/2009MNRAS.399..574W
http://dx.doi.org/10.1111/j.1365-2966.2011.18716.x
http://adsabs.harvard.edu/abs/2011MNRAS.415..448W
http://dx.doi.org/10.1016/j.astropartphys.2012.01.003
http://adsabs.harvard.edu/abs/2012APh....35..573X
http://dx.doi.org/10.1016/j.jheap.2014.06.001
http://adsabs.harvard.edu/abs/2014JHEAp...3....1Y


BIBLIOGRAPHY 226

Yusef-Zadeh F., et al., 2013, ApJ, 762, 33

Zhao D. H., Jing Y. P., Mo H. J., Börner G., 2003, ApJL, 597, L9

Zwaan M. A., et al., 2003, AJ, 125, 2842

de Bernardis P., et al., 2000, Nature, 404, 955

http://dx.doi.org/10.1088/0004-637X/762/1/33
http://adsabs.harvard.edu/abs/2013ApJ...762...33Y
http://dx.doi.org/10.1086/379734
http://adsabs.harvard.edu/abs/2003ApJ...597L...9Z
http://dx.doi.org/10.1086/374944
http://adsabs.harvard.edu/abs/2003AJ....125.2842Z
http://adsabs.harvard.edu/abs/2000Natur.404..955D

	List of Figures
	List of Tables
	Declaration
	Acknowledgements
	[5mm][l]1 Introduction
	Cosmology, Dark matter and Galaxy formation
	The role of simulations
	Thesis outline

	[5mm][l]2 The eagle suite of simulations
	Gravity and Hydrodynamics solver
	Subgrid models
	Other scientific results from eagle

	[5mm][l]3 Importance of the hydrodynamics scheme
	Introduction
	The EAGLE simulations
	Subgrid models and halo identification
	SPH implementations
	Thermal energy injection and time-step limiter

	Galaxy population and evolution through cosmic time
	The galaxy stellar mass function
	The sizes of galaxies
	The star formation rate of galaxies

	Large- and small-scale gas distribution
	Gas in large-scale structures
	Extragalactic gas in haloes
	ISM and CGM gas

	Summary & Conclusion

	[5mm][l]4 Baryon effects on the internal structure of CDM halos
	Introduction
	The simulations
	Baryonic physics
	Halo definition and selection
	Matching halos between the two simulations

	Halo masses and content
	The effect of baryon physics on the total halo mass
	The halo mass function
	Baryonic and stellar fractions in the eagle simulation

	 Halo profiles
	Resolution and convergence considerations
	Stacked halo density and cumulative mass of relaxed halos
	Halo circular velocities
	An empirical universal density profile
	Dark matter density profile
	Halo concentrations
	Best-fit parameter values for the new density profile
	A non-parametric estimate of the concentration
	Limitations of the subgrid model

	Conclusions

	[5mm][l]5 The effect of baryons on the inner density profiles of rich clusters
	Introduction
	The EAGLE simulations
	Baryon physics
	Photometry

	The mass density profile of clusters
	The mass density profiles of simulated halos
	Fitting models to the simulated halos

	The inner density profile
	Total mass profiles: simulation results
	Total mass profiles: overview of recent observational data
	Dark matter density profiles

	Discussion
	Surface brightness profiles
	Velocity dispersion profiles
	Mass-to-light ratio

	Summary and conclusions

	[5mm][l]6 The offsets between galaxies and their dark matter in CDM
	Introduction
	Method
	The simulation suite
	Identification of galaxies and their locations

	Offsets between dark matter and stars
	3D offset between dark matter and stellar components
	Offset along the direction of motion
	Detailed examination of satellite galaxies in the tail of the distribution
	Detailed examination of satellite galaxies in the cores of clusters

	Summary & Conclusion

	[5mm][l]7 Morphology of the dark matter annihilation signal around the galactic centre of simulated Milky Way galaxies
	Introduction
	The simulations
	Simulation code and subgrid models
	Selection of Milky-Way halos

	Dark matter distribution in the centre of the halos
	Profiles without baryon effects
	Profiles in the simulations with baryons
	Origin of the central flattening
	Sphericity of the distribution
	Position of the centre

	Dark matter annihilation signal
	J-factor for the simulated halos
	Extrapolation of the profiles towards the centre
	Gamma-ray flux morphology

	Summary & Conclusion

	[5mm][l]8 Conclusions
	Summary of the results
	Future work

	[5mm][l]A Uncertainties due to the subgrid models
	Changes in the AGN model parameters

	Bibliography

