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Electrothermal Modelling for Doubly Fed Induction 

Generator Converter Reliability in Wind Power 

Peter Bruce Wyllie 

 

Abstract 

Increased reliance upon renewable energy sources, chiefly wind, places a growing emphasis on the 

reliability of the technology used in Wind Turbines. The current Wind Turbine fleet is dominated by 

the Doubly Fed Induction Machine WT, which utilises a partially rated power electronic converter 

to vary the speed of the rotor and thus ensure the maximum energy capture available from the 

wind. This converter is associated with a significant percentage of WT failures. This thesis examines 

the low frequency temperature cycling occurring in one half of the back to back converter which 

results in a high failure rate of the rotor side converter as compared to the grid side converter. To 

this end a MATLAB/PLECS model was constructed to demonstrate the temperature cycling 

occurring in a 2.5MW DFIG WT. Lifetime of the semiconductor devices was extrapolated. An 

adaptation to the standard Maximum Power Point Tracking control method was suggested in which 

the lowest operating frequencies (less than 2.33Hz) were avoided. In doing so, lifetime was 

observed to increase at a minor cost to energy yield from the WT. 
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 Introduction 

 

1.1. Decarbonising the UK power grid 

The outlook for future power systems involves a great deal of work in restructuring the way we 

generate, transmit and use energy. The very real prospect of atmospheric CO2 (combined with other 

greenhouse gases such as CH4) reaching levels at which damaging climate change consequences 

will be likely, means that the continued development of renewable technologies is paramount. 

There are many options for decarbonising power systems each with their own strengths and 

weaknesses. In the absence of an outstanding solution to the problem of CO2 abatement, the future 

of energy generation is likely to involve a spectrum of both traditional thermal and renewable 

generation technologies. 

There are numerous proposed strategies for decarbonising the power system. Two possible 

scenarios outlined by the International Energy Agency (IEA) are shown in Figure 1-1 both require a 

high RE penetration. The Blue scenario aims at halving global energy-related CO2 emissions by 2050, 

as compared with 2005 levels by reducing reliance on fossil fuels in so doing improving energy 

security. The Blue hi REN scenario modifies the Blue scenario by stipulating that 75% of global 

electricity production be from renewables, by 2050. 

 

Figure 1-1 Global Energy Production for two possible scenarios [1] 

 

Carbon capture, nuclear and solar power are all likely to play an important part in the attempt to 

keep greenhouse gas levels below the 450ppm of CO2-equivalent targeted by the IEA. This level is 

consistent with a near 50% chance of limiting the global average temperature rise to 2°C [2]; above 

which some of the worst consequences of climate change are expected.  
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Recent investment has been encouraging. In each of the last four years (2008-2012) renewable 

energy made up more than half of the newly installed European generation capacity and in 2012 

30GW of the 45GW installed were from renewable sources, of which 11.5GW was from wind farm 

installations [3]. Market leaders USA and China both installed more than 10GW of wind power in 

2012. 

Wind power looks set to play a significant role in climate change mitigation. Together with solar 

power wind has seen a rapid expansion in recent years making renewables an indispensable part 

of the global energy mix [4]. On its own wind may indeed provide somewhere in the region of 10-

20% of the global demand by 2050 [1]. Increasing the wind penetration to such a level would require 

a €2.2 trillion investment over the next 40 years [5]. While this may seem like a considerable sum 

it indeed only represents 1% of the total spend required to maintain 2°C warming. The global 

investment realised in the year 2012 as operating capacity was €56 billion [6].  

Despite these promising moves towards a more sustainable energy future, it is worth noting that 

emissions targets have been frequently revised or missed. They are often set at unambitious or 

unrealistic levels with deadlines far into the future so that a sense of urgency is not promoted. 

Continued investment and support of wind and other renewables will also have to keep pace with 

the rapid development in countries like China and India. Global demand for electricity currently is 

growing almost twice as fast as consumption [4]. Combined with the need in many countries to 

replace existing generation capacity that is due for decommissioning, the need for reliable green 

energy technology is considerable. 

 

1.2. Energy Security 

The price and availability of other fuel types has a direct impact upon the impetus behind wind 

power research, development and the uptake of wind energy technology by industry and 

governments alike. International events can have a dramatic effect of primary fuel source pricing. 

The 1973 Oil Crisis saw dramatic rises in oil cost which in turn resulted in increased funding of Wind 

Power R&D especially in the USA. Oil prices have continued to fluctuate in response to international 

politics and stability of relations specifically in the Middle East. With much of the global reserves of 

crude oil concentrated in the less politically stable regions of the world, sustainable alternatives are 

becoming more and more significant in strategic energy security policy. Other fossil fuel power 

plants often rely on similar imports and so the price of fuel is again subject to the political conditions 

in the region where the resource is mined/drilled. As these fossil resources become more scarce or 
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more expensive to extract price will naturally increase. With an ever increasing demand for energy, 

ensuring a secure supply of fossil resource will become increasingly difficult. Nuclear resources are 

hard to gauge as most of the world’s resource lies in seawater and is as yet non-recoverable. 

Further, as there is room for more efficient use of the resource, by means of alternative reactor 

technologies, the time until it is exhausted is also difficult to estimate. One estimate puts this time 

as 100 years based on the identified resource and consumption rate as of 2008 [7]. However as 

governments look to replace existing thermal power plants with non-fossil fuel generation there is 

potential that uranium resources will become stretched leaving a deficit to be filled by mature 

renewable technologies such as wind. 

 

1.3. The importance of reliability 

Reliability and efficiency are two of the most critical factors in power generation. The use of fossil 

fuelled power plants with steam turbines for over 100 years has led to optimised efficiencies. 

Renewable power technologies are less well established in main stream power generation. Despite 

this most renewable energy conversion systems have grown out of designs that utilised standard 

components that have been used in conventional generation systems or in other mainstream 

applications. Generators, gearboxes and power electronic converters are found in a wide variety of 

industrial applications and so a large body of operating experience has been built up over the years. 

However there is a much smaller body of operating knowledge in regards to the stochastic loading 

experienced by a WT drive train and electrical system over the course of the WT’s expected 20 year 

lifetime. It is indeed this new operating environment that is the driving factor for reliability 

concerns. Loading in conventional power plants is forecast, planned and controlled, based on the 

likely demand, the fuel supply available (which with good supply chains and market stability is 

constant) and the need for any maintenance or cover for maintenance at other plants. Renewable 

technologies have often to cope with a stochastic energy source and this is the case with WTs. Wind 

variations can be categorised into three timescales. These are clearly visible on the Van der Hoven 

wind spectrum [8] as the Synoptic, Diurnal and Turbulent peaks (Figure 1-2). The wind variations 

are thus concentrated in the small variations caused by gusts and boundary layer effects, the daily 

changes caused by the earth acting as sink and source of heat during day and night respectively and 

the longer time scale variations caused by changes in the weather.  
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Figure 1-2 Van der Hoven horizontal wind speed spectrum [8] 

 

Whereas the output of a traditional thermal power plant can be carefully scheduled and reserves 

dispatched to meet unpredicted variation in demand, a WT has to respond to the availability of the 

energy source across a range of timescales that do not necessarily have any correspondence to 

demand. This means that there is cyclic loading across a range of frequencies which the WT must 

withstand during the course of its lifetime.   

It has been suggested that the reliability of WT can be characterised by the ‘bathtub’ curve [9]. This 

describes the lifetime distribution of failures as the combination of three functions which separately 

describe the early life failure, the intrinsic or random failure and the wearout failures that occur 

towards the end of lifetime. 

 

 

 

 

 

 

Figure 1-3 Bathtub Reliability Characteristic [10] 
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WT failures can have many causes and usually depend upon one subassembly failing and making 

the whole WT inoperable. Reliability of each component of the WT varies. Some of the WT 

subassemblies being more resilient to the stochastic loading or perhaps suffering a less variable 

load due to damping inherent in the system, contribute less to the overall failure rate of the turbine. 

The failure rate does not describe the full picture of the impact of reliability upon the operation of 

any repairable machine. A more elucidating measure of the impact of recurrent failures requires 

some consideration of the inconvenience caused by the specific failures. The Mean Time to Repair 

(MTTR) quantifies the necessary time required to repair and thus recover from any failure. 

Combining this with the Mean Time to Failure (MTTF) gives a mean downtime per failure. It is the 

downtime per year that is of most concern to the WT operator as this will represent a loss in 

generating time and thus revenue.  

 

Figure 1-4 Reliability characteristic by subassembly [11] based on [12]  

 

Figure 1-4 shows these two reliability characteristics (failure rate is used instead of MTTF) for three 

groups of turbines The problem with relying on MTTF alone is that it may conceal the fact that a 

component may require considerable effort to repair or replace; where some electrical 

components may be swapped with relative ease, the larger mechanical components may take more 

time. The gearbox for example has one of the lower failure rates according to these data, but as it 

is heavy and is housed in the nacelle, requires the use of a crane for removal and replacement. 

Downtimes for larger nacelle items are likely to be significantly longer offshore, due to access issues 
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for the bespoke maintenance barges. A gearbox failure may also cause significant additional 

damage to other drivetrain components as these are directly coupled to it. Of course any failure 

both mechanical and electrical may have knock on effects. Nevertheless these three sets of results 

follow a similar trend in terms of which subassemblies are the least/most reliable and which take 

the longest/shortest time to repair.   

It can be seen that the subassembly, ‘electrical system’ has the highest MTTF and a high downtime 

per failure, making this one of the most significant areas for reliability improvement. A recent 

survey of industrial users of power electronics found that in the utility power industry and motor 

drive industry power semiconductor devices were the most fragile part of power converter [13]. 

There are several means by which a power device can fail. Some effects that are associated with 

failure are listed in [14] these include both chip related mechanisms which involve electrical 

overstress or discharge or thermally activated processes and also failure mechanisms associated 

with the packaging of the device such as bond wire lift off. 

  

Figure 1-5 Wire bond lift-off [15] 

 

The weak points inside a power module are indeed at the bond wire interface with the Si chip and 

the two solder joints [16, 17] and bond wire lift off is one of the most common failure modes [18]. 

At this interface there is a large Coefficient of thermal expansion (CTE) mismatch such that 

subjecting it to thermal cycling will induce stresses and ultimately initiate a failure. The scale, 

frequency and number of thermal cycles a chip is likely to experience in its lifetime will depend 

wholly on the application. In a WT converter there is likely to be a range of thermal cycling 

frequencies and magnitudes the device will be subjected to, based on the various oscillatory 
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components in the wind spectrum mentioned previously. The thermal profile will also depend on 

the type of converter the device is used in. In wind energy there are two principal WT architectures 

in which power electronics are incorporated. These are fully fed WTs and doubly fed WTs. Both 

configurations situate two converters in a back-to-back arrangement with one interfaced with the 

grid and operating with a fundamental frequency of 50Hz and the other connected to the 

generator. The generator side converter will operate within a frequency range of 10-50Hz for the 

fully fed WT and 0-15Hz for the doubly fed WT. Thus the grid side converter in both of these designs 

will experience a different electrical frequency than the generator side converter. This can have an 

effect upon the relative loading each converter undergoes as the thermal cycling at the device level 

will depend upon the frequency of current. For low frequencies the thermal impedance will be 

increased and so higher device temperatures cycles (ΔT) will be observed. The low frequency range 

of the doubly fed generator converter means it will experience large ΔT which will result in reduced 

lifetime [19]. 

Doubly Fed Induction Machines (DFIG) WTs make up 55% of the installed wind power capacity as 

of 2010 [20] and with manufacturers like Vestas, Sinovel, GE and REpower continuing to produce 

such machines and develop larger ones there is a need for an appreciation of the reliability issues 

effecting them, particularly in  the areas where the reliability is lower. For these reason the work of 

this thesis is especially relevant in the expanding renewables field and in the push to mitigate the 

effects of manmade climate change.  

 

1.4. Scope of this thesis 

This thesis will examine the effect of low frequency temperature cycling within the power converter 

of a DFIG WT. Lifetime reduction will be determined and a possible solution to the problem outlined 

and evaluated. 

The background in which the current research is carried out has been outlined above. 

Chapter 2 expands on this by outlining the research effort that has been expended in the areas of 

power electronic reliability, thermal modelling in power electronics and modelling of the DFIG WT. 

Chapter 3 provides a description of the SIMULINK/PLECS model. The control model for the WT is 

outlined as well as the power loss and thermal models, which determine the device losses and 

junction temperatures. 

Chapter 4 and Chapter 5 detail the experimental work done to verify the model.  
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Chapter 6 examines the results from the simulation when it is run at steady state. Temperature 

cycling in grid and rotor side devices is compared and lifetime prediction made. 

Chapter 7 describes the modifications made to the controller to mitigate the worst effects of 

temperature cycling by avoiding the low frequency range of operation. It also compares the results 

from the standard controller and modified controller and assesses the lifetime gain. The energy lost 

by operating off the MPPT curve at speeds close to synchronous is also assessed.  

Chapter 8 provides a discussion of the work done in this thesis and presents final conclusions on 

the work outlined in the previous chapters as well as commenting on possibilities for further work.  

 

1.5. Original Contribution 

The current work re-examines how temperature affects the lifetime of rotor and grid side 

converters in a DFIG WT. The rotor side converter operates at lower frequencies and so experiences 

larger temperature oscillation.  

The power loss variation with wind speed is determined for each device type (IGBT and diode) in 

the rotor side and grid side converters. An analysis of the complex power loss characteristics of 

each device is given, explaining the differences that occur between rotor side and grid side devices 

and between IGBTs and diodes of the same converter. 

A novel control algorithm is suggested with the aim of avoiding operation of the WT at the most 

damaging operating points of the standard MPPT control curve. The new control algorithm thus 

represents a modified MPPT control curve. The performance of this new control approach is 

examined in terms of the lifetime benefit and energy sacrificed as a result of operating off the MPPT 

curve. 
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 Literature Review 

 

The following chapter sets out the context of the current work. The main concepts in wind power 

reliability followed by a focus on their power converters are introduced. Next, thermal modelling 

techniques for power electronic applications are discussed before outlining some of the various 

approaches to lifetime modelling for power semiconductor devices. Finally modelling of the doubly 

fed induction machine is discussed. 

The current work stands at the border of three fields of research (DFIG modelling, power electronics 

and thermal modelling) and thus this literature review encompasses a survey of the state-of-the art 

in these fields as well as in the intersection of the three. This review allows a suitable opportunity 

for novel study to be identified within the field and the boundaries of it to be set. The literature 

was continually revisited throughout the research process and writing of this thesis so as to 

maintain awareness of the room for novel insight within the chosen research domain. 

 

2.1.  Reliability in Wind Power 

2.1.1. Reliability Data 

Wind power generation requires the installation of large numbers of turbines at often remote 

locations. As such understanding the reliability issues affecting wind turbines is an important area 

of research in the renewables area. The reliability of a wind turbine may be characterised by various 

parameters including, mean time to failure (MTTF), mean time to repair (MTTR), commercial and 

technical availability (A), failure rate (λ) and downtime (μ). Of these the most important are the 

failure rate and downtime, which in combination give a measure of the time the turbine is operable 

and when applied separately to subassemblies, illuminate which parts of the turbine are the least 

reliable and the most difficult to fix.  

Real wind farm reliability data is difficult to obtain as companies seek to protect their competitive 

edge in the market place. However some grouped datasets have been made available and methods 

for extracting the reliability information from grouped survey data have been proposed [9]. Tavner 

et al [9] analysed data from German and Danish turbines (collected as part of the Windstats 

surveys). The data is in two parts; Windstats Germany (WSD) which contains over 2000 WTs of 
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various types and with an average age over 14 years and Windstats Denmark (WSDK) with over 

4000 WTs of including larger WTs and with an average age less than 3 years.  

A third survey (performed by the Schleswig Holstein LandWirtschaftsKammer [21]) was used as the 

dataset for a study relating to different wind turbine concepts [22]. This dataset was smaller with 

around 640 WTs including large turbines of average age 15 years with a wide range of 

configurations. 

 

Data from the Wissenschaftliches Mess und Evaluierungsprogramm (WMEP) study was used for a 

reliability study in [12]. This included 1435 turbines, over 95% of which were smaller machines 

(<560kW) although some larger machines were included. Data was collected from 1998 until 2000. 

The age of the WTs was not specified. Much older information is available from the US experience 

in the mid-1980s from the data collected by the Electric Power Research Institute (EPRI) though this 

data represents the early days of wind power when the prototype large American WTs had 

extremely high failure rates.  

The Reliawind project developed a generic wind turbine taxonomy so that meaningful comparison 

could be made between failure rates of subassemblies of turbines of different design. Conditions 

were imposed upon the data permissible in the study, to try to ensure that results were 

comparable. These took the form of conditions limiting the variability of the turbine type and 

environment such that turbines with less than 2 years’ operating service or from sites with less than 

15 WTs in the farm were excluded. To ensure the sampled WTs reflected the current technology a 

minimum standard was set requiring the power rating be higher than 850kW and the WT be 

variable speed and pitch regulated. Older topologies were excluded [23]. 

A number of reports were published based on data from the Continuous Reliability Enhancement 

for Wind (CREW) database developed by Sandia National Laboratories [24]. The data collected from 

800-900 WTs and amounting to 1.3-1.4GW of generation capacity represents 2.7% of the installed 

large WTs and 2.4% of the US installed wind capacity in the US. WTs in the sample are of at least 

1MW size and from farms with at least 10 turbines. They include three manufacturers and a total 

of six WT models. Hence this survey includes a narrow range of designs which are all large enough 

to reflect the scale of a modern WT [25]. 

These grouped dataset are useful in providing the general reliability overview of WTs, though some 

represent older machines that are less relevant. Contemporary reliability data from the main 

manufacturers of WTs would be preferable as it would not only provide recent data but also data 
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that reflected longer spans of operation of WTs so the different stages of reliability could be clearly 

observed. For the current work a large set of recent data from DFIG WTs containing converter 

failure rates would be the ideal. Given the competitive nature of the WT industry this data is 

commercially sensitive and is very hard to obtain. The grouped datasets are the best option and do 

provide enough data to gauge the broader reliability issues affecting WTs. 

 

2.1.2. Main subassembly reliability in wind turbines 

The modern Wind Turbine combines technology from a range of mature engineering fields where 

there is considerable design and reliability experience. The mechanical engineering involved in 

constructing and operating large gearboxes is well developed as too is the structural engineering 

needed to fabricate tubular steel towers. Blade design and operation has the combined experience 

from aviation and turbine engineering to draw upon. Megawatt rated generators have supplied 

power for a hundred years and even the device technology in the power electronics converter is 

cutting edge rather than bleeding edge [26]. The elements separately presented would indicate 

high reliability, though experience has shown that the loading experienced in this application has 

significant impact upon the expected lifetime of these components.  

 

Figure 2-1 Wind Turbine Failure frequencies [22] 
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From Figure 2-1 comparison can be made between WT failure rates and those in other types of 

generator. It is apparent that the steam turbine in particular continues to have a significant 

reliability advantage over the WT. 

 

2.1.3. The Gearbox 

WT gearboxes often fall short of the 20 year design lifetime, requiring significant repair effort well 

in advance of the intended lifetime [27]. Gearbox reliability is likely to improve as more experience 

is gained of the dynamic loading experienced within a turbine drive train, though newer, heavier 

gearboxes required by larger machines may have different maintenance and reliability needs. The 

need for extremely high gearbox ratios and the wide variation in loading and speed means that 

reliability prediction and thus the prevention of failures is difficult [28]. Ribrant and Bertling 

observed that a decrease in gearbox failure was accompanied by an increase in downtime per 

failure [29]. This is possibly due to gearboxes becoming larger thus more difficult to repair/replace, 

as a result of the move towards ever increasing WT size. 

A gearbox failure in a WT will have a significant impact upon energy yield due to the long repair 

times associated with such a large piece of equipment. Removal of the gearbox from the WT 

drivetrain by introduction of direct drive machines should improve reliability. This however, is not 

necessarily the case. Tavner [22] showed that the early failure frequency of direct drive generators 

is higher than geared machines and suggested this was due to the number of coils in the machine. 

The gearbox was also shown to have the lowest failure rates of the subassemblies analysed. 

2.1.4. The Generator 

Electrical generators in wind power have exhibited a higher failure rate when compared to similarly 

sized machines used in other industries [30, 31]. Though the generator is one of the more reliable 

subassemblies of a WT when the downtime is taken into account the availability is still unacceptably 

low [21, 32]. 

2.1.5. The Converter 

Tavner et al discovered that an increase in WT failure rate between two sets of WT data (WindStats 

Denmark and WindStats Germany) was considered to be a result of the electrical control or system 

subassemblies as opposed to mechanical subsystems [9]. Further it was found that an increase in 

complexity in WTs could be blamed for an increase in observed early failure rate of WTs. 
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Figure 2-2 Normalised Wind Turbine failure rate by subassembly [33] 

 

The significance of the electrical subassemblies’ failure rates is apparent from the Reliawind results 

shown in Figure 2-2. The electrical failures are grouped under the heading “Power Module”. Within 

this category the failure rates of the individual subsystems are shown and it is clear that the 

converter dominates with a failure rate only surpassed by that of the pitch system. 

 

Figure 2-3 Normalised Wind Turbine downtime by subassembly [33] 

The contribution of subassembly failures to the overall WT downtime follows a similar pattern 

(Figure 2-3). The converter being relatively easy to repair/replace means that the significance of 

this failure in terms of downtime is not as impressive as its contribution to the overall failure rate; 
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it remains however the second most significant after the pitch system in terms of subassembly 

contribution to the overall system downtime. 

 

 

 

Figure 2-4 Converter failure rate in WT and other industrial application [34] 

 

Figure 2-4 shows how WT converter failure rates compare with the failure rates of power converters 

in general (the dashed lines show the expected failure rates for converters taken from [35]; the 

data was anonymised but was from an important converter manufacturer and in [34] was taken as 

the industrial standard) . Though the failure rate reduces with time, the rate is still higher than the 

standard achieved in other industries.  

Tavner [36] investigated further and found that the power electronic converters of both direct drive 

and geared drive turbines had higher failure rates throughout their operation than in applications 
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in other industries. Removing the gearbox to create DD WT designs eliminates one source of failure 

but is paid for by an increased aggregate failure in the converter and other electrical systems, whose 

reliability is observed to be less in DD WTs [37]. 

It is suggested that the move towards larger WT designs will place greater strain on subsystems like 

the converter as higher power levels and power cycling are experienced by the semiconductor 

devices. Increased experience with the loading scenarios in a WT may help to mitigate this. 

The reliability of the converter in turn depends on the reliability of its component parts. Of these, 

the power semiconductor devices are considered the least reliable and the main stresses placed 

upon these are, environmental, transients and heavy loading [13]. 

Adaptive control of the dc-link voltage may be used to improve converter reliability. In [38, 39] it 

was shown that by controlling the dc-link voltage with reference to the operating point the dc-link 

voltage could be reduced from its maximum value at all operating points other than a maximum 

speed. Device losses are reduced and thus too the failure rate. The Cosmic Radiation-Induced 

Failure Mechanism is also mitigated due to the lower dc voltage.  

 

2.2. Power Electronics 

2.2.1. Thermal modelling for Power Electronics 

Power converters are expensive and so replacing or repairing damaged components represents a 

significant financial inconvenience. The downtime incurred by the device or infrastructure to which 

the converter is attached will also have associated costs, which may even outweigh the 

replacement costs. Savings are made if the IGBTs and free wheel diodes, making up the converter, 

are sized correctly and thus operated close to their maximum temperature ratings. Above such an 

upper temperature limit, damage will be incurred by the module. Cycling of device temperature 

can also cause failures such as wire bond lift off [40]. 

Modelling of the converter allows greater control over testing and insight into junction temperature 

and temperature swings that cannot be measured directly on an experimental test rig. Ciappa et al  

[41] outlined a model calibrated using experimental data from accelerated testing for the prediction 

of IGBT lifetime when subjected to cyclic loading. The model only accounted for bond wire lift-off 

and did not factor in modern preventative measures built into IGBTs to prevent lift off of bond wire. 

Hui et al [42] produced an electro-thermal model for a three phase inverter which calculated IGBT 

temperature from an electrical mission profile. By separating switching and conduction losses a 
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model was developed that was applicable to converter applications where AC output frequency is 

variable, such as in wind power. Wei et al [43] outlined a method for junction temperature 

prediction especially under the low frequency/dc condition. Good prediction accuracy was possible 

at the dc condition when the chip to chip impedance was considered if the chips were physically 

close. For chips separated by a distance greater than two widths, including the chip-to-chip thermal 

impedance does not have any significant effect upon improving temperature prediction. 

Cova et al [44] used a matrix of stress cycles with different values of ΔTj and Tj to analyse their effect 

on the power cycling capability of an IGBT. They found that the Tjmax had a lower effect upon the 

device as long as a critical upper limit was not reached. 

Wei et al [45] analysed the MTTF for semiconductor devices in adjustable speed drives (ASD) and 

found that the most stressful operating condition for a standard ASD was at the low frequency high 

torque condition. Increased silicon chip size or IGBT module rating can increase the MTTF 

significantly however, decreasing the heat sink thermal resistance only resulted in a slight 

improvement in MTTF. 

2.2.2. The Lifetime model 

Two types of lifetime model are used to predict the lifetime of power semiconductor devices. These 

are analytical and physical lifetime models.  

For physical lifetime models knowledge of the number of cycles or indeed their amplitude is not 

required in order to predict life expectancy but prior knowledge of failure and deformation 

mechanisms is necessary. Physical modelling is based upon stress/strain knowledge that is gained 

either through experimentation or by simulation. For solder joint failures physical modelling can be 

further subdivided into four classes, stress, strain, energy and damage based models [16, 17]. 

Energy based models are the most comprehensive and have the ability to capture test conditions 

with the most accuracy [16, 46]. One such model is outlined by Ciappa et al [47]. The stress-stain 

response of a bimetallic interface to an arbitrary temperature profile is determined and the 

extrapolated stress-stain curve used to assess the accumulated energy in the module. The end of 

life of a device occurs when the level of accumulated deformation work reaches a critical level. This 

approach assumed that the only plastic deformation mechanism resulting in thermal damage was 

creep. Kovačević et al [17] improved upon this by including elastic, plastic and creep deformation. 

Stress-strain curves were determined by modelling the response of the solder to different 

temperature profiles. Then the total deformation energy which causes failure of the device was 

calculated. 
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Lifetime models for power semiconductor devices are used to give an estimation of the likely 

lifetime of such a device by paying heed to the various types of stress acting upon the device. 

Sources of stress upon the device vary in their intensity and their impact upon lifetime depending 

on the application and include, current, voltage, temperature, vibration, humidity and cosmic 

radiation level [16]. Analytical models express device lifetime in terms of temperate cycling 

parameters such as amplitude, duration, frequency, mean temperature, dwell time, maximum 

temperature and minimum temperature [17]. Interpreting a complex thermal mission profile in 

terms of these parameters requires a cycle counting technique such as peak counting, level crossing 

counting or rainflow counting. Three peak counting techniques (rising edge, half-cycle and 

maximum edge) and rainflow counting were analysed by Mainka et al [48]. The rainflow algorithm 

performed the best and has been used in other studies of power semiconductor device lifetimes 

[49, 50]. For steady state testing however a sophisticated cycling counting algorithm is not required 

and simple counting of the oscillations swill suffice. 

For current device technology, lifetime studies have been carried out. Bayerer et al [51] analysed a 

large number of power cycling results from different IGBT module generations and performed 

multiple linear regression with respect to several variables including mean device temperature and 

temperature cycle magnitude to enable an empirical model of the number of cycles to failure to be 

established. This model was used to estimate the number of cycles to failure for 1200V-IGBT4 

modules. 

Held et al developed a fast cycling test method which allowed the number of cycles to failure of an 

IGBT to be plotted against temperature. From these results a behavioural model of cycles to failure 

in terms of the mean junction temperature and temperature cycle magnitude was developed [52]. 

2.2.3. Wind Power Application 

The lifetime of semiconductor components of a converter will depend upon the environment and 

the particular application. The stresses experienced by a converter within a wind turbine will differ 

from other industrial converter applications due to the variability of the load profile. Operating 

frequency and power level will vary considerably and continuously, reflecting the Van der Hoven 

spectrum of the wind variation. Indeed the lack of a comprehensive mission profiles for evaluating 

converter lifetimes in wind turbine applications has been identified as a potential hurdle in 

ascertaining valid lifetime estimations [53]. 

The complex nature of the wind turbine loading may be examined by analysing the power losses 

and temperature excursion occurring at different operating points. Baygildina [54] quantified the 
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difference between IGBT and diode losses at different wind speeds, showing that at lower speeds 

a more even sharing of losses between the two devices occurs. The thermal dynamics of the 

converter devices is largely unaffected by the turbulent component of the wind. 

Xie et al showed that wind turbine power converter reliability was related to the wind speed [55]. 

The relationship was similar to that between the WT power and wind speed. Generator rated wind 

speed will affect the failure rate of the converter and a seasonal variation in reliability was also 

outlined. 

Converter types 

The type of wind turbine will affect the loading experienced by the converter. The main choice is 

between the fully rated converter and the partially rated one used in DFIG WTs. The loading per 

device will also be dependent upon the type of converter used. Work has been done in 

understanding the operational differences between converter types insofar as this affects the 

device temperatures and lifetimes.  

Ma et al examined the loss distribution within three different back to back converter architectures 

within a 10MW fully rated WT. The power loss characteristic and temperature profile of the devices 

were found to vary significantly [56]. Three level converters had good thermal performance on the 

grid side but poor performance on the generator side. A five level back to back converter displayed 

the best thermal performance. Arifujjaman et al analysed the reliability of four types of converter 

in fully rated WT application and found the use of an intermediated boost converter offered the 

highest reliability [57]. The machine side converter was found to be the least reliable component 

of the converter in all four architectures examined. Holtsmark et al compared the performance of 

matrix and back-to-back converters [58]. The matrix converter was shown to be significantly more 

efficient, with this advantage increasing as wind speed reduced from rated. Thermal fluctuations 

were however lower in the case of the back to back converter. 

Pittini et al [59] conducted thermal analysis of the Grid Side Converter (GSC) in a Permanent Magnet 

Synchronous Generator (PMSG) WT. They found the worst operating point in stress upon GSC was 

at rated power, as might be expected seeing as the frequency is constant. Lower power and lower 

frequency operating conditions were found to cause less stress. 

Control scheme 

The particular control scheme used for DFIG WT power control has an important effect upon 

thermal cycling within the converter. MPPT causes significant thermal cycling due to the fact that 
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power from the generator and thus though the converter is maximised. Two other control methods 

were compared in terms of their impact upon device temperature cycling [60]. Constant Power 

Mode and Constant Torque Control (CTM) are both viable alternatives to MPPT which offer a lower 

yield in energy from the WT but were shown to cause reduced thermal cycling. Of the three control 

modes, CTM was shown to cause the least thermal cycling.   

Wei et al outlined a method to analyse DFIG lifetime results under three control scenarios; minimal 

stator losses, minimal rotor losses and minimal overall losses. The lifetime of the converter is 

maximised by use of the minimal rotor losses control method. The lifetime of the devices for 

continuous steady state operation at a range of wind speeds was determined [61]. The minimal 

rotor losses control method gave the longest lifetimes, although this might entail an increase in the 

rating of the rotor side converter to allow it to supply the commanded reactive power. Only 

continual operation at fixed speeds was considered, and thus consideration of the ageing effect of 

the stochastic wind upon the DFIG converter in MPPT mode was avoided. 

 

2.3. Low frequency temperature cycling 

One of the peculiarities of the DFIG system is that lower frequencies occur, not at the low wind 

speed and thus low power condition (as with the fully fed system) but rather at a medium wind 

speed condition where current through the converter is no longer minimal. 

Bartram et al modelled IGBT temperatures and verified simulation results by experiment. A load 

condition not found in traction applications, where high current occurs at low frequency was 

identified [62]. Larger temperature cycle amplitudes occurred at low frequency causing more 

damage. However, in any set time period the longer cycles will of course be fewer and thus the 

most damaging frequency is not necessarily the lowest.  

Bruns examined the differences in device power losses and junction temperatures arising from the 

use of an MPPT variable speed controller and a controller that fixed the speed at the synchronous 

operating point [63]. Comparing the losses at operating points at which the generator power is the 

same for both control methods the losses in the synchronous controller are higher for power values 

on the MPPT control curve that correspond to speeds above synchronous speed and marginally 

lower below it. This is due to the approximate inverse proportionality of rotor current with speed, 

when power is held constant. Unequal loading of power devices at synchronous speed in the worst 

case results in the full rotor current across one leg of the inverter whilst the other two carry half. 

This can result in the devices on one leg of the inverter experiencing a significantly greater thermal 
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load than on the other legs. It was suggested that the unequal loading could be mitigated by 

controlling the speed of the turbine with a small slip, dependant on the thermal time constant.  

Lei simulated the thermal response of devices within the Rotor Side Converter (RSC) noting the 

large thermal cycling at very low frequency and suggested that a critical speed range around 

synchronous speed could be defined and operation within it avoided by pitching the blades or 

controlling the torque [64]. 

The effect of operating at synchronous speed is also felt on the rotor windings [65]. The 

unsymmetrical copper losses at synchronous speed caused an overtemperature rise of 86% which 

limited the maximum current at the operating point. 

 

2.4. Thermal Management and Loss Mitigation 

In energy generation applications, power converters may be operated at high power levels for 

significant time periods and thus losses will be high. In renewable energy devices power levels will 

vary stochastically. By controlling these losses, device temperature may be controlled and thus 

damage prevented. More significantly, the device output may be maximised by using a dynamic 

model to predict how long higher power levels may be maintained without resulting in 

overtemperature. These losses depend upon the electrical and ambient conditions (i.e. voltage, 

current and temperature) as well as electrothemal characteristics of the semiconductor device 

itself.  

There are two methods of loss control arising from the two electrothermal loss mechanisms 

operating. Switching loss is curtailed by lowering the switching frequency whilst conduction loss is 

managed by varying the current. These loss manipulation techniques were used in an on-line 

strategy to avoid overtemperature and power cycling failures [40, 66] 

Blasko et al developed a thermal management strategy to reduce the thermal stress suffered by 

the inverter [67]. The device temperatures were estimated and if the temperature of any of the 

devices reached a critical level then the pulse width modulation (PWM) switching frequency was 

reduced or the PWM method altered. If switching losses were still high when the minimum 

switching frequency was reached then the current was reduced so as to keep the temperature of 

the hottest device below a critical level. The management strategy was most useful at low 

frequency. 
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Murdock et al proposed a thermal management method which included a shutdown mechanism to 

be used when the curbing of switching losses by changing PWM frequency and limiting current 

were together unable to reduce the device temperature below the critical limit [66]. By controlling 

the thermal operating performance of the module, optimal utilization of the semiconductor die side 

was possible and mean and cyclical thermal stress reduced.  

Wei et al [68] proposed a method to limit the switching frequency based on the junction 

temperature cycling amplitude of the inverter IGBT. When the temperature variation was high the 

switching frequency was reduced. The MTTF was increased dramatically for operation when the 

commanded switching frequency was high and at low speed and high current conditions; though a 

higher converter rating might be required to carry the increased reactive current. 

The stressing effects of thermal cycling may be mitigated by controlling the reactive power to 

smooth out the thermal stress on the IGBTs. This approach was proposed for improving the 

reliability of a multi megawatt WT [69]. Active power was transferred as expected to the grid whilst 

reactive power could be circulated between parallelised converters to reduce the thermal effects 

of power fluctuations. This approach would limit the damage done by the stochastic nature of the 

wind through large power and hence current fluctuations but it was not adapted to mitigate 

damage done by the thermal cycling arising at constant power operation from the oscillating 

current and hence power loss in output from the converters. Other studies also made use of the 

reactive power control to mitigate thermal cycling. Ma showed that circulating reactive power 

between WTs within a wind farm, could be used to mitigate thermal cycling [70]. During the minima 

of wind gusts, reactive current may be increased to help smooth temperature cycling in the most 

stressed devices without causing unacceptable stress in other devices or the converters of 

parallelised wind turbines. 

Reactive power circulation between GSC and RSC may be used to reduce thermal cycling in either 

converter [71]. Under constant wind conditions reactive power injection can be used to mitigate 

thermal cycling by adding increased thermal loading in both converters. During wind gust reactive 

power circulation may be used to significantly reduce thermal cycling in the GSC whilst having little 

impact on the RSC.  

Parallelisation of converters also provides the opportunity to selectively switch off devices to 

increase lifetime. In [72] Birk outlined a method for sharing real and reactive power between 

multiple parallelised converters within a WT which may be switched in or out such that the thermal 

cycling and the number of operational hours for the devices is minimised. At lower wind speeds the 
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losses ranged from 20 – 80kW, with all converters switched on. By selectively switching on inverters 

when needed the power losses could be reduced across this range by around 10kW. It was stated 

that this corresponded to as much as 0.2% increased annual energy yield. 

There are three approaches detailed above, broadly speaking. These involve controlling, switching 

frequency, circulating reactive power between converters or sharing power between multiple 

converters. 

The switching loss control approach in [66] involved a complex controller, in as much, as it applied 

different mitigation strategies depending on the wind speed. The control approach in [68] was less 

complex and had demonstrated good lifetime improvement, although both of these did not 

investigate the application of the control technique in a WT. 

The reactive power circulation approaches were investigated within the context of WT systems. 

The one used in [71] had the advantage of being able to mitigate temperature cycling in both 

varying wind and constant wind speed conditions, whereas [69, 70] targeted the varying wind 

conditions.  

The power sharing approach used in [72] not only reduced the number of operational hours for the 

converters but had the secondary benefit of enhancing production from the WT. It has also proven 

itself to the degree that it is utilised by Gamesa in their G10x 4.5MW WT. 

There is need for more work to mitigate thermal cycling induced at constant wind speeds. A more 

simple, method for thermal management, involves adapting cooling techniques to reduce thermal 

loading of devices. Zhou et al compared the different cooling methods used in the converter and 

determined that although a liquid cooling system was able to achieve lower mean junction 

temperature the temperature fluctuations were of similar magnitude [73]. Whilst Meysenc [74] 

examined the relationship between cooling effectiveness and thermal inertia. An increase in cooling 

effectiveness reduces the mean temperature however it also has the effect of decreasing the inertia 

and hence increasing the thermal cycling about the mean. Adaptive cooling may also be used to 

reduce temperature cycling by varying the thermal impedance within the cooling system. This was 

achieved in [75] with considerable effectiveness at very low frequency (less than 0.5Hz); above 

approximately 1Hz the mitigation of thermal cycling amplitudes was reduced significantly. Again 

trade-off control of thermal cycling and mean temperature was observed insofar as an increase in 

mean temperature was observed when the control system was used. 
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2.5. Modelling implementation 

There has been considerable research done in examining the operation of the doubly fed induction 

machine in wind energy applications. Early experimental work was carried out by Pena, who 

examined vector control of the doubly fed induction machine for wind energy generation in two 

papers which looked at a grid connected WT DFIG system [76] and also at the system feeding an 

isolated load [77].  

Simulation of DFIG WTs is an established field and much work has been done in modelling the DFIG 

control model. Abad [78] and Krause [79] together, provide a comprehensive summary of DFIG 

control modelling and a detailed outlining of the machine equations for modelling the induction 

machine. From these a complete a mathematical model of a DFIG WT may be established. 

Different aspects of the control approach have been examined in detail. Petersson et al [80] 

examined the use of grid flux oriented control, as opposed to stator flux orientation. The grid flux 

alignment allowed the DFIG system to produce as much reactive power as necessary without 

affecting the stability of the system. Cañas-Carretón et al [81] investigated three methods of 

determining the rotor reference voltage comparing whether the computational time and accuracy 

were improved by the addition of rotor current and cross coupling terms to the PI controller. 

Ekanayake [82] developed a model that was applicable to single and double cage generators and 

also investigated the effects of DFIG control on wind farm stability. Finally some studies have 

provided verification of simulated results. Tapia et al [83] developed a complete model of a DFIG 

WT and presented real results from a WT as verification of the model. 

 

2.6. Conclusion 

Reliability in a wind turbine may be analysed in terms of the component subassemblies which 

constitute the full turbine design. Some components exhibit a more significant failure potential and 

may require considerable commitment of resources to remedy making for a longer downtime. The 

power electronic converter has displayed a high failure rate in several turbine studies and despite 

a more modest downtime occurring for each failure the overall contribution to the total turbine 

yearly downtime for this subassembly is high. 

Thermal modelling of power electronics can allow the junction temperature of semiconductor 

devices to be determined and thus the lifetimes under different loading conditions and ambient 

environments predicted. Within wind power applications the converter type, WT type and the 
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particular control scheme all have a baring upon the temperatures and temperature cycling a device 

junction is likely to experience. The time spent operating at particularly damaging operating points 

is also significant in determining device lifetime. Operation at low frequencies causes large 

magnitude temperature cycles and in the DFIG system in particular these low frequencies occur at 

non minimal currents. Thus lifetimes are effected. 

Several approaches have been investigated that aim to mitigate the damage accrued in a device 

due to thermo mechanical stressing. These included varying switching patterns to control device 

loss, controlling reactive power to smooth out temperature variation. Active cooling techniques 

and variation of the converter thermal impedance have also been examined as strategies for 

controlling the temperature profile experience by devices. 

Modelling of DFIG WTs is an established research field and much work has been done in using such 

models to investigate aspects of operation of this type of WT. The next chapter will discuss the 

development of a DFIG WT electrical model coupled to a thermal model of the power electronic 

converter. This will be used to investigate low frequency of the converter in as much as it has effect 

upon the temperature cycling and ultimately the lifetime of the converter. 
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 Modelling the Doubly Fed Induction 

Machine 

The following chapter will discuss the modelling approach used to produce a mathematical 

representation of a DFIG WT. The model can be broken into six model components 

 a behavioural model of the turbine rotor blade assembly 

 a model of the WT controller 

 a full electrical model of the DFIG and power electronic converter 

 a power loss model calculating the switching, conduction and total losses in the converter 

 a thermal model of the modules and heat sink within the converter 

 a lifetime calculation 

Validating simulation results is necessary to provide a real world check upon modelling results. 

Modelling the complex system of a DFIG WT necessarily involves some simplification. This may take 

the form of a simplifying assumption adopted during model construction by the researcher (i.e. the 

decision to leave out a specific element or relationship) and also may be inherent in the adoption 

of a particular modelling technique or mathematical formulisation. The choice of step size or solver 

used by Simulink will also affect the validity of the results obtained by the model.  

It should be noted that most of the Simulink or PLECS modelling blocks used form part of a standard 

set of modelling tools used by electrical engineer. These therefore may be understood to make up 

a heavily tested and much relied upon modelling environment, which may in fact be used to verify 

experimental datasets. In the present work, however, the experimental results are used to give 

extra weight to the conclusion arrived at after analysis of simulation data. 

 

3.1. Model Overview 

Extra detail increases model fidelity but slows down simulation. A careful balance must be 

maintained between the speed of simulation and the level of detail included. Some approximations 

are necessary in the model (in the mechanical, electrical, power loss and thermal model). Careful 

consideration must be made as to the sensitivity of the model predictions to the inclusion or 

emission of a parameter’s dependency on, for example, temperature (or indeed any other factor). 

Simplifying assumptions may be required to limit the size of the model, its detail or indeed the 

simulation time. In the WT mechanical model it was not considered vital to implement a full 
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aerodynamic model of the rotor blades, or the drive train for that matter. The focus in the current 

study is on the thermal response of the electrical system. Much insight can be gained by considering 

steady state conditions and so the dynamic response, the WT rotor aerodynamics and drive train 

mechanical detail can be overlooked, for example. In the case of the rotor, a behavioural model 

based on empirical formulation of the rotors torque response is preferred. Assuming such a 

response allows considerable saving in computing power to be made. 

The six model components are grouped into three main parts: the WT-Electrical Model, the Power 

Loss-Thermal Model and the Lifetime calculation. The modelling is carried out in the 

Matlab/Simulink environment, with the electrical system and thermal circuit being modelled using 

the PLECS blockset whilst all other modelling is carried out in Simulink. The model structure and 

breakdown by simulation software is shown in Figure 3-1.  

Mathworks’ numerical computing environment Matlab and its graphical block diagramming tool, 

Simulink, have found widespread use in engineering. They have become standard tools in numerical 

modelling across a wide range of engineering disciplines including electrical engineering.  Simulink 

has been used in modelling and analysis of DFIG control and electrical systems to great effect. The 

software provides a quick and user friendly platform for electrical simulation and has a wide range 

of toolboxes reducing the need to build custom model subsystems for common functions. PLECS 

[84] provides a simple and fast toolbox for power electronic simulation and has proved useful in 

simulating DFIG WT systems [85-87]. 

 

 

 

 

 

 

Colour denotes software used. Black: Simulink, Red: PLECS Blockset, Blue: Matlab Script 

Figure 3-1 Lifetime Model outline. 
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To examine the effect of one particular operating point and thus the fundamental frequency of 

electric current flowing in the converter, the model is run to produce steady state results. A 

constant wind is fed to the WT Model and the WT-Electrical Model is run until steady state is 

reached. There is an initial unsteady period due to the fact that the WT is not run up to speed but 

rather started, on load. The initial WT speed is a close estimate of the speed at the intended 

operating point. Once steady state is achieved, the current and voltages for each device for exactly 

one fundamental cycle are saved. The Power Loss-Thermal Model takes as its inputs these electrical 

variables from the WT-Electrical Model and so to run the former for say 1 min requires 1 min of 

steady state input data from the latter. So as to avoid lengthy simulation times, only one cycle of 

electrical data is saved and this is then looped in the Power Loss-Thermal Model.  

To sample exactly one fundamental cycle of data requires the accurate triggering of the subsystem 

responsible for saving the device voltages and currents. Such triggering, in turn, requires the 

fundamental frequency of current flowing in both grid and rotor side converters. For the rotor side 

converter, the rotor current, suitably filtered is used to trigger the data saving; the zero crossing 

point of the current is used as the triggering instant. The grid side current has a high proportion of 

noise, most notably at operating points close to synchronous speed, thus the reference voltage 

used by the controller is used to trigger the grid side data saving.  

This electrical data is looped in the Power Loss-Thermal Model simulating the WT operating at a 

fixed operating point. The power loss is calculated and the temperature of the device determined 

in the Thermal Model. At this stage there is a feedback loop in which the device temperature is fed 

to the Power Loss Model where the loss is updated with reference to its dependence on 

temperature. In separating the electrical and thermal models the feedback mechanism whereby 

the device temperature modifies the current is severed. A hotter device will suffer greater power 

loss and this would influence the current flowing in said device. The effect of this upon the WT 

would be extremely small given that firstly, the sensitivity of this model to this temperature 

feedback is low and secondly the WT controller itself would operate to maintain a stable operating 

point. 

The WT-Electrical Model is run first producing a data file containing the current and voltages for 

each device for exactly one fundamental cycle. This data file becomes the starting point for the 

thermal model, wherein it is looped and input to the power loss model where instantaneous power 

loss is found. In the power loss model the initial temperatures of the thermal capacitances are 

initially set at 40°C. The average power loss is calculated and this in turn is fed into a simplified 

thermal model (with capacitances removed) which allows calculation of the temperatures of the 
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thermal capacitances. These temperatures are then fed back into the power loss model and the 

above repeated in a loop four times (which is enough to reach steady state for the initial 

temperatures of the thermal capacitances). With the initial values now established the full Power 

Loss-Thermal model can be run. 

 

3.2. Review of parameters for DFIG WT model 

Sizing the components within the simulation can be done with reference to previous academic 

published work, and by some basic understanding of systems involved (e.g. the inductive choke 

may be sized to reduced harmonic distortion to an acceptable level). Machine electrical parameters 

are found from previous academic work and can be scaled to suit the size of the machine under 

study. A review of manufacturers’ brochures and product technical information allows a check on 

sizing of parameters (blade length, gearbox ratios). A full technical specification of any one turbine 

is unavailable, however, by combining parameters from similar WTs a comprehensive 

parameterised description of a representative turbine of most sizes can be built up. In this way a 

model is established that is not based upon any one manufacturer’s WT but rather is an 

amalgamation of several. The design still remains close to most designs of its type and size. Cross-

checking parameters with those in real designs is important as for instance, mechanical 

components like the rotor and gearbox could be sized according to the desired power required at 

the high speed shaft (this being the product of the blade torque τm and the gear box ratio). In this 

way various combinations of blade length and gearbox ratios could be selected which give an 

acceptable high speed shaft torque but may not give realistic speed range of the WT; i.e. there may 

be multiple sizing criteria for each of the parameters and so confirmation with reference to real 

parameters prevents values being selected that satisfy most criteria but not all. 
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3.3. Wind Turbine 

The wind turbine modelled is a 2.5MW DFIG. WTs of this size are very common and are currently in 

production by various manufacturers; some of which are listed in Table 3-1. 

Table 3-1 List of manufacturers producing medium sized DFIG WTs. 

Manufacturer 
Generator size* 

(MW) 

Blade Length 

(m)  

Rotor Diameter 

(m) 

Gearbox 

ratio 

Vestas 2.6 49 100 † 

Gamesa 2.5 56 114 † 

Gamesa 2.0 47.5 97 1:106.8 

Nordex 2.5 † 90/100 † 

Alstom 2.7 53.2 100 † 

REpower 2 and 3 48.9 100 1:129.6 

Sinovel 3 55 113.3 1:114.3 

Simulation 2.5 40 80 1:103 

* maximum generator electric power when operated as DFIG 

† denotes, value not specified in manufacturer’s literature 

 

The model requires careful selection of parameters to give a representative layout and power 

rating. The power output from the WT will depend on the rotor diameter, gearbox ratio and also 

on the cp-lambda characteristic of the blades. The cp-lambda expression used is that given in [88] 

as representative formulisation for a  variable speed WT, as is stated in equation 3-1and 3-2. 

 

 
𝑐𝑝(𝜆𝑖, 𝜃) = 0.73 (

151

𝜆𝑖
− 0.58𝜃 − 0.002𝜃2.14 − 13.2) 𝑒𝑥𝑝

−18.4
𝜆𝑖  3-1 

 
𝜆𝑖 = [(

1

𝜆 − 0.02𝜃
) − (

−0.003

𝜃3 + 1
)]

−1

 3-2 

 

The power curves for the WT are determined by equation 3-3. 

  𝑃𝑤𝑡 =
𝜌

2
𝐴𝑤𝑡𝑐𝑝(𝜆, 𝜃)𝑣𝑤

3  3-3 
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The behavioural model for the 2.5MW WT is based upon the above expression for mechanical 

power produced by the rotor blades of a WT. The WT controller will, of course, attempt to track the 

maximum value of cp at all times but the behavioural model nevertheless requires a full calculation 

of the instantaneous value of cp from which the mechanical power is determined. The blade length, 

and gearbox ratio are selected with reference to the standard sizes for a 2.5MW WT, and are tuned 

so that the electrical power, Pe = 2.5MW.  

This simplified model of the rotor blade characteristic does not include features such as the effect 

of the rotor hub, tower shadow or an incorrect yaw angle as the WT tries to track the wind direction. 

The behavioural model merely gives a suitable response of the turbine mechanical power as the 

wind varies with time. This provides sufficient detail for the current study which is concerned mainly 

with the comparative aging effects upon the two converters. There will be damping in the rotor 

assembly and drive train which will in any case act to mitigate some of these more detailed 

aerodynamic and mechanical effects. 

The WT gearbox is modelled as a simple ratio; a more detailed mechanical model being considered 

unnecessary. The effects upon the electrical power flow, of any mechanical inertia from a full model 

of the gearbox would be felt by both rotor and grid side converters. We can assume that this effect 

would be similar at both converters and is unlikely to affect any comparison between the converter 

lifetimes.  

 

3.4. The Electrical Model 

The electrical model comprises three main components: the Induction Machine, the power 

electronic converter and the grid. These are all modelled in PLECS blockset for Simulink. The power 

grid dynamics are of no concern to the present work and so the grid is modelled as a voltage source.  

3.4.1. DFIG Layout 

The induction machine and converter together form the doubly fed induction machine (DFIM). The 

normal operation of an induction machine would require one electrical connection be made to the 

stator of the machine and this would be the only electrical connection. A doubly fed induction 

machine requires that a wound-rotor induction machine has an electrical connection made to its 

rotor as well as to its stator. The rotor is connected via a power converter which controls the 

frequency and magnitude of the voltage fed to it. 
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The general layout of a DFIG WT is outlined in Figure 3-2. 

 

 

 

 

 

 

Figure 3-2 Doubly Fed Induction Machine Wind Turbine 

 

3.4.2. Stator-to-Rotor Turns Ratio 

The Induction Machines used in doubly fed applications normally have a low stator to rotor turns 

ratio allowing for lower currents in the rotor circuit and thus in the converter. This, in turn, means 

that the converter can have a lower rating, thus reducing cost. This transformer action will also 

have the effect of increasing the voltage on the rotor side. A turns ratio of 
𝑁𝑠

𝑁𝑟
=

1

3
 is selected. This 

gives a maximum rotor voltage which can be estimated from the turns ratio, the maximum slip and 

the stator voltage. 

The estimation requires firstly that the magnetic flux be considered. This has two components: the 

magnetising flux and the leakage flux. The former will dominate as electric machines are designed 

to minimize the leakage flux. The stator voltage is chosen to balance the back EMF and the voltage 

drop across the leakage flux plus the voltage drop across the stator resistance. The drop across Rs 

+ Zls will be much smaller than Es and so it may be said that: 

 𝐸𝑠 ≈ 𝑉𝑠 3-4 

The situation is similar on the rotor side, where again the voltage drop across the resistance and 

leakage inductance will be small in comparison to the EMF and so 

 𝐸𝑟
𝑅 ≈ 𝑉𝑟

𝑅 3-5 

The EMFs are related by the turns ratio and the slip 
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 𝐸𝑟
𝑅 =

𝑠𝑁𝑟
𝑁𝑠

𝐸𝑠 3-6 

And so combining 3-4 with 3-5and 3-6, gives 

 𝑉𝑟
𝑅 ≈

𝑠𝑁𝑟
𝑁𝑠

𝑉𝑠 3-7 

Thus the maximum rotor voltage occurs at the maximum value of slip, giving, 

 𝑉𝑟
𝑅 ≈

𝑠𝑚𝑎𝑥𝑁𝑟
𝑁𝑠

𝑉𝑠 ≈ 0.9𝑉𝑠 3-8 

 

In modelling the DFIG all the rotor parameters are referred to the stator side. The rotor and stator 

variables are related by an effective turns ratio that accounts for the geometry of the winding as 

well as the ratio of their turns. In most cases and more specifically in wind energy applications this 

effective turns ratio may be approximated by the simple turns ratio [78]; this approach is adopted 

in the current work. Referred variables are normally denoted by a ’, but for simplicity this is omitted 

and thus all rotor quantities should be read as variables referred to the stator side unless specifically 

otherwise indicated as real rotor value with an R.  

In modelling the DFIG in Simulink the built-in induction machine block is used. This accepts 

parameters that are referred to the stator side. There is, however, no means by which the turns 

ratio can be set internally in this block. The voltage fed to the rotor must also be referred to the 

stator. This is done by connecting an ideal transformer to the rotor winding with the stator-to-rotor 

turns ratio, see Figure 3-3. 

 

 

 

 

 

 

Figure 3-3 Turns Ratio Transformer 
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3.4.3. The Equivalent Circuit 

The induction machine may be idealized by reducing it to two sets of windings, (Figure 3-4). These 

windings are characterised by a resistance and an impedance. The frequency of current in these 

two sets of windings is different.  

 

Figure 3-4 DFIG Equivalent Circuit 

 

From this simplified model the following equations may be set up. 

 
𝑣𝑎𝑠(𝑡) = 𝑅𝑠𝑖𝑎𝑠(𝑡) +

𝑑𝜓𝑎𝑠(𝑡)

𝑑𝑡
 3-9 

 
𝑣𝑏𝑠(𝑡) = 𝑅𝑠𝑖𝑏𝑠(𝑡) +

𝑑𝜓𝑏𝑠(𝑡)

𝑑𝑡
 3-10 

 
𝑣𝑐𝑠(𝑡) = 𝑅𝑠𝑖𝑐𝑠(𝑡) +

𝑑𝜓𝑐𝑠(𝑡)

𝑑𝑡
 3-11 

 

 
𝑣𝑎𝑟(𝑡) = 𝑅𝑠𝑖𝑎𝑟(𝑡) +

𝑑𝜓𝑎𝑟(𝑡)

𝑑𝑡
 3-12 

 
𝑣𝑏𝑟(𝑡) = 𝑅𝑠𝑖𝑏𝑟(𝑡) +

𝑑𝜓𝑏𝑟(𝑡)

𝑑𝑡
 3-13 

 
𝑣𝑐𝑟(𝑡) = 𝑅𝑠𝑖𝑐𝑟(𝑡) +

𝑑𝜓𝑐𝑟(𝑡)

𝑑𝑡
 3-14 
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The above voltage equations can be considered the instantaneous magnitudes of a rotating space 

vector. This vector rotates at the system frequency; ωs for the stator equations and ωr for the rotor 

(these are the relevant electrical frequencies of the current flowing in the windings). The three 

phases, a,b and c are displaced by an electrical angle of 2π/3. In space vector representation the 

three phase axes are thus similarly spatially displaced. Projecting the phase components by the 

relevant multiple of 2π/3 (0, 1 and 2 for a, b and c respectively) and adding the results gives the 

space vector forms of the voltage equations. 

Thus 

 
𝑣𝑠
𝑠 =

2

3
𝑣𝑎𝑠(𝑡) + 𝑣𝑏𝑠(𝑡)

2

3
𝑒𝑗

2𝜋
3 + 𝑣𝑐𝑠(𝑡)

2

3
𝑒𝑗

4𝜋
3  3-15 

 
𝑣𝑟
𝑠 =

2

3
𝑣𝑎𝑟(𝑡) + 𝑣𝑏𝑟(𝑡)

2

3
𝑒𝑗

2𝜋
3 + 𝑣𝑐𝑟(𝑡)

2

3
𝑒𝑗

4𝜋
3  3-16 

The 2/3 constant is introduced to scale the space vector so that its peak amplitude is equal to the 

peak amplitude of the of the scalar phase components. Simplifying gives: 

 
𝑣𝑠
𝑠 = 𝑅𝑠𝑖𝑠

𝑠(𝑡) +
𝑑𝜓𝑠

𝑠

𝑑𝑡
 3-17 

 
𝑣𝑟
𝑠 = 𝑅𝑟𝑖𝑟

𝑠(𝑡) +
𝑑𝜓𝑟

𝑠

𝑑𝑡
 3-18 

 

The magnetic flux linkage depends not only upon the current in the windings but also on the 

inductance in which it is flowing. This is split into the magnetising and leakage components. 

 𝜓𝑠
𝑠 = 𝐿𝑙𝑠𝑖𝑠

𝑠 + 𝐿𝑚𝑖𝑠
𝑠 + 𝐿𝑚𝑖𝑟

𝑠 = 𝐿𝑠𝑖𝑠
𝑠 + 𝐿𝑚𝑖𝑟

𝑠 3-19 

 𝜓𝑟
𝑟 = 𝐿𝑙𝑟𝑖𝑟

𝑟 + 𝐿𝑚𝑖𝑟
𝑟 + 𝐿𝑚𝑖𝑠

𝑟 = 𝐿𝑟𝑖𝑟
𝑟 + 𝐿𝑚𝑖𝑠

𝑟 3-20 

Where  

 𝐿𝑠 = 𝐿𝑙𝑠 + 𝐿𝑚 3-21 

 𝐿𝑟 = 𝐿𝑙𝑟 + 𝐿𝑚 3-22 

 

Equations 3-17 - 3-21 may be referred to a synchronously rotating frame by multiplying by 𝑒−𝑗𝜃𝑚  

(see [78] for a full explanation of the transformation), giving: 
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𝑣𝑠
𝑒 = 𝑅𝑠𝑖𝑠

𝑒 +
𝑑𝜓𝑠

𝑒

𝑑𝑡
+ 𝑗𝜔𝑠𝜓𝑠

𝑒 3-23 

 

𝑣𝑟
𝑒 = 𝑅𝑟𝑖𝑟

𝑒 +
𝑑𝜓𝑟

𝑒

𝑑𝑡
+ 𝑗(𝜔𝑠 −𝜔𝑚)𝜓𝑟

𝑒 

= 𝑅𝑟𝑖𝑟
𝑒 +

𝑑𝜓𝑟
𝑒

𝑑𝑡
+ 𝑗𝜔𝑟𝜓𝑟

𝑒 

3-24 

 𝜓𝑠
𝑒 = 𝐿𝑠𝑖𝑠

𝑒 + 𝐿𝑚𝑖𝑟
𝑒 3-25 

 𝜓𝑟
𝑒 = 𝐿𝑟𝑖𝑟

𝑒 + 𝐿𝑚𝑖𝑠
𝑒 3-26 

From these equations, the equivalent circuit for a DFIG, in the synchronously rotating reference 

frame can be constructed, (Figure 3-5). The core losses are accounted for by the inclusion of the 

resistance (Rm) in the magnetising branch but these being low are normally ignored and indeed 

Simulink’s induction machine block does not include Rm. 

 

 

 

 

 

 

 

 

 

 

Figure 3-5 Equivalent circuit of DFIG in dq (synchronous) reference frame. Rm included for illustrative purposes only. 

 

3.5. The Control Model 

Control of the inverters requires the transformation of electrical parameters into the dq reference 

frame so that current components may be used to perform independent control of machine 
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variables such as Te, P and Q. Such a vector control approach is commonly used in the control of 

machine drives. 

3.5.1. Rotor Side Control Model 

Control is achieved with reference to the analogy of DC motor control where the electromagnetic 

torque is controlled by varying the armature current, with the field current being responsible for 

maintaining the magnetic field.  

 𝑇𝑒 = 𝐾𝑡𝜓𝑔𝐼𝑎 3-27 

 𝑇𝑒 = 𝐾𝑡
′𝐼𝑎𝐼𝑓 3-28 

The two currents are decoupled and so the torque is easily controlled by controlling one current. 

This form of control can be achieved for other machine types, if the electrical variables are 

projected onto a synchronous reference frame and resolved into orthogonal components. For the 

time being the rotor leakage inductance is neglected to simplify the explanation. In Figure 3-6 the 

flux linkage has been aligned along the d-axis. If Rs is assumed zero, it follows then that the stator 

voltage will be along the q-axis. 

 

 

 

 

Figure 3-6 Rotor side phasor diagram, for DFIG with generator convention, Ps>0, Qs>0 and Rs=0 

 

If the current is resolved into d and q components then we see that iq is the component in phase 

with vs and id the component out of phase with it. Thus Iq may be used to control the active power 

and thus the torque  

 𝑃𝑠 = 𝑖𝑞𝑠𝑣𝑠 3-29 

 𝜏 =
𝑖𝑞𝑠𝑣𝑠

𝜔𝑠
  3-30 

Likewise Id can be used to control the reactive power. 
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 𝑄𝑠 = 𝑖𝑑𝑠𝑣𝑠 3-31 

In actual fact the stator resistance is non-zero and so the angle between the stator voltage and the 

stator flux linkage is slightly removed from 90 degrees, (Figure 3-7).  

 

 

 

 

 

Figure 3-7 Rotor side phasor diagram, for DFIG with generator convention, Ps>0, Qs>0 and Rs>0 

 

For the power equations it is now necessary to find the d and q components of vs. And with a non-

zero Rs the torque equation no longer holds as the copper losses must be taken into account. 

 𝑃𝑠 = 𝑖𝑞𝑠𝑣𝑞𝑠 3-32 

 𝜏 ≈
𝑖𝑞𝑠𝑣𝑞𝑠

𝜔𝑠
  3-33 

 𝑄𝑠 = 𝑖𝑑𝑠𝑣𝑞𝑠 3-34 

An alternative alignment places the q axis along the stator voltage phasor. These two orientations 

are known as stator flux alignment and stator voltage alignment (or grid flux orientation, where the 

grid flux is a virtual flux that induces the grid voltage [89]). Other reference frames for control are 

possible [80, 90]. 

Using one of these forms of alignment allows the machine equations to be simplified. Separating 

equation 3-25 into its orthogonal components and examining Figure 3-7, gives 

 𝜓𝑑𝑠
𝑒 = 𝐿𝑠𝑖𝑑𝑠

𝑒 + 𝐿𝑚𝑖𝑑𝑟
𝑒 = 𝜓𝑠

𝑒  3-35 

 𝜓𝑞𝑠
𝑒 = 𝐿𝑠𝑖𝑞𝑠

𝑒 + 𝐿𝑚𝑖𝑞𝑟
𝑒 = 0 3-36 

Rearranging gives, 

 
𝑖𝑑𝑠
𝑒 =

𝜓𝑠
𝑒

𝐿𝑠
−
𝐿𝑚𝑖𝑑𝑟

𝑒

𝐿𝑠
 3-37 
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 𝑖𝑞𝑠
𝑒 = −

𝐿𝑚
𝐿𝑠

𝑖𝑞𝑟
𝑒  3-38 

Likewise with the voltage equations 

 𝑣𝑑𝑠
𝑒 = 𝑅𝑠𝑖𝑑𝑠

𝑒 +
𝑑𝜓𝑑𝑠

𝑒

𝑑𝑡
+ 𝑗𝜔𝑠𝜓𝑑𝑠

𝑒 ≈ 0 3-39 

 𝑣𝑞𝑠
𝑒 = 𝑅𝑠𝑖𝑞𝑠

𝑒 +
𝑑𝜓𝑞𝑠

𝑒

𝑑𝑡
+ 𝑗𝜔𝑠𝜓𝑞𝑠

𝑒 = 𝑣𝑔 ≈ 𝜔𝑠𝜓𝑠 3-40 

By substituting equations 3-39 and 3-40 into 3-32 and 3-34 the power equations may be rewritten  

 𝑃𝑠 ≈ −𝑣𝑔
𝐿𝑚
𝐿𝑠

𝑖𝑞𝑟
𝑒  3-41 

 
𝑄𝑠 ≈

𝑣𝑔
2

𝐿𝑠𝜔𝑠
− 𝑣𝑔

𝐿𝑚𝑖𝑑𝑟
𝑒

𝐿𝑠
 3-42 

In controlling the WT the torque is normally used as the control variable. The equation for the 

electromagnetic torque produced by the DFIG in terms of the machine variables may be derived 

[79]. 

 𝑇𝑒 =
3

2
𝑝
𝐿𝑚
𝐿𝑠

(𝜓𝑞𝑠𝑖𝑑𝑟 − 𝜓𝑑𝑠𝑖𝑞𝑟) 3-43 

 𝑇𝑒 =
3

2
𝑝
𝐿𝑚
𝐿𝑠

𝑣𝑔

𝜔𝑠
𝑖𝑞𝑟 3-44 

Re-arranging 

 𝑖𝑞𝑟 =
2

3𝑝

𝐿𝑠
𝐿𝑚

𝜔𝑠

𝑣𝑔
𝑇𝑒  3-45 

Equation 3-45 is used to calculate the reference value for iqr from the reference torque. This in turn 

is set with reference to a predefined MPPT control algorithm.  

 𝑇𝑟𝑒𝑓 = 𝑘𝜔𝑚
2 3-46 

The value of k is set by the maximum mechanical power desired from the turbine.  

 𝑘 =
𝑃𝑚𝑎𝑥

𝜔𝑚𝑎𝑥
3

 3-47 

The maximum rotational speed for a DFIG is normally set to around 30% above the synchronous 

speed, see section 3.6.1. In the present work the max speed is set to be exactly 30% above 

synchronous. Thus, equation 3-47 may be rewritten. 
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 𝑘 =
𝑃𝑚𝑎𝑥

(1.3𝜔𝑠)
3

 3-48 

The control algorithm may now be set based upon just two parameters: the maximum power and 

the synchronous speed. Figure 3-8 shows the control algorithm for the WT. 

 

Note red denotes operational speed range as dictated by the converter 

Figure 3-8 Power curve for WT at various wind speeds 

 

The mechanical power is shown (Figure 3-8). The maximum power is slightly in excess of the 2.5MW 

desired as the maximum electrical power, to allow for losses. A mechanical power of 2.63MW is 

chosen, with an efficiency of 0.957 (due to windage and electrical losses) and a blade length chosen 

to be a whole number of metres (R=40m) this gives a maximum electrical power of approximately 

2.511MW. 

Along with the reference value for iqr set by equation 3-45, a current reference for the d-axis 

component is also needed so that a reference value for ir can be formed by the summation of the 

two components. The value of this idr is set so that the reactive power supplied to the rotor is 

minimized. The rotor reactive power is found by, 
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 𝑄𝑟 = 𝑖𝑑𝑟𝑣𝑞𝑟 3-49 

 𝑖𝑑𝑟_𝑟𝑒𝑓 = 0 ⇒  𝑄𝑟_𝑟𝑒𝑓 = 0 3-50 

By minimising the rotor reactive power, this allows the converter size to be reduced. As the 

converter does not have to carry any reactive current, then the semiconductor components can 

have a lower rating, which ultimately reduces the cost of the converter. The reactive power is thus 

supplied to the stator, and from equation 3-42, 

 
𝑄𝑠 ≈

𝑣𝑔
2

𝐿𝑠𝜔𝑠
− 𝑣𝑔

𝐿𝑚𝑖𝑑𝑟
𝑒

𝐿𝑠
 3-51 

 
𝑖𝑑𝑟_𝑟𝑒𝑓 = 0  ⇒  𝑄𝑠 ≈

𝑣𝑔
2

𝐿𝑠𝜔𝑠
 3-52 

The PI Controller  

To control the rotor current the machine equations must first be determined. By combining 

equations 3-25 and 3-26 the following equation for the rotor flux is obtained, 

 
𝜓𝑑𝑟
𝑒 = [𝐿𝑟 +

𝐿𝑚
2

𝐿𝑟
] 𝑖𝑑𝑟

𝑒 +
𝜓𝑑𝑠
𝑒

𝐿𝑠
  3-53 

 
𝜓𝑞𝑟
𝑒 = [𝐿𝑟 +

𝐿𝑚
2

𝐿𝑟
] 𝑖𝑞𝑟

𝑒 +
𝜓𝑞𝑠
𝑒

𝐿𝑠
= [𝐿𝑟 +

𝐿𝑚
2

𝐿𝑟
] 𝑖𝑞𝑟

𝑒  3-54 

Combining these with equation 3-24 gives,  

 𝑣𝑑𝑟
𝑒 = 𝑅𝑟𝑖𝑑𝑟

𝑒 + 𝜎𝐿𝑟
𝑑𝑖𝑑𝑟

𝑒

𝑑𝑡
+
𝐿𝑚
𝐿𝑠

𝑑𝜓𝑑𝑠
𝑒

𝑑𝑡
+ 𝜔𝑟𝜎𝐿𝑟𝑖𝑞𝑟

𝑒  3-55 

 𝑣𝑞𝑟
𝑒 = 𝑅𝑟𝑖𝑞𝑟

𝑒 + 𝜎𝐿𝑟
𝑑𝑖𝑞𝑟

𝑒

𝑑𝑡
+ 𝜔𝑟

𝐿𝑚
𝐿𝑠

𝑑𝜓𝑑𝑠
𝑒

𝑑𝑡
+ 𝜔𝑟𝜎𝐿𝑟𝑖𝑑𝑟

𝑒  3-56 

Some assumptions may be made to simplify the above. Firstly assuming a constant grid voltage 

implies that the stator flux will be constant, thus 

 𝑑𝜓𝑑𝑠
𝑒

𝑑𝑡
= 0 3-57 

Also, in steady state conditions, 

 𝑑𝑖𝑑𝑟
𝑒

𝑑𝑡
= 0 3-58 

And recalling the equation that relates the grid voltage to the stator flux, equation 3-40, gives 
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𝑣𝑑𝑟
𝑒 = 𝑅𝑟𝑖𝑑𝑟

𝑒 + 𝜎𝐿𝑟
𝑑𝑖𝑑𝑟

𝑒

𝑑𝑡
− 𝜔𝑟𝜎𝐿𝑟𝑖𝑞𝑟

𝑒  3-59 

 
𝑣𝑞𝑟
𝑒 = 𝑅𝑟𝑖𝑞𝑟

𝑒 +𝜎𝐿𝑟
𝑑𝑖𝑞𝑟

𝑒

𝑑𝑡
+ 𝜔𝑟𝜎𝐿𝑟𝑖𝑑𝑟

𝑒 +𝜔𝑟

𝐿𝑚
𝐿𝑠

𝑣𝑔

𝜔𝑠
 3-60 

These equations allow the reference voltage components to be calculated which ultimately set the 

converter output voltage. Figure 3-9 and Figure 3-10 show the control schemes for the rotor side 

controller. 

 

Figure 3-9 Rotor side d-axis controller 

 

 

Figure 3-10 Rotor side q-axis controller 

 

The current components are controlled using a PI controller with the cross coupling and rotor 

current terms fed forward. The dq components of vr are transformed back to the phase voltages, 
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var, vbr, vcr. This requires knowledge of the stator flux angle and rotor angle. The former may be 

determined by integrating the back emf, the latter from the mechanical rotor speed. Figure 11 

shows the phasor diagram for the DFIG, with the angles relevant to the transformation shown. 

 

 

 

 

 

 

 

 

 

 

Figure 3-11 Phasor diagram for rotor side variables 

 

 𝑣𝑎𝑟 = 𝑣𝑑𝑟 cos(𝜃𝜓𝑠
− 𝜃𝑟) + 𝑣𝑞𝑟 cos (

𝜋

2
+ 𝜃𝜓𝑠

− 𝜃𝑟) 3-61 

 
𝑣𝑏𝑟 = 𝑣𝑑𝑟cos (𝜃𝜓𝑠

− 𝜃𝑟 −
2𝜋

3
) + 𝑣𝑞𝑟 cos (

𝜋

2
+ 𝜃𝜓𝑠

− 𝜃𝑟 −
2𝜋

3
) 3-62 

 
𝑣𝑐𝑟 = 𝑣𝑑𝑟cos (𝜃𝜓𝑠

− 𝜃𝑟 −
4𝜋

3
) + 𝑣𝑞𝑟 cos (

𝜋

2
+ 𝜃𝜓𝑠

− 𝜃𝑟 −
4𝜋

3
) 3-63 

The transformation is achieved via equations 3-61-3-63. The resulting vr is fed as reference to the 

rotor side converter. 

3.5.2. Grid Side Control Model 

The function of the grid-side controller is to maintain the dc link voltage at a set value. The grid side 

control variables are also transformed into a dq frame in a similar way to the rotor variables. This 

time the d-axis is aligned with the supply voltage, i.e. the state voltage. Figure 3-12 shows the stator 

voltage alignment commonly used in grid side converter control. 
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(a) 

 

 

 

(b) 

Figure 3-12 (a) Grid side controller layout and (b) grid side phasor diagram, for DFIG with generator convention. 

 

The line voltage may be expressed as follows. 

 
𝑣𝑎 = 𝑅𝑙𝑖𝑎𝑔 + 𝐿𝑙

𝑑𝑖𝑎𝑔

𝑑𝑡
+ 𝑣𝑎𝑔 3-64 

Transforming to the dq reference frame gives. 

 
𝑣𝑑
𝑒 = 𝑅𝑙𝑖𝑑𝑔

𝑒 + 𝐿𝑙
𝑑𝑖𝑑𝑔

𝑒

𝑑𝑡
− 𝜔𝑟𝜎𝐿𝑟𝑖𝑞𝑟

𝑒 + 𝑣𝑑𝑔
𝑒  3-65 

 
𝑣𝑞
𝑒 = 𝑅𝑙𝑖𝑞𝑔

𝑒 + 𝐿𝑙
𝑑𝑖𝑞𝑔

𝑒

𝑑𝑡
+ 𝜔𝑟𝜎𝐿𝑟𝑖𝑑𝑟

𝑒 + 𝑣𝑞𝑔
𝑒  3-66 

The power equations are again found by the product of the voltage and current components in and 

out of phase for real and reactive power respectively. 

 𝑃𝑔𝑠𝑐 = 𝑣𝑑𝑔
𝑒 𝑖𝑑𝑔

𝑒 + 𝑣𝑞𝑔
𝑒 𝑖𝑞𝑔

𝑒  3-67 

 𝑄𝑔𝑠𝑐 = 𝑣𝑑𝑔
𝑒 𝑖𝑞𝑔

𝑒 + 𝑣𝑞𝑔
𝑒 𝑖𝑑𝑔

𝑒  3-68 

As a consequence of the stator voltage alignment vqs=0 thus the second term in the real power 

equation is zero. Equating the power received by the grid from the converter to the power at the 

dc link, the following equation is obtained.  
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 𝑣𝑑𝑐𝑖𝑜𝑠 = 3𝑣𝑑𝑔𝑖𝑑𝑔 3-69 

 

 

 

 

 

Figure 3-13 Standard Grid side converter and grid connection 

 

By inspection of Figure 3-13 and neglecting the voltage drop across the line impedance and losses 
in the converter it may be shown that, 

 𝑣𝑎 =
𝑣𝑎

√2
=

𝑣𝑑𝑐

2√2
 3-70 

And as vd is scaled to have the same peak value as va and taking account of the modulation index, 
m, 

 𝑣𝑑𝑔 =
𝑣𝑑𝑐𝑚

2√2
 3-71 

Combining equations and 3-69 and 3-71 and gives, 

 𝑖𝑜𝑠 =
3

2√2
𝑚𝑖𝑑𝑔 3-72 

Finally the charge on the dc-link capacitor is, 

 𝐶𝑑𝑐𝑉𝑑𝑐 = (𝑖𝑜𝑠 − 𝑖𝑜𝑟)𝑡 3-73 

 𝑑𝑉𝑑𝑐
𝑑𝑥

=
3

2√2𝐶𝑑𝑐
𝑚𝑖𝑑𝑔 −

𝑖𝑜𝑟
𝐶𝑑𝑐

 3-74 

Thus the dc-link voltage may be controlled by idg, i.e. in response to changes in the rotor power, 
which causes the dc-link voltage to rise and fall. 

From equation 3-68 and recalling that vq=0 it is clear that, 

 𝑄𝑔𝑠𝑐 = 𝑣𝑑𝑔
𝑒 𝑖𝑞𝑔

𝑒  3-75 
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Recalling 3-71 gives,  

 𝑄𝑔𝑠𝑐 =
𝑣𝑑𝑐𝑚

2√2
𝑖𝑞𝑔
𝑒  3-76 

Thus the reactive power output from the grid side converter may be controlled by controlling iqg. 

The reference for the q-axis current is set to zero as the reactive power from the converter is 

minimised. 

The PI Controller  

Figure 3-14 and Figure 3-15  show control schemes for the grid side controller. The dc-link reference 

voltage is 1400V. The reference for the d-axis current is set via a PI controller from the error in the 

dc-link voltage. With the addition of the feed forward terms, vdg is determined. 

 

Figure 3-14 Grid side d-axis controller 
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Figure 3-15 Grid side q-axis controller 

The dq components of vg are transformed back to the phase voltages, vag, vbg, vcg. This requires 

knowledge of the stator voltage angle, which is easily determined from the stator phase voltages. 

Figure 3-16 shows the phasor diagram for the DFIG, with the angles relevant to the transformation 

shown. 

 

 

 

 

 

 

 

 

 

 

Figure 3-16 Phasor diagram for grid side variables 
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 𝑣𝑎𝑔 = 𝑣𝑑𝑔cos(𝜃𝑣𝑔 − 𝜃𝑣𝑠) +𝑣𝑞𝑔cos (
𝜋

2
+ 𝜃𝑣𝑔 − 𝜃𝑣𝑠) 3-77 

 𝑣𝑏𝑔 = 𝑣𝑑𝑔cos (𝜃𝑣𝑔 − 𝜃𝑣𝑠 −
2𝜋

3
) + 𝑣𝑞𝑔cos (

𝜋

2
+ 𝜃𝑣𝑔 − 𝜃𝑣𝑠 −

2𝜋

3
) 3-78 

 𝑣𝑐𝑔 = 𝑣𝑑𝑔cos (𝜃𝑣𝑔 − 𝜃𝑣𝑠 −
4𝜋

3
) + 𝑣𝑞𝑔cos (

𝜋

2
+ 𝜃𝑣𝑔 − 𝜃𝑣𝑠 −

4𝜋

3
) 3-79 

The transformation is achieved via equations 3-77-3-79. The resulting vg is fed as reference to the 

grid side converter. 

 

3.6. The Converter  

The converter is modelled using PLECS blockset within Simulink. The converter architecture and 

device characteristics are based upon one of Semikron’s, SKiiP 3 power converters. The SKiiP 2013 

GB172-4DL V3 [91] (see Appendix) is a 2-pack integrated intelligent power systems, with suitable 

voltage, current and power ratings for the present work. The converter is composed of four 

modules each comprising an upper and lower IGBT-diode pair. The modules are connected in 

parallel, so that a higher rating of the overall device may be achieved using lower rated constituents. 

This results in a single phase converter, made up of 16 semiconductor components: eight IGBTS and 

eight diodes. Three of these converters are modelled, one for each phase.  

The gating signals for each of the IGBTS are synthesised by scaling the reference voltages by half 

the dc-link voltage and comparing to a triangle wave with a frequency equal to the desired switching 

frequency and with unity amplitude.  The switching frequency is chosen to be 2.5kHz. Figure 3-17 

shows the layout of the grid-side and rotor-side converter assembly, or back-to-back converter. 

 

 

 

 

 

 

Figure 3-17 Back-to-back converter 

vgc vrc 
vrb vgb 

vra vga 

Rotor Side  Grid Side  
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The 4 half bridges act identically and could be represented by one larger half bridge. The converter 

is, however, modelled in its entirety to give opportunity for greater detail in the thermal model. 

Though, for example, the top row of devices will dissipate the same amount of heat, the 

temperatures resulting within the converter will depend also upon the architecture of the half 

bridges and how they are positioned on the heat sink together with the thermal characteristics of 

the materials. The dc link capacitance is modelled as a single lumped capacitance as there is no 

advantage to be gained in modelling the individual racks of capacitors that each converter would 

have.  

3.6.1. Speed Range 

The converter operates ultimately to control the speed, as mentioned above. The speed range must 

be set so that the operating frequency range of the rotor side converter is known; the grid side 

converter will operate at the grid frequency. The speed range of DFIG WTs varies but is generally 

close to the ± 30% of the synchronous speed. The speed range is limited by the power rating of the 

converter. Figure 3-18 shows the rotor power plotted against the wind speed; the power is zero at 

synchronous speed and positive (to the rotor) and negative (from the rotor) above and below this 

respectively. 

 

Figure 3-18 Rotor Power vs Wind Speed 

 

At both supersynchronous and subsynchronous speeds both converters will carry real power from 
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-0.3 (supersynchronous) and often the subsynchronous frequency range will therefore be greater 

than the supersynchronous range. However, for the current work the frequency range is 

symmetrical about synchronous speed as the phenomena under investigation are frequency 

related and examination of these may require analysis at similar values positive and negative slip. 

 

3.7. Power Loss Model 

For the power loss model, a review of academic literature and manufacturers’ datasheets was 

required. Parameters for a detailed power loss model are difficult to find and often unavailable. 

Some loss parameters are scaled with reference to current, voltage or temperature or all three; the 

relationship as to how these losses scale is given in the form of 2D plots (often two plots on the 

same axes, one at max Tj and one at Tj=25°C); linear interpolation is assumed to determine loss 

parameters at temperatures between these two.  

This is the case for conduction loss. Switching loss temperature dependency information is often 

not included in the datasheets. Manufacturers give an approximating formula that accounts for the 

temperature dependency. 

For steady state tests one fundamental cycle of electrical data is saved upon completion of the 

Electrical Simulation. This can then be looped in the Power Loss Model and used to generate the 

loss data. By doing this the electrical data saved is limited. Dynamic tests, however, require a longer 

period of electrical data to be sampled. 

The Power Loss-Thermal Model, thus, takes as inputs the IGBT and diode current as well as the 

rotor and grid phase current and the dc-link voltage. The manufacturer’s datasheet gives power 

loss values at set currents, voltages and temperatures. The Power Loss Model determines the loss 

from each device by scaling the relevant datasheet loss parameter by the device voltage and 

current. 

The two mechanisms by which power is lost as heat from the semiconductor devices are known as 

the conduction losses and switching losses.  
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3.7.2. Conduction Loss 

IGBT 

Determination of the IGBT condition loss requires knowledge of the IGBT collector-emitter voltage. 

 

Figure 3-19 Datasheet IGBT output characteristic [91] 

 

The datasheet gives a graphical representation of the current dependency of the vce and an 

indication of the temperature dependency by showing plots at 25°C and 125°C, (Figure 3-19). If the 

device current is known at either of the plotted temperatures then the vce may be trivially extracted 

from the plotted relationship. The temperature must also be accounted for in the determination of 

vce. 

 𝑣𝑐𝑒(𝑖𝑐 , 𝑇) = 𝑣𝑐𝑒0(𝑖𝑐, 𝑇) + 𝑖𝑐𝑟𝑐𝑒(𝑖𝑐 , 𝑇) 3-80 

The plots were used to create a function for vce in terms of ic and T (3-80). The value of the x-axis 

intercept (vce0 collector-emitter threshold voltage) is found by linear interpolation between the 2 

plotted values and the gradient (rce on-state bulk resistance) is similarly found by interpolating the 

gradient between those plotted.  
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Figure 3-20 Block diagram for IGBT Conduction Loss calculation 

 

The conduction loss is then determined by multiplying vce by the device current, thus giving the 

power loss from a single device at each calculation step in the simulation (3-81). The block diagram 

for the conduction loss calculation is show in Figure 3-20 

 𝑃𝑙𝑜𝑠𝑠 𝑐𝑜𝑛𝑑𝑢𝑐𝑡𝑖𝑜𝑛 = 𝑖𝑐𝑣𝑐𝑒 3-81 

 

 

Figure 3-21 Rotor side IGBT conduction losses 
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The device conduction loss as shown in Figure 3-21 takes the form of pulses at the switching 

frequency modulated by the fundamental rotor frequency. The device junction temperature, as 

calculated in the Thermal Model (downstream from the Power Loss Model), is fed back to the 

conduction loss model so that as well as being scaled by the current flowing in the device the loss 

is also continually updated by the temperature.  

Diode 

 

Figure 3-22 Datasheet diode output characteristic [91] 

 

The conduction loss for the diode is found in the same way using the datasheet plot of the forward 

current, if, against the forward voltage, vf (Figure 3-22). 

 𝑣𝑓(𝑖𝑓 , 𝑇) = 𝑣𝑓0(𝑖𝑐 , 𝑇) + 𝑖𝑓𝑟𝑓(𝑖𝑓 , 𝑇) 3-82 

 𝑃𝑙𝑜𝑠𝑠 𝑐𝑜𝑛𝑑𝑢𝑐𝑡𝑖𝑜𝑛 = 𝑖𝑓𝑣𝑓  3-83 

 

The forward voltage is calculated as per equation 3-81 and the switching power loss determined 

using equation 3-83. 
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Figure 3-23 Block diagram for Diode Conduction Loss calculation 

 

The block diagram for the conduction loss calculation is show in Figure 3 23. 

 

Figure 3-24 Rotor side diode conduction losses 

 

The resulting device losses at different wind speeds are show in Figure 3-24.  

3.7.3. Switching Loss 

During the switching of any device the current will rise/fall as the voltage falls/rises thus there will 

be a short but finite period when energy is lost. In PLECS the switches are modelled as ideal 
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and voltage. To accurately model the switching losses the power loss (Eon+off for the IGBT and Err for 

the diode) would need to be present for a very short time (a few hundred ns). This would result in 

very long simulation times. Instead the switching loss energy is spread across the time period 

between switching instances. This loss in fidelity may be permitted as the cost to the precision of 

the device temperature will be minimal. As the thermal time constant is much larger, whether the 

switching loss pulse time length is the order of a few hundred nanoseconds or a few hundred 

microseconds will not affect the temperature cycling to any noticeable degree which will be at most 

approximately 15Hz. 

 𝑃𝑠𝑤_𝐼𝐺𝐵𝑇 (𝑇𝑗) = 𝑃𝑠𝑤_𝑇𝑟𝑒𝑓 (1 + 𝑇𝐶𝐸𝑠𝑤(𝑇𝑗 − 𝑇𝑟𝑒𝑓)) 3-84 

 

 𝑃𝑠𝑤_𝑑𝑖𝑜𝑑𝑒 (𝑇𝑗) = 𝑃𝑠𝑤_𝑇𝑟𝑒𝑓 (1 + 𝑇𝐶𝐸𝑟𝑟(𝑇𝑗 − 𝑇𝑟𝑒𝑓)) 3-85 

The temperature dependency of the switching loss is accounted for by inclusion of a temperature 

correction factor in the loss calculation, which is taken from [92]. The value of Eon+off and Err are given 

at a specified temperature (𝑇𝑟𝑒𝑓) this value is modified as per equations 3-84 and 3-85 to give the 

temperature dependant value of device switching loss. 

 

Figure 3-25 Block diagram for IGBT and Diode Switching Loss calculation 

 

The block diagram for the conduction loss calculation is show in Figure 3-25. 
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Figure 3-26 Rotor side IGBT switching losses 

 

The device switching losses would in fact be narrow pulses, though, due to the simplification 

mentioned above appear as a continual loss modulated by the fundamental frequency of the device 

current (Figure 3-26). 

3.7.4. Other Mechanisms of Temperature Feedback 

We have T dependency in the loss model but no feedback to the actual current flowing in the 

converter. The actual current flowing would affect the WT so would have other effects not taken 

into account by merely scaling the loss to reflect.  

As outlined above the device power losses are updated by temperature feedback. This provides an 

important level of detail, in that the losses will change in response to the changing temperature at 

the junction. The junction temperature will also affect the current flowing in the device and thus 

the operating point of the WT. The significance of this mechanism was felt to be too small to merit 

inclusion. Any change to the operating point would be extremely small given the likely magnitude 

of any current change due to a temperature swing, and the damping supplied by the drive train and 

rotor inertia would render it negligible.  
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3.8. Thermal Model 

The thermal model is constructed with reference to the thermal parameters from the datasheet. 

These specify junction-to-reference (j-r) and reference-to-ambient (r-a) thermal impedances. The 

reference point is the position on the module at which a thermocouple is attached for temperature 

monitoring purposes. This is positioned somewhere on the casing of the device. The thermal 

parameters are given as thermal resistances and time constants which may be used to build up a 

Foster type thermal network model. Datasheet thermal parameters appear in Foster form as they 

are extracted easily from the thermal impedance characteristic plot. The Foster parameters are 

converted to Cauer type parameters, which have physical meaning and allow a network to be built 

by cascading sections of the complete junction-to-ambient thermal model 

Within each of the converter’s half bridges there are the thermal paths for two IGBTs and two 

diodes. These meet at the interface between the casing and heat sink. There will be some heat 

transfer between the adjacent devices within the half bridge via the module casing and this is 

allowed for in the model by joining the thermal circuit for the 4 devices per half bridge at the heat 

sink.  

 

 

 

 

 

Figure 3-27 Converter layout 

 

Further, each half bridge is thermally connected to the adjacent bridges via the heat sink, see Figure 

3-27. The flow of heat between the half bridges is driven by the difference in temperature between 

them. As each half bridge carries an identical electrical current then there should be little or no 

temperature differential between them.  The heat flow between upper and lower IGBT-diode pairs 

on the same half bridge is accounted for as mentioned above, however there will be a temperature 

differential between upper and lower device pairs on adjacent half bridges. The thermal path 

between such pairs is via the heat sink from where there is an extremely low resistance path to the 
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ambient. Clearly this path will dominate the dissipation of heat and for this reason the half bridge 

to half bridge heat transfer is neglected in the model.  

 

Figure 3-28 Thermal network model for one half bridge of the converter 

 

This simplifies the thermal circuit as it may now be represented by dividing the heat sink into four 

and modelling just one of the half bridges, (Figure 3-28). This approach is verified experimentally 

by use of an inverter test rig, see Chapter 4.  

Of course there are three single phase converters in both rotor and grid side converters though 

these are not thermally connected. Only one single phase converter need be included in the 

thermal model as the only difference between the three phases in terms of their temperature 

characteristic will be the phase difference, which will have no effect on the converter lifetime. 

 

3.9. Steady state tests 

There are two possible means by which temperature cycling can occur within the power electronic 

converter. In both, power loss variation causes the junction temperature to vary. Firstly, variation 

in the loss arises by virtue of the fact that the power itself is oscillating as a result of the ac current 

flowing. And secondly, variation in the wind will cause power variation. 
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Dynamic loading on the electrical system arises when the WT rotor responds to a change in the 

wind intensity or direction. Such wind variation occurs at a range of frequencies governed by 

multiple factors but is likely to include the turbulent, diurnal and synoptic components of the Van 

der Hoven spectrum (0, Figure 1-2). The impact of some of these variations will be somewhat 

mitigated by damping in the rotor and dive train. 

The thermal cycling that can be attributed to ac power loss cycling will occur in both converters at 

all operating points save for at the synchronous speed. At this operating point the power flow across 

the back to back converter system is zero. Pr and Pgsc are thus zero. Qr and Qgsc are controlled at all 

times to be zero. Thus at synchronous speed the power in both converters should be zero. However, 

power loss is still present as there is current flowing.  

 

Red: device voltage, Black: Line to line output voltage 

Figure 3-29 Output voltage from converter and device voltage 

 

The real power is zero as the fundamental component of the voltage, vr_fund is zero, however the 

instantaneous voltage switches from ±vdc to 0 with a duty cycle dependant on the magnitude of the 

dc voltage, see Figure 3-29. This means that the device junction still acts as a source of power loss 

at synchronous speed, even though Pr=0.  

Thus there is power loss at all operating points and this loss is related to the total power flowing in 

the converter and also its frequency. Each operating point will have a different effect on the lifetime 

of the converter. In order to examine the effect upon converter lifetime that the various regions of 

the operating curve have, it is necessary to run steady state tests. 
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3.10. Initial Temperature of Cth  

The thermal simulation may take considerable time to reach steady state. The simulation’s progress 

toward steady state may be expedited if the temperature of the thermal capacitances is initially set 

to a value close to that which will be reached at steady state. The thermal time constant is larger 

than the mechanical or electrical time constants and so this will be the main factor in the time taken 

to reach steady state. Further as the electrical and thermal components of the simulation are 

separate (the models are run consecutively) electrical and mechanical steady state are already 

assumed as the starting point for the thermal simulation. The electrical model is run for a time 

period of 40s which is long enough for steady state to be achieved for all but the run of the 

simulation at Vw=9.755ms-1 which corresponded to a frequency of 0.0373Hz.This required 

approximately 80s. 

If the initial value of the thermal capacitances can be set close to their values at steady state then 

steady state will be achieved more quickly.  

Two factors contribute to the time constant of the thermal model; the thermal capacitances 

present in the model and the dependency of the power loss on temperature. Before steady state 

can be deemed to have been achieved both of these must have settled to steady values. The power 

loss in fact reaches a quasi-steady state containing an average and oscillatory component; the 

average value reaches a constant value whilst the oscillatory component’s amplitude will also reach 

an unchanging value.  

The method chosen to determine the initial Cth temperatures (Cth_initial_temp) involves an iterative 

approach in which  

Step 1: the thermal model is run without the heat sink thermal capacitance  

Step 2: the average power loss for each device is calculated 

Step 3: the average power loss is fed into thermal model with all the Cth removed from both device 

and heat sink circuits 

Removing the heat sink Cth in step 1 reduces the time constant of the system and so the response 

of the power loss to the change in junction temperature is quicker. This allows the power loss to 

approach steady state more swiftly. The average power loss is then determined by integrating the 

power loss for each device over one cycle and averaging over time. This is fed into the thermal 

model in step 3 which has all the Cth removed. Determining the temperatures at the nodes between 

the Rth gives the values for each of the Cth_initial_temp in the circuit. These Cth_initial_temp values are then 
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input into the thermal model in step 1 and the process repeated. This iterative approach allows the 

Cth_initial_temp values at steady state to be determined without the need to run the full simulation for 

an extended period.  

This process of setting these initial parameters using the steady state average power loss value 

allows the mean temperature component of the quasi steady state to be established. The 

temperature quasi steady state also includes an oscillating component. These temperature 

oscillations do not take much time to reach steady state so the full model only needs to run for 2-

3s to reach the full thermal quasi-steady state for most of the runs with the exception of the runs 

closest to synchronous speed which require 30-40s. Indeed the main factor determining the 

simulation time for the full thermal simulation is the frequency of the temperature cycling (which 

in the steady state tests is directly related to the wind speed). The lower the frequency the longer 

the time required to simulated one complete cycle of the temperature oscillation; and several 

cycles are needed to ensure we have a stable temperature oscillation. With the initial temperatures 

of the thermal capacitances established and the full thermal model ran, the temperatures of the 

IGBTs and diodes are available with which to determine the device lifetimes.  

 

3.11. Lifetime calculation 

Once the temperature profile of the device is determined the effect on lifetime of a particular 

operating point can be calculated. This is done by reference to an empirical relationship derived in 

[52]. This relationship was derived from a study of older but similar devices to those under 

consideration in the present work.  

Lifetime modelling uses empirical formulisation based on experimental data. Any empirical formula 

is likely to reflect the characteristics of the specific device(s) used in the particular study from which 

the formula was derived. The study may also outline limitations which restrict the extent to which 

the formula may be applied with confidence: for example the LESIT results outlined in [26] were 

not validated for temperature swings of magnitude less than 30K. By examining multiple lifetime 

formula, however, some confidence may be gained as to the general aging trend obeyed by devices 

of the type in question. 

Semiconductor device technology is evolving all the time and new packaging or device architecture 

is likely to have lifetime impacts. It is useful thus to perform some calibration of the lifetime model 

with regard to some known device lifetime expectation, of the device in question.  In so doing some 

confidence may be obtained that the predictions made by the lifetime model across the board are 
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of the correct scale, for the device type at hand. However, as the current work is primarily involved 

in a comparative assessment of the grid and rotor side converter device lifetimes this was deemed 

not necessary, and left as an option for future work.  

Equations 3-86 and 3-87 give the number of cycles to failure (Nf) and the device lifetime, 

respectively. 

 
𝑁𝑓 = 𝐴∆𝑇𝑗

𝛼𝑒
(

𝑄
𝑅𝑇𝑚

)
 3-86 

Where: A=640, α=-5, Q=7.8x104 J.mol-1, R=8.314 J.mol-1K-1 

 𝑙𝑖𝑓𝑒𝑡𝑖𝑚𝑒 =
𝑁𝑓

𝑓𝑟𝑒𝑞𝑇𝑗 × 365 × 24 × 3600
 3-87 

 

3.12. Summary 

This chapter has outlined the make-up of the Simulink/PLECS model of a 2.5MW DFIG. The model 

is split into three main parts: the WT-Electrical Model, the Power Loss-Thermal Model and the 

Lifetime calculation. A behavioural model of the WT rotor is coupled to a full electrical model of the 

DFIG and its converter. The electrical results from running this model are then fed as input to the 

Power Loss model where device losses are determined by scaling datasheet power loss parameters, 

with respect to instantaneous values of voltage and current. These losses allow the temperature 

profile for each device to be calculated and from the mean temperature and magnitude of 

temperature oscillation the lifetime of the device can be determined. 

The model may be used to carry out steady state tests to examine the influence that the operating 

point and more specifically the frequency of current, have on the lifetime of the semiconductor 

devices that make up the converter.  
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 Inverter Temperature Cycling Test Rig 

4.1. Justification 

To verify the temperature results obtained by simulation a simple inverter test rig may be used. 

With a small inverter and a controllable power supply the loading of the inverter may be controlled 

so that the device losses are sufficient to cause reasonable thermal excursion. A simple controller 

which allows the inverter output frequency to be set to specified values will allow steady state tests 

to be run for a range of frequencies. In this chapter the design of such a rig and the results that 

were obtained are presented. 

 

4.2. Test Rig Configuration 

The test rig comprised of a DC power supply, an inverter, an inductor and a controllable resistive 

load bank. 

 

Figure 4-1 Inverter Test Rig 

Figure 4-1 shows the layout of the test rig. The DC power supply feeds a three phase inverter which 

is controlled via dSpace by a PC running control desk software. 
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(a) SK35GD126ET module (top) 

 

(b) SK35GD126ET module (base) 

 

(c) 

Figure 4-2 Inverter cabinet 

 

A Semikron SK35GD126ET module (Figure 4-2(a)) was mounted on a PCB together with six 

capacitors and the ancillary control circuitry. This module was a three phase inverter module with 

six IGBT-diode pairs and thus had a slightly different architecture to the single phase inverters 

comprising eight IGBT-diode pairs used in simulation. The module was attached to the opposite 

side of the PCB to the capacitors and thus was not visible in Figure 4-2. It was mounted on an 

aluminium heat sink, being there affixed by thermally conductive paste. The cooling fan shown in 
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Figure 4-2 which circulated fresh air over the heat sink, remained switched off for the present work 

so that temperature cycles remain undamped and so that steady state could be reached more 

swiftly. 

Temperature measurements were required and hence two type K thermocouples were mounted 

in the vicinity of the module to allow measurement of the casing temperature and the ambient air 

temperature around the module. The casing temperature was measured by drilling through the 

heat sink so that a thermocouple could be placed at the casing-sink boundary. Ambient air 

temperature was measured by placing a thermocouple behind the module and heat sink, 

approximately 2cm from the heat sink surface. A  TC-08 Thermocouple Data Logger with PicoLog 

data acquisition software [93] was used to collect the temperature data from the thermocouples.  

A dc voltage of 300V was supplied to the inverter and the three output phases were connected to 

a load comprising a 50mH inductor and a variable resistance load. The controller was modelled in 

Simulink using ControlDesk as the real-time software environment to provide the gating signals to 

the module via dSPACE. Temperature samples were gathered at a maximum rate of 66Hz, and as 

the maximum output frequency examined was 0.5Hz thus this sampling rate provided sufficient 

resolution to allow observation of thermal cycling. 

 

4.3. The Test 

The output frequency of the inverter was set via ControlDesk and remains unchanged for the 

duration of each test. The power supply voltage was set to 300.2V and the inverter switched on. 

The variable resistance load bank was set to its minimum value (5.6 Ω per phase) to maximise the 

current flowing in the converter and thus the power lost as heat.  

The dc side current flowing was around 1.8A for all of the tests. By holding the voltage and current 

constant the only variable that may influence the loss was the frequency. This was varied between 

each test run through a range from 0.001 to 0.5 Hz (0.001, 0.002, 0.005, 0.01, 0.05, 0.1, 0.5). The 

temperature of the casing and the ambient temperature (that being the temperature of the air 

around the inverter) was recorded. The first test was run for an extended period (3000s) to allow 

the thermal quasi steady state to be approached. The temperature variation could be said to be 

characterised by a quasi steady state which has two components – the mean temperature and the 

oscillating component. Successive test runs were carried out whilst the devices were still hot, (ie 

the mean temperature was still close to steady state). 
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4.4. Results 

Initially an output frequency for the inverter of 0.01Hz was set and the power supply and inverter 

turned on and allowed to run for 50 minutes. This was long enough for the quasi steady state to be 

approached. It is the general character of the thermal response that is of interest and thus it not 

considered necessary to wait until the full quasi steady state was achieved.  

 

(a) all test runs 

 

(b) high frequencies only 

Figure 4-3 Module Casing temperature vs time 

 

In Figure 4-3 it can be seen that the oscillating component of the temperature has reached steady 

state, even though the mean temperature is still not quite yet at steady state. Figure 4-3(a) shows 

the complete set of test runs, however some are difficult to see due to their higher frequency. These 

are shown in Figure 4-3(b) which has a shorter scale on the x-axis. The frequencies used in the 

legend to identify each plot are the electrical frequencies set within the controller. The actual 

frequencies of the temperature variation are found to be double those of the electrical frequency. 

This indicates that the temperature being measured is being driven by the power loss from one leg 

of the module.  
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Figure 4-4 Power loss in one inverter leg 

 

The power loss from a single IGBT is in the form of pulsed power losses modulated by the sinusoidal 

variation of the current but with the second half of each period zero (Figure 4-4 (a)). During the half 

of the period with zero IGBT loss the anti-parallel diode conducts and so provides a source of loss. 

The IGBT and diode combined loss oscillates at a frequency that is double that of the line current. 

With the pair of devices being positioned in close proximity to one another the heat loss from the 

two will propagate to the same area of the module casing and thus result in a temperature 

oscillation with a frequency at double the electrical frequency. The complimentary IGBT-diode pair 

on the same leg of the module will output loss at the same rate but with the IGBT and diode half 

cycles reversed – that is, the upper IGBT will conduct in the same half cycle as the lower diode and 

vice versa (Figure 4-4 (b)). The loss from the lower pair could also be contributing to the 

temperature oscillation measured though this would not affect the frequency. The other two legs 
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will produce loss that is of the same frequency but shifted in phase. The heat from these other two 

legs will propagate to the casing in the same manner however this cannot be influencing the 

temperature measured to any great extent. If all three legs contributed equally to the measured 

temperature oscillation then the frequency would be six times the electrical frequency, as this 

would be the frequency of the total loss. The flow of heat, as would be expected, is dominated by 

the path from the junction to the casing and out through the heat sink. This path will have been 

designed to have low thermal resistance so the module can function without easily overheating. 

Thus the lateral flow of heat along the casing will be less and the flow from each module leg will be 

dominated by the flow directly to the ambient via the heat sink. So it may be said with confidence 

that the temperature measured has a frequency that is dominated by the loss from a single leg.  

 

(a) Module schematic 

 

 

(b) Module 

Figure 4-5 Position of thermocouple on module base plate 

 

The thermocouple is positioned closer to one end of the module, approximately in the middle of 

the bottom third of the device base plate (Figure 4-5). The temperature measured here is thus a 

result of power loss from device pairs 1 and 4. 

The temperature oscillation frequency determined by simulation was at a frequency equal to that 

of the electrical frequency. However this was the junction temperature which is not directly 

measurable in the real world. The junction temperature in the test rig may also oscillate at the same 

frequency as the current if the main flow of heat is from junction to casing rather than between 

junctions of neighbouring devices. Though this cannot be measured it does depend upon the 

relative magnitudes of the junction-junction and junction-casing thermal resistances. If the former 
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is significantly larger than the dominant heat flow will be from junction to casing and thus the 

temperature oscillation frequency at a single junction will be dominated by that junction’s power 

loss. 

The thermal model in the simulation is structured so that all the device junctions are joined via the 

casing. Thus the only path for heat to flow from one junction to the other is via the casing and heat 

arriving at the casing will find an easier path through the heat sink which has low thermal resistance. 

The internal structure of the module was not verified before constructing the thermal model, 

however the test rig results indicate that there are no low resistance junction-junction paths for 

heat flow, thus verifying the assumption in the simulation. 

Though the temperature oscillation frequency at the junction is not directly verified by the test rig 

results, with the above explanation the two sets of results are compatible. The frequency of 

temperature oscillation at the casing is still directly proportional to the electrical frequency.  

 

(a) Test rig 

 

(b) Simulation 

Figure 4-6 Temperature cycle magnitude vs Frequency 

 

The magnitude of the temperature cycles also follows a similar pattern to that found from 

simulation (Figure 4-6), though the limited sampling rate restricts the frequency range of the 

experimental results. As f=0Hz is approached the temperature cycle magnitude becomes very 

sensitive to frequency. The temperature cycle magnitudes are significantly smaller than those 

simulated because the current is considerably smaller (1.8A for the test rig and over 550A in 

simulation). Also, junction temperature cycle magnitudes (simulation) are compared with casing 

temperature cycle magnitudes (test rig), the former of which should be larger. As the power loss 

emanates from the junction the temperature will be highest there as will be the temperature 
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cycling magnitudes. While these experimental results do not validate the model, they do show the 

same phenomenon. 

 

4.5. Summary 

The test rig results show temperature oscillations can be measured at the casing and are driven by 

the closest leg or IGBT-diode pair of the module. The heat flow from the rest of the module largely 

flows in the direction of the heat sink rather than from junction to junction within the module or 

across the module base plate. This assumption was made during construction of the simulation 

thermal model and so is verified by the test rig results. The variation in temperature cycle 

magnitude also follows the same form in the results from the test rig as were found in simulation. 

The temperature results found through simulation follow the same variation in frequency and cycle 

magnitude as those observed through experiment, verifying that the thermal modelling approach 

is correct and giving confidence that the simulation result are valid.  
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 Doubly Fed Induction Generator Test Rig 

 

5.1. Justification  

The aim of experimental testing was to verify the temperature response obtained from simulation 

and to facilitate a fuller understanding of the control model Together with results from the Inverter 

Test Rig (Chapter 4) this should give us a picture of the thermal response of the IGBTs and diodes 

within a converter.  

 

5.2. Test Rig Configuration 

The main rig components were pre-existing as part of the University of Durham, Condition 

Monitoring Test Rig [94].  

 

Figure 5-1 DFIG Test Rig 

 

Figure 5-1 shows the test rig which comprised a DC motor and controllable drive unit, an induction 

machine and various sensory equipment allowing electrical and mechanical variables to be 
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observed. The induction machine is normally operated with the rotor shorted and is driven by a DC 

motor, which takes the role of the blades, supplying the torque to the drive train. The DC motor 

may be operated in two modes - speed control and torque control. These effectively allow the DC 

motor to operate as a speed source or torque source, neither of which correctly mimics the 

behaviour of a real WT rotor which, of course, behaves as a power source. For the purposes of the 

current work, speed control operation was acceptable as the tests were run at steady state, ie 

constant speed. 

The test rig generator was a wound rotor singly fed induction machine, however the current study 

concerns the doubly fed induction generator operation. Hence some reconfiguration of the test rig 

was required before testing could begin. In essence all that was required to facilitate DFIG operation 

was the addition of an electrical connection via a converter to the rotor.  To this end, a back-to-

back converter unit was commissioned, from Fountain Designs Ltd.  

 

 

Figure 5-2 Converter cabinet 

 

The converter uses two ALPSA MV3000 MicroCrucible Bidirectional Converters (Figure 5-2). Two 

line reactors (538μH and 1.749mH) and 3-phase PWM filter are coupled to the grid side converter 
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to supress any harmonic content fed into the mains, due to the high frequency switching occurring 

in the devices. The filter is air cooled to prevent over-heating. 

The DC drive is controlled via the Labview platform which also allows data to be captured from the 

voltmeters and currents probes attached to DC motor. xPC target box (Matlab’s real time target 

machine) is used along with Matlab Simulink to control the rotor side converter and allow 

measurement of electrical variables at the induction machine. 

The test rig, including also a battery pack and variac which are used to allow operation of the rig at 

lower voltages (Figure 5-2). 

 

5.3. The ALPSA MV3000 Converter 

The two converter units are slightly different configurations of the MV3000 (rotor side 

MV3058A4A1 and grid side MV3071J5A1) but house the same Semikron SKiiP3 intelligent power 

module (SKiiP 132GD120-3DK0176) integrated intelligent power semiconductor subsystem. This, in 

turn, is comprised of three power modules mounted on an aluminium heat sink. Both rotor side 

and grid converters have an inbuilt controller which is accessed via a keypad interface. The 

parameters of both controllers may be tuned to suit the particular application. 

When the grid side converter is in use, its built in controller is used to maintain a constant 600V at 

the dc link. The rotor side converter’s controller is bypassed by detaching the ribbon cable from the 

SKiiP intelligent power module and replacing this connection with one to xPC target box via an 

interfacing PCB. This is done for two reasons. Firstly, the inbuilt controller is designed for the control 

of a fully fed induction machine as opposed to a doubly fed machine and secondly, having the 

flexibility to alter the control algorithm is extremely useful when setting up the test rig and 

confirming the systems is operating as expected.  

 

5.4. xPC-Target 

The machine control model is composed in Simulink. xPC-Target box is used as the real time target 

machine which is interfaced with the power module to provide the real time control of the machine 

by supplying the PWM gating signals to the devices. The sampling rate of the target machine is 

limited by the number of signals that are sampled. Thus the number of parameters measured and 

fed to xPC is kept to a minimum. The parameters required by the control model are, vabs, vbcs, ias, ibs, 



73 
 

ics, iar, ibr, icr and θr (the angular position of the rotor); the dc-link voltage (vdc) is also recorded to 

monitor the condition on the batteries.  With these ten signals the sampling rate of xPC target box 

is reduced to 3210Hz. This is more than six times the maximum frequency that is measured (mains 

frequency, at 50Hz) and thus sampling rate is sufficient to reproduce the measured parameters 

with adequate fidelity. 

The controller generates the reference voltage which is then converted to a duty ratio. From this, 

the gating signals are then produced via a specialised control card within xPC (Quartz-MM, PC/104 

counter/timer and digital I/O module). The associated control block in Simulink allows the switching 

frequency to be set. This is set at 2kHz. 

The PWM gating signals from the xPC target box are 0-5V, whereas the converter requires gating 

signals of 0-15V. An interfacing PCB is used to convert the three pulse trains output from xPC target 

box at the lower voltage into the six gating signals required by the converter at the necessary 15V. 

The doubling of the number of gating signals is achieved by the use of a NOT gate which inverts the 

three signals that will control the upper IGBTs in each leg, to produce the complementary gating 

signal required to fire the lower leg IGBTs 

 

Figure 5-3 xPC interface cabinet 

 

Figure 5-3 shows the ancillary circuitry required to allow operation of the controller via xPC target 

box. This includes the three I/O boards that allow signals to be fed into xPC target box output from 

the converter. The black coaxial cables entering the box at the top carry the signals from the current 

and voltage transducers to one of these boards (top left of Figure 5-3). The encoder signal requires 
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a separate board (bottom left) and a further board is used to output the gate signals (top right). 

The 15V power supply required for the gating signals is also included in this interface box. 

 

5.5. Calibration of the Voltage and Current Transducers 

Machine control requires that stator and rotor currents and stator voltages are measured. The 

voltage transducers are LEM, LV25-P type with an accuracy of ±0.8-1.6% depending on the signal 

size and if the measured voltage at 25°C. The current transducers are LEM, LA 100-P/SP13 with an 

accuracy of ±0.45-0.70% again dependant on the signal size and at 25°C. The transducers are all 

mounted on PCBs housing the ancillary components required for their operation as part of the test 

rig. These transducer cards all require calibration before use with the controller. Calibration is 

carried by measuring voltages and currents of known values and recording the transducer output.  

 

 

 

 

 

 

 

 

Figure 5-4 Voltage and Current Transducers 

 

An oscilloscope is used to measure the output from the transducer and these are plotted against 

the supplied voltage or current. The scale factors relating the actual transducer output with the real 

measured value are shown in Table 5-1. 
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Table 5-1 Scale factors for transducer measurement 

Measured Parameter Scale Factor 

vabs -119.236 

vbcs -119.876 

ias 10.010 

ibs 10.062 

ics 10.014 

iar 9.985 

ibr 9.993 

icr 10.018 

vdc -119.236 

 

Selected stator and rotor electrical parameters are also measured with current clamps and 

differential voltage probes so that during operation of the rig the electrical variables may be 

monitored. 
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5.6. Calibration of the Encoder  

The angular position and speed of the rotor shaft are required by the controller in the calculation 

of the position of the stator flux and in the calculation of the d and q axis component of the rotor 

current (vdr and vqr).  

 

Figure 5-5 Encoder mounted on generator rotor shaft 

 

A Sick Stegmann DRS61 incremental encoder is used for this purpose (Figure 5-5). This has a 

resolution of 215 sectors per rotation and can therefore provide very accurate positional 

information for the rotor shaft, and thus its rotational speed. 

Again calibration is required. In this instance the process of mounting the encoder to the shaft 

means that there will be some angular offset between the zero position of the encoder and an 

orientation of the rotor shaft that is specified as its zero position. The latter is taken as when the 

rotor coils are aligned to the stator coils. It is necessary to obtain an accurate determination of this 

value as it will affect the position of the d-q reference frame onto which the electrical variables will 

be projected. The machine equations are simplified assuming stator flux orientation of the q-axis. 

An incorrect determination of the encoder offset invalidates the use of these equations. 

The calibration may be achieved in several ways. The means employed in the current work involved 

supplying AC current to the stator (the mains voltage was stepped down using a variac) and 

capturing the line to line stator voltage and rotor induced voltage on an oscilloscope. The rotor 

shaft was rotated by hand and the phase difference between the two signals observed on the 

oscilloscope. When the traces are aligned the stator and rotor coils are also in alignment and the 

rotor is at the zero position. At this rotor orientation, the encoder signal is obtained via the real 
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time xPC target box scope and this is noted. The encoder angle may then be determined using 

equation 5-1 

 

 θr offset =
encoder ouput

215
× 2π  5-1 

 
 =  

12532

215
 × 2𝜋 

 

                                                  = 2.403°  

 

5.7. The Control Model 

A doubly fed induction machine requires one controller for each converter. The grid side converter 

must maintain the dc link voltage whilst real power flows in either direction across the back-to-back 

converter assembly. Each MV3000 converter has a built-in controller that may be modified via a 

control panel. In the case of a mains bridge this is useful as the built-in controller can be set to 

operate in the required manner, with the desired dc voltage being set to the level required. It is 

also possible to set the built-in controller for one MV3000 unit to operate as machine controller, 

though this places limitations upon the control algorithm that can be specified to those pre-

installed by the manufacturer. The control model from the simulation is used with the control gain 

beings suitably adapted. The measured stator currents and voltages are filtered to remove the slight 

dc offset present in these measurements. A high pass filter with a time constant of 0.25s is found 

to provide adequate noise reduction. A filter is also used after the integration is carried out in the 

calculation of the flux position. The integral operation will cause an offset if integration starts at 

any point other than a turning point. A high pass filter removes the dc offset here. The rotor current 

is quite noisy and so a low pass filter is used to remove some of the high frequency noise. The speed 

of the rotating flux is determined by taking the derivative of its position; the rotor speed is found 

in a similar way. The rotor position is reset every full revolution and so, like the flux position, has a 

saw tooth form. Taking the derivative of such a signal gives a large negative spike once every cycle. 

Filtering removes these. Some discontinuities are still present in the rotor speed signal possibly due 

to a manufacturing defect in the encoder. A rate limiter is added to the controller to cap the 

maximum gradient. Limiting the rate of change to less than 100rad.s-2 removes the remainder of 

the discontinuities. 
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5.8. Induction Machine 

The induction machine is a 30kW, 4 pole, wound rotor machine built by MarelliMotori (E4F 225 M4 

B3 ). The machine parameters are outlined below in Table 5-2. 

Table 5-2 Induction Machine Parameters [94] 

Parameter Symbol Value 

Stator resistance Rs 0.079Ω 

Stator reactance Xs 0.252Ω 

Resistance representing core 

loss 

Rm 131.9Ω 

Stator magnetizing reactance Xm 9.39Ω 

Rotor resistance R’r 0.072Ω 

Rotor reactance X’r 0.408Ω 

Turns Ratio Nsr 1.272 

 

 

5.9. DC Drive Motor 

The test rig is driven by a 54kW DC motor. The driving characteristic (speed or torque) is controlled 

by a Eurotherm variable speed drive. Control of the drive is possible via LabVIEW software, this also 

interfaces with the data acquisition instrumentation in the test rig which allows real time 

observation of stator currents and voltages associated with the DC machine as well as drive train 

vibration, and mechanical torque.  

Driving profiles may be pre-set by the user in LabView giving the options of steady state and 

dynamic testing.  
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Figure 5-6 DC Motor Driving Profile 

 

Steady state driving profiles at a range of rotational speeds are created (Figure 5-6). This allows the 

performance of the controller to be examined at a range of speeds that covers the ±30% of 

synchronous speed that is taken as representative of a standard DFIG operating range. 

Synchronisation of the DFIG is preferred at synchronous speed as at this condition the power 

flowing through the converter and in the rotor is at a minimum, though neither the mechanical 

torque produced nor total power is minimized at this speed so when synchronising there is a step 

change in both. This is not seen as a problem as the torque reference is set to a low level (15Nm) 

and the test rig is capable of running at considerably higher than this. 

The DC variable speed drive may operate in two control modes; speed control and torque control. 

Neither of these control modes simulates what is actually happening in a WT. The DC motor plays 

the part of the rotor blades and thus should operate as a power source, so that a breaking torque 

applied by the DFIG will correspond to a rise in mechanical torque. For the purposes of steady state 

tests, speed control is suitable as it allows operation at a single speed, with the torque being set by 

the DFIG controller. 

 

5.10. Low Voltage DFIG Rig 

For safety reasons, it was decided that the test rig should be operated at a voltage lower than the 

rated 400V, certainly until the DFIG rig had been fully tested. This was achieved by replacing the 

1000

1100

1200

1300

1400

1500

1600

1700

1800

1900

2000

0 20 40 60

N
 (

rp
m

)

Time (s)

1050

1200

1300

1400

1500

1600

1700

1800

1950



80 
 

mains side converter with a battery pack consisting of four, 12V lead acid batteries (Figure 5-7). The 

dc link voltage was thus reduced from 600V to 48V. A lower rotor voltage implies that the stator 

side voltage must also be reduced and this was achieved by inserting a variac between the grid and 

the stator. 

 

Figure 5-7 Doubly Fed Induction Generator Test Rig configured for low voltage operation 

 

The stator voltage (Vs) required can be determined by firstly calculating Vr from the dc-link voltage. 

 𝑉𝑟
𝑅 =

𝑚𝑎𝑉𝑑𝑐

2√2  

 5-2 

Recalling equation 3-7 and rearranging, 

 𝑉𝑠 ≈
𝑁𝑠
𝑠𝑁𝑟

𝑉𝑟
𝑅 5-3 

And combining equations 5-2 and 5-3, gives,  

 𝑉𝑠 ≈
𝑁𝑠
𝑠𝑁𝑟

𝑚𝑎𝑉𝑟𝑑𝑐

2√2
 5-4 

The modulation index at maximum slip (s=0.3) should be approximately 1 and this allows the stator 

voltage at this operating point to be calculated. The stator voltage will be of the same value at all 

values of slip and a suitable value for the stator voltage is arrived at. 

 𝑉𝑠 = 71.96𝑉. 5-5 

Hence the variac is set to step the grid voltage down from 240V to 72V, requiring a variac setting of 

30% (240V x 30% =72V). 
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5.11. Results 

The test rig was operated, in the low voltage configuration, for a range of steady speed tests. The 

DC motor accelerated up to synchronous speed at which point the control model was started by 

initialising xPC Target box. Due to the presence of filters in the control algorithm, some time is 

required to allow the phase lag to be overcome (15s). Once this has happened then the xPC 

interface board is switched on and the gating signals are sent to the converter. Hence the generator 

starts to produce torque. Connecting the generator at synchronous speed means that the rms rotor 

current is minimised, the machine torque would be minimised by starting at the lowest speed but 

at this operating point the rotor current would be quite high. 

The DC motor was then accelerated up to a predetermined speed before remaining at constant 

speed for approximately one minute and then returning to synchronous speed (as per the driving 

profiles in Figure 5-1) at which point the generator could be disconnected by switching off the xPC 

interface board. 

5.11.1. Current 

The stator and rotor current should be related to one another by the turns ratio and so examining 

whether this is measured to be the case provides a good check on the fidelity of the observations. 

 

(a) Test Rig 

 

(b) Simulation 

Figure 5-8 Stator and Rotor RMS Current 

Figure 5-8 (a) shows the stator and rotor currents, obtained from testing. The ratio between the 

two currents varies a little with slip but has a mean value of 1.3324, which is close to the rotor to 

stator turns ratio (Nsr = 1.272). The discrepancy most likely emanates from the fact that measured 

current is quite noisy and so some filtering is necessary to extrapolate an average peak value. 
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Looking again at the simulated values of rotor and stator current (Figure 5-8 (b)) they are seen to 

follow a similar trend to the experimental data, though the turns ratio differs and thus so too does 

the ratio of rotor to stator current.  

The q component of the rotor is used to control the machine torque with the d component being 

controlled to be zero to minimise reactive current.  

 

Figure 5-9 Idr and Iqr 

 

Figure 5-9 shows the d and q rotor current components. The rotor d-current is very close to zero 

with a maximum value of 0.0065A. The rotor q current increases with speed as might be expected. 

The actual current torque relationship may be determined for the purposes of comparison. 

Recall 

 𝑖𝑞𝑟 =
2

3𝑝

𝐿𝑠
𝐿𝑚

𝜔𝑠

𝑣𝑔
𝑇𝑒 5-6 

and 

 𝑇𝑟𝑒𝑓 = 𝑘𝜔𝑚
2 5-7 

and if Tem follows Tref, then  

 𝑖𝑞𝑟 =
2

3𝑝

𝐿𝑠
𝐿𝑚

𝜔𝑠

𝑣𝑔
𝑘𝜔𝑚

2 5-8 

And so 

 𝑖𝑞𝑟 ∝ 𝜔𝑚
2 5-9 
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The q-axis current has a squared dependence on rotor speed and this is reflected in the shape of 

the iqr curve in Figure 5-9. Using equation 3-45 and calculating the value of k based upon the 

measured Pmax from 𝑘 =
𝑃𝑚𝑎𝑥

(1.3𝜔𝑠)
3 the theoretical profile of iqr may be determined. 

 

Figure 5-10 Measured and theoretical rotor q-axis current  

 

From Figure 5-10 it may be seen that the measured q-axis current characteristic is quite close to 

that anticipated by the theory. The discrepancy here may be accounted for by the noise on the 

measured values of rotor current from which iqr is extracted and also on the voltage and current 

measurements that are used to determine the instantaneous power, Pmax and thus the theoretical 

iqr. 

5.11.2. Voltage 

The rotor voltage variation with slip is approximated by recalling equation 3-7. 

 𝑉𝑟
𝑅 ≈

𝑠𝑁𝑟
𝑁𝑠

𝑉𝑠 5-10 

 

110 120 130 140 150 160 170 180 190 200
-24

-22

-20

-18

-16

-14

-12

-10

-8

-6

-4

rotor speed (rad.s-1)

Iq
r 

(A
)

-0.3-0.2-0.100.10.20.3

-24

-22

-20

-18

-16

-14

-12

-10

-8

-6

-4

 

 

Iqr

Theoretical Iqr



84 
 

 

(a) Test Rig 

 

(b) Simulation 

Figure 5-11 Rotor Reference Voltage 

 

Figure 5-11 shows that the test rig reference voltage follows the general shape of the simulated 

results. It is noticeable that the test rig reference voltage does have its minimum at zero slip, as 

might be expected from equation 5-10. In actual fact it is the EMF that should be minimised at s=0, 

as 𝐸𝑟 = 𝑠E𝑠. 

 

Figure 5-12 Rotor Reference Voltage and EMF 

 

Figure 5-12 shows the rotor reference voltage and the back EMF. The EMF falls to a minimum at 

s=0. At true zero slip the EMF should be zero as there is no relative motion between the rotor and 

the magnetic field. This error most likely comes from two sources, the speed measurement and the 

current measurement. 

The speed of the test rig is controlled by setting the DC Motor to drive at a certain selected 

rotational speed. In operating the test rig the speed is never perfectly constant however it was 
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measured via the encoder and found to be very close to synchronous speed (within five rpm). The 

oscillation about the true synchronous speed will of course induce some voltage in the rotor. 

As for the current measurement, although this was filtered, there is still some noise present and 

this will have an effect on the determination of the reference voltage. 

5.11.3. Power 

With the current and voltage plots from the simulation having the same form as those produced 

from test rig experimental data, it is likely that the real and reactive power characteristics will also 

follow the trend with slip. The phase angle could however differ and thus it remains useful to plot 

the real and reactive power for the stator and rotor and make a comparison with the simulated 

data. 

 

(a) Test Rig 

 

(b) Simulation 

Figure 5-13 Stator, Rotor and Grid Side Power 

 

As expected the power flow in the test rig follows the control law set in the controller. The rotor 

power reverses direction at approximately zero slip. The grid side converter power is included in 

Figure 5-13 due to the fact this is easier to filter than the rotor power (being as the frequency is the 

same at all values of slip). 
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(a) Test Rig 

 

(b) Simulation 

Figure 5-14 Stator and Rotor Reactive Power 

 

The measured reactive power also showed the same variation with slip as was seen in the 

simulation results (Figure 5-14). 

5.11.4. Temperature Results 

The Semikron inverter modules have a built in temperature sensor whose output was fed to xPC 

target box. The temperature response was recorded but found to be unchanged throughout 

operation of the test rig. This indicates that the power level is not high enough to raise the 

temperature of the module. The low voltage set up (ensured by use of the battery pack as dc source 

for the rotor side converter and variac stepping down the grid voltage to the stator) means that the 

power flowing through the rotor side converter is significantly reduced from that which would be 

achieved by operating at mains voltage the corresponding rotor voltage. The max rotor power 

achieved is about 400W and as the rating of the rotor side converter is 30kW thus it can be said 

that the converter is very lightly loaded even at maximum power. 

Verification of thermal results is not possible with the low power test rig setup. The test rig was 

reconfigured to run in full back-to-back operation so as to increase the operating power levels and 

thus the power loss in the converter. The test rig was operated at synchronous speed and then at 

s=-0.13. Again no temperature variation was observed.  The converter was designed for use in a 

fully fed system as opposed to DFIG, and thus had a much higher rating than required by the current 

setup (ie the converter was rated to 30kW as was the generator and so the maximum power flow 

on the rotor side anticipated would be 0.3x30kW=9kW). Therefore, it is likely that the converter 

was still too lightly loaded to allow raising of the device temperatures. 
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5.12. Summary 

Verification of the temperature results was not possible; however, the control model algorithm was 

verified. The experimental study allowed for a full understanding of the control model to be gained. 

Detailed effects are better revealed through experimental work. An understanding was gained of 

how the operating point changed with slip. Later analysis of simulation results depends on the 

knowledge and appreciation gained of the current and voltage variation with slip, most notably 

around the synchronous speed point. 

With the control model verified and understood, temperature verification could be carried out on 

a basic inverter test rig, comprising a power source, inverter and load. This would allow greater 

control over experimentation as power levels could be controlled much more easily to levels which 

gave the appropriate heating. 
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 Steady State Simulation MPPT 

The following chapter will present a discussion of the results of simulation of the DFIG WT under 

steady state wind conditions. Power loss and temperature results will be outlined and discussed for 

the quasi-steady state temperature characteristic that results from steady wind conditions. The 

lifetime implications are estimated based on an empirical formulisation and discussed. 

 

6.1. Power Flow in the Machine 

In the DFIG real power is, at all operating points, flowing from the stator to the grid. The rotor 

however may at times receive power from the grid whilst at other times act as a source of power. 

 

Figure 6-1 Power Flow Diagram for DFIG WT  

 

As shown in Figure 6-1 the direction of power flowing through the back-to-back converter 

arrangement depends on whether the machine is operating in subsynchronous or 

supersynchronous mode. The loss, of course, occurs irrespective of the direction of power flow, but 

it is worth examining in detail the Power vs Wind Speed relationship for the real power flowing 

through the back-to-back converter arrangement. The Power vs rotor speed follows a cubic 

relationship modified by the slip (6-1). 

 𝑃𝑟 = 𝑘𝜔𝑟
3 ÷ (

1

𝑠
+ 1) 6-1 

and the Power vs Wind Speed relationship has a similar characteristic (6-2). 
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 𝑃𝑟 =
1

2
𝑐𝑝_𝑚𝑎𝑥𝜌𝐴𝑉𝑤

3 ÷ (
1

𝑠
+ 1) 6-2 

 

 

(a) 

 

(b) 

Figure 6-2 (a) Grid Side Converter Power vs Wind Speed and (b) Frequency vs Wind Speed 

 

The Grid Side Converter Power Pgsc is shown in Figure 6-2(a). This is very close to the Rotor Power, 

the difference between the two being the converter power losses. Pgsc can be said to be the output 

from the rotor that actually is fed to the grid or is drawn from it. 

The loss might be expected to exhibit a characteristic which has frequency dependence as well as 

a dependence on the power through the converter. One might suppose that the power loss would 

follow the same relationship as the real power flowing in the converter. This is not entirely true 

since there is a relationship between the two it is more accurate to say the loss follows the variation 

in current. Whilst the power drops off as synchronous speed is approached, the rotor current 

continues to rise with wind speed across the full range of speeds. 
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(a) (b) 

Figure 6-3 (a) Rotor Current vs Slip (b) Rotor Reference Voltage vs Slip 

 

This is shown in Figure 6-3, which also shows the reference voltage for the rotor side controller (the 

reference voltage is used to illustrate the point as the measured voltage is, of course, a PWM 

waveform, requiring filtering to ascertain the fundamental component). A consideration of the 

relationship between the power and speed provides some illumination of the idea that power is 

reducing to zero but with power loss remaining present. 

 𝑃𝑟 = 𝑠𝑃𝑠 6-3 

At synchronous speed, s=0 

 𝑃𝑟_𝑠𝑦𝑛𝑐ℎ = 0 6-4 

Rotor power at synchronous speed is zero 

 𝜔𝑚𝑎𝑥 = 1.3𝜔𝑠  6-5 

 

Total power 

 𝑃𝑡 = 𝑘𝜔𝑟
3 6-6 

 

Recall equation 3-48 

 𝑘 =
𝑃𝑡_𝑚𝑎𝑥

(1.3𝜔𝑠)
3

 6-7 
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And thus 

 𝑃𝑡 =
𝑃𝑡_𝑚𝑎𝑥

(1.3𝜔𝑠)
3
𝜔𝑟
3 6-8 

 

𝑃𝑡_𝑚𝑎𝑥 = 1.3𝑃𝑠_𝑚𝑎𝑥 and allowing that 𝜔𝑟 = 𝜔𝑠 the total power at synchronous speed may be found 

 𝑃𝑡_𝑠𝑦𝑛𝑐ℎ =
1.3𝑃𝑠_𝑚𝑎𝑥

(1.3𝜔𝑠)
3
𝜔𝑠
3 6-9 

 
= (

1

1.3
)
2

𝑃𝑠_𝑚𝑎𝑥 6-10 

 = 0.5917𝑃𝑠_𝑚𝑎𝑥 6-11 

So at synchronous speed the total power is 60% of the maximum stator power. And as the rotor 

power is zero here, then 

 𝑃𝑠_𝑠𝑦𝑛𝑐ℎ = 0.5917𝑃𝑠_𝑚𝑎𝑥 6-12 

 

Examining the current at synchronous speed, 

 𝐼𝑠_𝑠𝑦𝑛𝑐ℎ𝑉𝑠_𝑠𝑦𝑛𝑐ℎ = 0.6𝐼𝑠_𝑚𝑎𝑥𝑉𝑠_𝑚𝑎𝑥 6-13 

 

As the stator voltage is constant then,  

 𝐼𝑠_𝑠𝑦𝑛𝑐ℎ = 0.6𝐼𝑠_𝑚𝑎𝑥 6-14 

 

Mmf balance 

 𝐼𝑟_𝑠𝑦𝑛𝑐ℎ = 0.6𝐼𝑟_𝑚𝑎𝑥 6-15 

 

Hence we see that whilst the rotor power has reduced to zero at synchronous speed the rotor 

current remains at 60% of its maximum value. It is the fundamental component of the voltage 

reducing to zero that is responsible for the rotor power being zero at synchronous speed. The 

instantaneous value of voltage however is non-zero. Instead the voltage across the devices is at all 

times switching between a close to zero state (when conducting) and a high state (when 

open/blocking). The magnitude of the fundamental component of voltage does affect the power 
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loss by changing the ON time for the switches but the actual voltage across the device is, of course, 

the instantaneous value.  

A voltage across a device with current flowing therefore means that there is loss present. So loss is 

still expected even when the output power of the converter is zero. The converter, as would be 

expected, dissipates energy at all times it is operating. The loss and resulting temperature will have 

a characteristic that has dependency on current and operating frequency, both of these being 

functions of the operating point. 

Contrastingly (as will be shown below) the power loss at the grid side converter does move toward 

zero at synchronous speed. In the case of the grid side converter, whilst the rms value of the voltage 

remains non-zero at all wind speeds, the rms current drops toward zero at zero slip. 

 

(a) 

 

(b) 

Figure 6-4 (a) Grid Side Converter Current vs Slip (b) Grid Side Converter Reference Voltage vs Slip 

 

The grid side current follows the variation of the real power being fed to or taken off the rotor. At 

synchronous speed the cross over point is reached whereby the power flow changes direction and 

at this point 𝑃𝑟 ≈ 0. The rotor current must at all times maintain the mmf balance and thus must 

increase as the stator current does.  
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Figure 6-5 Stator and Rotor Current vs Slip 

 

Figure 6-5 shows the rotor current has a magnitude that is equal to one third of the stator current, 

as is expected with a stator to rotor turns ratio of one third.  

 

6.2. Power Loss Results 

The temperature cycling at device level is driven by the power loss at the junction. The relative 

influence of switching loss and conduction loss depends on the operating point. A series of steady 

state simulations were run at a range of wind speeds spanning the range of operation of the 

converter.  
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(a) IGBT Conduction Loss 

 

(b) Diode Conduction Loss 

 

(c) IGBT Switching Loss 

 

(d) Diode Switching Loss 

 

(e) IGBT Total Loss 

 

(f) Diode Total Loss 

Figure 6-6 Rotor Side device power losses 
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Sample losses for the rotor side devices are shown in Figure 6-6 for subsynchronous (7 and 8ms-1) 

and supersynchronous (11 and 12.5ms-1) operation. The grid side losses are shown in Figure 6-7 

(note the timescale on the x-axis is reduced for higher resolution). 

 

(a) IGBT Conduction Loss 

 

(b) Diode Conduction Loss 

 

(c) IGBT Switching Loss 

 

(d) Diode Switching Loss 

 

(e) IGBT Total Loss 

 

(f) Diode Total Loss 

Figure 6-7 Grid Side device power losses 
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The losses are characterised by two frequency components; the switching frequency which, at 

2.5kHz, is too high to have any effect upon the temperature of the devices (given the thermal 

impedance) and the fundamental frequency of the current, which is much lower and is 50Hz for the 

grid side converter and lower on the rotor side. The rotor side frequency is dependent on the 

operating point as too is the magnitude of all the losses, both conduction and switching, in both 

converters.  

The loss profile and how it varies with wind speed may be examined by looking at the mean power 

loss Ploss_mean and the frequency of variation of the loss. These features of the loss characteristic 

control the mean temperature reached by the device and the temperature cycling frequency. The 

mean junction temperature will of course be dependant also on the thermal impedance of the 

devices as too will be the temperature cycling amplitude. 
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Power Loss Comparison Within Each Device 

 

(a) the Grid Side Converter 

 

(b) for the Rotor Side Converter 

 

(c) Grid Side IGBT 

 

(d) Rotor Side IGBT 

 

(e) Grid Side Diode 

 

(f) Rotor Side Diode 

Figure 6-8 Average Power loss vs Slip 
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As can be seen from Figure 6-8 (a) and (b) the power loss is dominated by the IGBT switching loss. 

The relative influence of the other sources of loss; IGBT conduction loss, diode switching loss and 

diode conduction loss, depend upon the operating point and more specifically whether the machine 

is in subsynchronous or supersynchronous mode. The magnitude of the IGBT switching loss does, 

of course, also depend on the operating point. 

It can be seen from Figure 6-8 (c) and (d) that the IGBT switching loss is significantly larger than the 

conduction loss for both rotor and grid side converters. The diode total loss for the grid side 

converter is mainly conduction loss at subsynchronous speed and above synchronous mainly 

switching loss. For the rotor side converter the total diode loss is dominated by the conduction loss. 

The grid side IGBT conduction loss follows a similar variation to the switching loss (Figure 6-8 (c)) 

however the rotor side IGBT conduction loss seems to peak at or just above synchronous speed 

(Figure 6-8 (d)).  

The rotor side converter operates in rectifying mode at higher speeds as power is taken off the 

rotor so in this operating region a drop in the rotor IGBT conduction loss is expected, the current 

instead flowing mainly through the diode. This in fact can be seen if the rotor side loss profiles for 

the conduction loss at exemplar subsynchronous and supersynchronous operating speeds are 

examined.  

 

(a) Slip≈0.3 

  

(b) Slip≈-0.3 

Figure 6-9 Rotor IGBT and diode current 

 

Two operating modes of the rotor side converter can be distinguished in Figure 6-9. At 

subsynchronous speed as shown in Figure 6-9 (a) the IGBT carries the current for the majority of 

the duty cycle as power flows to the rotor whereas above synchronous speed the diodes are 
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conducting for longer (Figure 6-9 (b)) as the converter rectifies the rotor current to charge the dc-

link capacitor.  

 

(a) Slip≈0.3 

  

(b) Slip≈-0.3 

Figure 6-10 Rotor IGBT and diode current 

 

The opposite characteristic is displayed by the grid side converter, which has its IGBTs carrying 

current for the majority of the time at subsynchronous speed and the diode at supersynchronous 

speed (Figure 6-9 (b)). 

Figure 6-9 and Figure 6-10 merely show that the phase angle between the current and the 

fundamental component of the converter output voltage is 180° shifted either side of the 

synchronous operating point. This is trivial if it is considered that the real power flow has to reverse 

when synchronous speed is reached. 
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Rotor Side Loss 

To examine how the loss characteristic varies between IGBT and diode it is useful to redraw the 

plots in Figure 6-8 with both device losses on one set of axes.  

 

(a) Conduction Side Converter 

 

(b) Switching Side Converter 

Figure 6-11 Average Rotor Power Loss vs Slip 

 

The conduction loss of both IGBT and diode are influenced by two factors, these being phase angle 

as discussed above, and the magnitude of the current flowing. As shown in Figure 6-3 (a) the rotor 

current increases with machine speed and the phase angle shift means that above synchronous 

speed the IGBTs are conducting for much less time when the current is high. Thus the conduction 

loss does not continue to increase after synchronous speed (Figure 6-11 (a)). The diode conduction 

loss however increases across the full speed range; at subsynchronous speed the diode is 

conducting during the time when the current is high but the increasing rotor current trend with 

speed means that conduction loss increases. Above synchronous speed the phase angle changes so 

that the diode now conducts the current at the high part of the fundamental cycle thus the 

conduction loss continues to rise with speed (Figure 6-11 (a)). The switching loss for both devices 

increases across the full range of speeds, following the current variation. The loss when a device 

switches is independent of the time the switch remains in the state it switches to: even if the pulse 

is very narrow the loss dissipated will still only depend on the current and the dc-link voltage (which 

is controlled to be constant).   
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Grid Side Loss 

A similar analysis for the grid side losses may be done. 

 

(a) Conduction Loss 

 

(b) Switching Loss 

Figure 6-12 Average Grid Side Power Loss vs Slip 

 

The grid side conduction loss follows the grid side current (Figure 6-4). At subsynchronous speeds 

the diode is conducting the current for the majority of the duty cycle and thus dissipates a larger 

loss. This is reversed above synchronous speed where the IGBT conducts the current for longer and 

thus has a larger loss. The switching loss again follows the current variation. 

To summarise the power loss results it may be noted that the power loss characteristics are driven 

by two factors; the current variation with wind speed and the operating mode of the converter 

(inverter/rectifier). The latter has bearing upon the relative sharing of the current between IGBT 

and diode.  

So it is seen that the grid side power losses all have the same variation with wind speed as the 

current. The relative contribution to the total loss from conduction and switching losses changes as 

the converter moves from inverter to rectifier mode. Due to the specific loss characteristics of the 

diode this effect is enough to mean that the switching loss becomes dominant above synchronous 

speed whereas the conduction loss dominates the diodes loss below synchronous speed. The 

switching loss for the IGBT is larger than the diode switching loss and so dominates the IGBT loss 

across all speeds. 

On the rotor side, again the current vs wind speed characteristic is followed but the IGBT conduction 
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IGBT switching loss continues to rise as the IGBT current is rising with wind speed; the fact that the 

IGBT conducts for shorter pulses as wind speed increases does not affect the switching loss but, of 

course, is the very reason the IGBT conduction loss drops off. At subsynchronous speed the 

converter is in inverter mode and so the diode conduction loss is low. As wind speed increases the 

current through the diode increases, above synchronous speed the diode conducts more and so 

the conduction loss dominates.  

 

6.3. Temperature Cycling Results 

The power loss within each device oscillates at the fundamental frequency of the current, and each 

device is active for one half cycle before being in the OFF state for the following half cycle. The 

temperature of each device oscillates about a mean temperature (when steady state is reached) at 

a frequency equal to that of the electrical frequency. This changes with operating point for the rotor 

side devices but is fixed at 50Hz for the grid side devices (Figure 6-13). 

(a) Wind Speed = 7ms-1 (b) Wind Speed = 9.755ms-1 

 

(c) Wind Speed = 12.5ms-1 

Figure 6-13 Grid Side and Rotor Side IGBT and Diode Junction Temperature 
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The temperature variation may be said to be characterised by three qualities; the mean 

temperature (Tj_mean), the change in temperature within each temperature cycle (ΔTj) and the 

frequency of the temperature cycles.  

 

(a) Grid Side Converter 

 

(b) Rotor Side Converter 

Figure 6-14 Mean junction temperature 

 

The mean temperature is driven by the average power loss and the fundamental frequency of the 

power loss variation. The grid side mean junction temperature follows the power loss and so moves 

towards zero at synchronous speed where the mean power loss was lowest. Moving away from this 

operating point entails greater loss and so a higher temperature. (Figure 6-14 (a)). The rotor side 

mean temperatures rises across the full range of operating speeds (Figure 6-14 (b)). 

 

(a) Grid Side Converter 

 

(b) Rotor Side Converter 

Figure 6-15 Temperature cycle magnitude vs Wind Speed 
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The magnitude of the temperature cycles depends on the power loss, electrical frequency and the 

thermal impedance. The grid side devices ΔTj follow the variation of the power losses (Figure 6-15 

(a)), as the frequency is unchanging with operating point. The rotor side power losses vary in 

fundamental frequency and so the ΔTj results reflect this (Figure 6-15 (b)). The frequency being low 

at synchronous speed means that the thermal impedance is higher and so is the ΔTj. And as the 

frequency will go to zero at exactly synchronous speed then the thermal impedance becomes the 

dominating factor at this operating point.  

The response of the thermal circuit for a module was assessed by calculating the IGBT junction to 

casing thermal impedance at a range of frequencies. The casing temperature is assumed constant 

(this assumption is justified below). 

 

Figure 6-16 Thermal Impedance vs Rotor Frequency 

 

There is clearly a high sensitivity at frequencies below 5Hz and beyond this range the impedance 

has dropped off considerably (Figure 6-16). The peak of ΔTj in the rotor temperature results (Figure 

6-15 (b)) occurs between wind speeds of 9 and 11 ms-1 which correspond to temperature cycling 

frequencies of 4.39 and 6.35 Hz respectively. The maximum value itself will occur at 0Hz but its 

peak extends out as far as around 5Hz either side of the maximum. 
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(a) Grid Side Converter 

 

(b) Rotor Side Converter 

Figure 6-17 Frequency of Temperature Cycling vs Wind Speed 

 

The frequency of the temperature cycles is the same as the electrical frequency. This may seem 

trivial but is not necessarily so. The power loss that arrives at the casing-heat sink interface from 

each of the four modules on the heat sink has a frequency that is double that of the electrical 

frequency. The upper IGBT, say, will conduct for half a cycle before the lower IGBT conducts for the 

second half the cycle. As the upper and lower switches within each module are thermally connected 

at the casing it might be expected that the temperature of the devices would follow the sum of the 

loss from the devices, as heat flows from one device to another as well as to the heat sink. This is 

not the case however, the dominant path for heat excursion is directly out from the junction to 

ambient via the heat sink and the temperature oscillation is dominated by the electrical frequency. 

An upper device junction emits a half cycle of power loss followed by a period of no loss and 

although its partner device in the same leg emits power loss during this no loss period this does not 

warm the junction of the upper device by any noticeable amount. The casing temperature is steady, 

that is, it is constant during steady state wind conditions, the junction to casing thermal capacitance 

having smoothed out the temperature oscillation experienced by the junction.   
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(a) Wind Speed = 7ms-1 

 

(b) Wind Speed = 9.755ms-1 

 

(c) Wind Speed = 12.5ms-1 

Figure 6-18 Reference Point (casing) Temperature 

 

The exception to this is found at operation close to synchronous speed (ie for electrical frequencies 

less than approx. 2Hz), where the casing temperature is observed to oscillate at twice the frequency 

of the power loss; it is in this case following the combined loss from the upper and lower devices 

(Figure 6-18). 
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(a) Grid Side Converter 

 

(b) Rotor Side Converter 

Figure 6-19 Number of Cycles to Device Failure vs Wind Speed 

 

The number of cycles to failure (Nf) depends on the mean temperature and the magnitude of the 

temperature cycles. The grid side converter has very low ΔTj at synchronous speed and so the Nf is 

highest at this point (Figure 6-19 (a)). The higher mean temperature dominates at high speeds and 

Nf falls off. The rotor side Nf follows the trend of the mean temperature, in that the higher more 

damaging temperatures at high speeds mean that the number of cycles before failure falls as the 

wind speed increases (Figure 6-19 (b)). A dip in this general trend is observed at synchronous speed 

where the high magnitude of ΔTj starts to dominate. 

These plots of Nf are easily converted into lifetime plots by factoring in the period of each cycle. 

 

(a) Grid Side Converter 

 

(b) Rotor Side Converter 

Figure 6-20 Lifetime vs Wind Speed 
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The grid side lifetime plot has the same shape as the grid side plot of cycles to failure as, the grid 

temperature cycling frequency is constant (Figure 6-20 (a)). The rotor side lifetime plot follows the 

same general shape as the Nf plot but the spike at synchronous speed is reduced in severity as the 

periods of the cycles around this point are very large so the low values of Nf do not necessarily 

correspond to a low lifetime (Figure 6-20 (a)).  

 

(a) Grid Side Converter 

 

(b) Rotor Side Converter 

Figure 6-21 Lifetime vs Wind Speed adjusted by probability of Wind Speeds 

 

Figure 6-21 shows the lifetime results weighted by the probability of the individual wind speeds. 

The high significance of the high wind speed region for the rotor plot is reduced by taking into 

account the fact that these wind speeds are less probable. The near synchronous region is clearly 

seen to be the most damaging operating region. The accumulated damage can be represented by 

a plot of lifetime consumption (Figure 6-22) which is simply the inverse of the Weibull adjusted plot.  
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(a) Grid Side Converter 

 

(b) Rotor Side Converter 

Figure 6-22 Lifetime consumption per year vs Wind Speed 

 

6.4. Summary 

Steady state wind conditions were simulated and power loss results obtained. The power loss 

results are dominated by IGBT switching loss. The device power losses obey a similar relationship 

with wind speed to that followed by the current; the conduction losses are also dependant on the 

phase angle between converter voltage and current which undergoes a 180° shift when the 

synchronous speed operating point is crossed. 

Temperature results show that the main flow of heat is directly out from the junction to the ambient 

environment. The casing temperature remains constant at steady wind conditions, except when 

close to the synchronous operating point (ie for electrical frequencies less than approx. 2Hz), where 

there is small magnitude oscillation driven by the combined power loss from the upper and lower 

devices on each module. Mean temperature, being driven by the average power loss, increases 

with wind speed whilst temperature cycling magnitude varies with the power loss and frequency. 

At synchronous speed the frequency becomes the dominant factor influencing the magnitude of 

the temperature cycling.  

The number of cycles to failure is determined and shown to be lowest for the rotor side IGBT at 

synchronous speed. The grid side devices have a much higher number of cycles to failure. Lifetimes 

are predicted and shown to be shortest at synchronous speed and above for the diode and for the 

IGBT the minimum lifetime is at or near the synchronous point. 
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 Steady State Simulation Modified MPPT  

 

Chapter 6 outlined the fact that the damage done to the converter as a result of thermal cycling 

depended upon the operating point at which the WT was at. The low frequency cycles occurring at 

synchronous speed appear to have a significant effect in reducing the converter lifetime; an effect 

which is not encountered by the grid side converter due to the fact that it operates at a single 

frequency, this being the grid frequency.   

A modified control approach which avoids operating the rotor side converter at low frequencies so 

as to mitigate the damage done by temperature cycling is suggested here as a means to extend the 

lifetime of the rotor side converter. This extended life comes at a cost to energy capture from the 

WT as any change to the control algorithm necessarily implies a move away from the MPPT curve, 

which allows the maximum capture of energy.  

The region of concern for the rotor converter is very close to synchronous speed. The thermal 

impedance shows greatest sensitivity to frequency, for frequencies less than 5 Hz. The spike in the 

plot of rotor ΔTj vs wind speed (Figure 6-15) was at around ±0.1 slip, which implies an operating 

frequency of around 5 Hz or less. Operating points are selected which bound this damaging region 

of operation. These are defined as ±4% of the synchronous speed. The proposed novel control 

adaptation replaces a small region of Torque vs Speed curve for MPPT with a linear region of 

negative gradient. If the WT enters this region then the mismatch between machine’s 

electromagnetic torque and the mechanical torque from the blades will cause the system to 

accelerate across the forbidden zone thus avoiding operation at low frequencies. 

 

Figure 7-1 Torque vs Speed and Slip for, MPPT with control adaptation 
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To substitute a linear torque vs speed characteristic of negative gradient at a particular section in 

the MPPT torque curve requires at least one intermediate section that will allow a smooth transition 

between the two characteristics. As can be seen in Figure 7-1 two positive gradient linear regions 

are inserted to ensure a continuous plot. These are designated the lower transition zone and the 

upper transition zone. The central zone sandwiched between these and containing the synchronous 

operating point will be referred to as the forbidden zone.  

 

7.1. Operation of modified MPPT control Algorithm 

7.1.1. The Power Characteristic 

In normal operation of a WT, the controller will respond to a change in wind speed signalled by an 

increase or decrease in the rotor speed by altering the electromagnetic torque to the value which 

keeps the system on the MPPT curve. In this way the WT’s output is maintained at its maximum for 

a particular speed.  

 

Figure 7-2 Torque vs Rotor Speed and Slip for modified control algorithm.  

 

The modification made to this MPPT curve means that as the wind speed increases from the lower 

MPPT region it will cause the turbine to enter the lower transition zone. This can be understood by 

considering Figure 7-2. The stable operating points occur where the wind curves bisect the Torque 

Reference control curve, at these points the electromagnetic torque from the machine should be 

equal to the torque from the blades (on the machine side of the gearbox).  If the wind increases, 

from zero, until the orange wind speed (Vw=9.269 ms-1) curve is reached then the system will 

accelerate along the MPPT curve (blue) and then up along the lower transitional zone (green). 

Further increase in the wind will cause the system to move along the lower transitional zone until 
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a wind speed of Vw=9.495 ms-1 is reached (cyan curve). At this point the system will accelerate (as 

the mechanical torque is in excess of the electromagnetic torque, as set by the controller) across 

the forbidden zone. As the system accelerates and the mechanical torque thus follows the cyan 

curve, the electromagnetic torque is controlled to remain at a lower value and in fact across the 

forbidden zone the machine torque falls at a greater rate than the mechanical torque. The next 

stable operating point is reached at the intersection of the Vw=9.495ms-1 curve and the upper 

transitional zone. At this point a drop in the wind speed back below 9.495ms-1 will not return the 

WT back to the low transitional zone. The steep gradient of the forbidden zone ensures that the 

after transiting the forbidden zone the system is now approximately one third of the way up the 

upper transitional zone (red). A return to the low speed side of the forbidden zone requires that 

the wind reduces to 9.269 ms-1.  

 

Figure 7-3 Torque vs Rotor Speed and Slip for modified control algorithm 

 

Figure 7-3 shows the modified control algorithm along with the critical wind curves, again. This time 

the co-ordinates where the discontinuities between stable operating points occur are highlighted 

with circles. Between these pairs of points the difference between the machine and mechanical 

torque increases, meaning that there are no stable operating points at which the WT may operate. 

By examining the torque vs wind speed characteristic the hysteresis in the control algorithm is easily 

seen. 
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(a) Increasing Scenario 

 

(b) Decreasing Scenario 

Figure 7-4 Torque versus Wind Speed 

 

Figure 7-4 (a) shows the torque variation with wind speed for the case where the wind speed 

increases from the lower MPPT zone towards and across the forbidden zone. Figure 7-4 (b) shows 

the decreasing scenario where wind speed decreases from the upper MPPT zone down across the 

forbidden zone. It can be seen that the upper transitional zone is much larger, in that it covers are 

more extensive range of wind speeds (it should be noted that Figure 7-4 (b) shows the full upper 

transitional zone whereas Figure 7-4 (a) only shows the section available after the system has 

crossed the forbidden zone and arrived part way along the upper transition zone). This means that 

once the system crosses the forbidden zone (due to an increasing wind), the wind must increase by 

a larger amount to reach the upper MPPT zone than it must decrease to reach the lower MPPT zone 

when the crossing is a result of a decrease in wind speed. 

 

Figure 7-5 Rotor Speed versus Wind Speed  
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The overlap in wind speeds in the adapted region of the control algorithm is clear in Figure 7-5. So 

for a small range of wind speed between, 9.269 ms-1 and 9.495 ms-1 there are two possible rotor 

speeds depending upon whether the system is in the increasing wind speed or decreasing wind 

speed scenario. The basic principle of operation of the control algorithm is clearly seen in Figure 

7-5, in that the turbine speed is allowed to vary with wind speed until the synchronous region is 

approached, at which point the rotor speed is held at approximately the same speed until the wind 

speed is of the correct magnitude to permit operation on the opposite side of the synchronous 

zone. Figure 7-5 also shows clearly the discontinuity in the speed range. The gap in the rotor speed 

range (150.80-163.36 rad.s-1) contains the speeds close to synchronous which arise when rotor 

frequencies approach zero. Thus it is clear that these speeds are eliminated.  

7.1.2. The Power Characteristic 

The adapted power law algorithm has a similar form to that of the torque curve - the MPPT curve 

represents a cubic relationship rather than the squared form taken by the torque MPPT curve. 

 

Figure 7-6 Power versus Rotor speed  

 

From Figure 7-6 it may be seen that the Power in the forbidden zone drops off more slowly than in 

the corresponding torque curve (Figure 7-3). It can also been seen that the power curves for the 

wind speeds at which the crossings of the forbidden zone occur are intersected by the control curve 

at values that are still quite close to the maximum power point. This indicates that the power lost 

in using the adapted control algorithm may not be that great. By examining the variation in power 

with wind speed it may be seen how far the control adaptations remove the control algorithm from 

the standard MPPT control. 

 

110 120 130 140 150 160 170 180 190 200
0

0.5

1

1.5

2

2.5
x 10

6

wm (rad.s-1)

P
o
w

e
r 

R
e
fe

re
n
c
e
 (

W
)

-0.3-0.2-0.100.10.20.3

0

0.5

1

1.5

2

2.5

x 10
6

Slip

 

 

Modified MPPT control law

Power curve Vw=9.495 ms-1

Power curve Vw=9.293 ms-1



115 
 

 

(a) New Control Algorithm for Increasing Scenario 

 

(b) New Control Algorithm for Decreasing Scenario 

 

(c) New Control Algorithm for Increasing Scenario in the 

synchronous region 

 

(d) New Control Algorithm for Decreasing Scenario in 

the synchronous region 

Figure 7-7 Power versus Wind Speed 

 

From Figure 7-7 (a) and (b) it can be seen that the general shape of the control curve is close to the 

MPPT curve. Figure 7-7 (c) and (d) show the linear lower and upper transitional zones. These are 

not equal as, after the forbidden zone has been crossed, the system will arrive somewhere along 

the lower/upper transitional zone as opposed to at its end/beginning. Both the transitional zones 

are below where the MPPT curve would be in this region; as would be expected bearing in mind 

the MPPT curve represents the control law which ensure optimal power generation. 

7.1.3. Power Sacrificed 

Power is clearly lost as a result of the control adaptations around the synchronous operating point. 

This is the cost of the any improvement in reliability that may be gained by adapting the standard 

MPPT control law.  
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(a) Increasing Scenario 

 

(b) Decreasing Scenario 

 

(c) Increasing Scenario Percentage loss 

 

(d) Decreasing Scenario Percentage loss 

Figure 7-8 Power Sacrificed vs Wind Speed 

 

The power sacrificed has a maximum value of approximately 20 kW when in the decreasing scenario 

the lower speed end of the upper transitional zone is reached. This represents a maximum 

percentage loss of 1.4% of the power generated. As the system approaches this point the power 

sacrificed rapidly increases and upon crossing the forbidden zone the power sacrificed experiences 

a large step change, to a very low value (≈0.004% or ≈450W). The maximum power sacrificed for 

the increasing scenario is 10 kW (≈0.75%). Over the lifetime of the turbine these small power 

differentials could add up to a sizeable energy loss, however, even in the worst case scenario with 

the turbine working for long periods in the synchronous region the system will at worst be operating 

at 98.6% of the optimal performance, as given by MPPT. 
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7.2. Response of Controller within the Forbidden Zone 

While the above plots describe the characteristics of the control adaptation, inasmuch as they detail 

how the torque and power vary with rotor speed and wind speed they fall short of a full description 

in that they do not show the response of the system when it is moved into the forbidden zone as a 

result of an increasing or decreasing wind. The controller operation in the forbidden zone can be 

observed, for example, by running the system up towards synchronous speed from a low wind 

speed. 

 

(a) Wind Speed transient 

 

(b) Rotor Speed transient 

Figure 7-9 New Controller Operation in Synchronous Region 

 

The wind speed is increased steadily until the system overtops the lower transitional zone and 

enters the forbidden zone.  The wind speed stops increasing and then remains constant for the 

remainder of the simulation (Figure 7-9 (a)). In normal operation with a MPPT control law the 

system would now reach a steady state operating point where the electromagnetic machine torque 

equalled the mechanical low speed shaft toque from the blades. However, with the present control 

algorithm the electromagnetic torque now drops off causing the system to accelerate rapidly until 

the upper transitional zone (Figure 7-9 (b)) is reached. The machine torque then increases with 

rotor speed until equilibrium is reached between the mechanical and electromagnetic torques. By 

controlling the machine torque in this way the controller ensures that the forbidden zone is 

transited in around 10 seconds. Thus the time spent by the WT operating within the low frequency 

forbidden zone is limited to 10 second intervals that occur only when the top of the lower 

transitional zone (increasing scenario) or bottom of the upper transitional zone (decreasing 

scenario) have been reached. It is important to remember that when transiting the forbidden zone 

the turbine is still producing power, so there is no desperate need for this transit time to be 
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minimised, so far as the general operation of the WT is concerned. However, the shorter the transit 

time the less time the rotor side converter will spend operating at the damaging low frequencies 

and so there is motivation from a reliability standpoint. The swifter the system accelerates through 

the forbidden zone toward a stable operating point on the opposite side of it, the greater the extent 

of the oscillation that will occur as the controller tries to re-establish equality between the 

electromagnetic and mechanical torque. Thus a steady acceleration through the forbidden zone 

will allow the system to reach a steady state more smoothly without significant speed and torque 

oscillation.  

The speed of the transit of the forbidden zone is determined by the steepness of the forbidden 

zone in the control algorithm. The larger the gradient the greater the rate of increase in the 

difference between the electromagnetic torque and the mechanical torque as the forbidden zone 

is crossed. A steeper forbidden zone will also mean that the power sacrificed will increase. Thus a 

balancing act is required, where the reliability risk posed by a longer crossing time and thus 

increased time spent operating at low frequencies of the forbidden zone is weighed up against the 

need to avoid a rapid crossing which would result in torque oscillations and also a greater shedding 

of power.  

The forbidden zone selected had the lowest possible gradient that still ensured the critical wind 

curve for the decreasing scenario (9.269 ms-1) was, in its entirety, under the forbidden zone. At the 

high speed end of the forbidden zone the wind curve at (9.269 ms-1) has a steeper gradient. The 

forbidden zone’s gradient is thus set by this local value as it must be at all times be steeper than 

the wind curves that cause the transit of the zone. 

The time taken for the transit of the forbidden zone at this gradient is not excessive (10s) and so 

this minimum value is acceptable. 

The time constant for the speed control is of the order 2-4s whilst the electromagnetic time 

constant is considerably shorter. Thus there is no need to be concerned with regards to the 

interaction between these components of the controller due to the significant difference in 

response. 
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7.3. Power loss and Temperature Results 

The modification to the standard control algorithm occurs only within a small band within the range 

of rotor speeds and thus the Power Loss results and their respective temperature profiles are 

identical safe for this relatively narrow band. 

 

(a) Grid Side 

 

(b) Rotor Side 

 

(c) Grid Side, zoomed in 

 

(c) Rotor Side, zoomed in 

Figure 7-10 Power loss for IGBT and Diode vs wind speed 

 

Figure 7-10 shows the mean power loss at the junction of both IGBT and diode. It can be seen that 

the new control regime results in an increase in loss for both devices and in both the grid side and 

rotor side converters. This occurs in spite of the fact that the power generated by the WT is reduced. 

To understand why the power loss increases it is useful to look at the value of instantaneous current 

in the devices.  
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(a) Full Wind Speed range 

 

(b) Synchronous Zone Wind Speed range  

Figure 7-11 Torque vs Wind Speed 

 

Considering the rotor side converter, from Figure 7-11 it can be seen that the new control algorithm 

necessitates a higher torque in the lower transitional zone and a lower one in the upper transitional 

zone. This is as expected from the two plots in Figure 7-4. Indeed with more points plotted around 

synchronous wind (ie the wind speed that would give rise to synchronous operation under MPPT 

control) a larger overlap would form just as if Figure 7-4(a) and (b) were superimposed. The higher 

torque (below synchronous speed) implies a larger value of iqr and since idr is controlled to be zero 

(or close to it) then total rotor current must then be higher. Above synchronous speed the torque 

is lower and thus so is the current. 

 

(a) Full Wind Speed range 

 

(b) Zoomed in 

Figure 7-12 Rotor Current vs Wind Speed 

 

Indeed this is the case, as can be seen from Figure 7-12.  
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For the case of the grid side power loss (Figure 7-10 (a) and (c)) the power loss is also higher with 

the new control algorithm than with MPPT control. This can be understood by considering the 

power flow through the grid side converter.   

 

(a) Full Wind Speed range 

 

(b) Zoomed in 

Figure 7-13 Grid Side Converter Power vs Wind Speed 

 

The rotor power falls toward zero at synchronous speed, as is seen in Figure 7-13 for the MPPT 

case. As the new control algorithm avoids this operating point then the power to/from the rotor is 

always non-zero. For MPPT the grid converter power is near zero at synchronous speed as the grid 

side converter current is likewise small. 

Figure 7-14 Grid Current vs Wind Speed 
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(a) Full Wind Speed range 

 

(b) Zoomed in,  
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For the new control algorithm the current is greater in the wind speed range that defines the 

synchronous region for MPPT. Hence the loss is increased for the new controller over the MPPT 

case. 

The temperature and lifetime results for the new controller may be compared with MPPT case.   

 

(a) Grid Side 

 

(b) Rotor Side 

Figure 7-15 Mean junction temperature 

 

Firstly looking at the mean temperature (Figure 7-15) it can be seen that the variation with wind 

speed follows that of the mean power loss as expected. The new control algorithm hence results is 

slightly higher mean temperatures in the synchronous zone. On the grid side this amounts to at 

most around 4 ̊C and on the and on the rotor side around 2 ̊C. 

 

(a) Grid Side 

 

(b) Rotor Side 

Figure 7-16 Temperature cycle magnitude vs Wind Speed 
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As for the size of the temperature cycles, the aim of the controller itself was to mitigate damage on 

the rotor side by reducing cycle amplitude and indeed the temperature cycles are found to be 

smaller. Maximum cycle amplitude is reduced from 23°C to 12.25°C (Figure 7-16(b)). This is for the 

rotor IGBT. The diode’s temperature cycle magnitude is reduced from 12.75°C to 6.8°C. The large 

peak, centred on the synchronous operating point is almost entirely removed. This reduction in the 

thermal cycling amplitude on the rotor side is paid for, in part, by an increase in the cycling 

amplitude on the grid side where a the IGBT cycle amplitude increases by a maximum of 0.275°C 

and a very minor increase in the diode cycling of around 0.1°C (Figure 7-16 (a)). 

 

(a) Grid Side 

 

(b) Rotor Side 

Figure 7-17 Frequency of Temperature Cycling vs Wind Speed 

 

The frequency of temperature cycles on the grid side is unaffected (Figure 7-17(a)) by the new 

control algorithm, as is expected by virtue of the fact that the grid converter frequency remains 

unchanged at 50Hz. The rotor side frequency plot gives a good indication of the operation of the 

new control algorithm. The frequency within the wind speed region that would give near-

synchronous operation under MPPT is, under the new control algorithm, limited to around 2.5Hz 

(Figure 7-17(a)). 
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(a) Grid Side 

 

(b) Rotor Side 

Figure 7-18 Number of Cycles to Device Failure vs Wind Speed 

 

The number of cycles to failure is increased in both grid and rotor side converters. The rotor side 

minimum number of cycles to failure for the IGBT under MPPT was approximately 6.83×107 and 

under the new control algorithm this is increased to 8.97×108. For the diode the minimum number 

of cycles to failure goes from 1.40×109 to 8.4×1010 (Figure 7-18(b)). 

However the diode plot has a slightly different shape, inasmuch as the minimum value under the 

new control algorithm occurs at maximum wind speed; at this operating point the mean junction 

temperature is large enough to cause damage that is greater than that caused at the low 

frequencies. If the synchronous wind speed region is considered only then the number of cycles to 

failure can be said to have changed from 1.40×109 to 1.38×1010. 

The grid side devices’ number of cycles to failure decreases considerably (Figure 7-18(a)), however 

the values are still high compared to the rotor side devices. Frequency is not a factor here (as the 

grid side converter is always operating at 50Hz) but even at high wind speed (and thus high mean 

junction temperature) the number of cycles to failure for the grid side devices are only as low as 

the rotor values at lower speeds. In other words, the most damaging area of operation for grid side 

components is only sufficiently damaging to cause damage levels similar to those occurring at low 

speed in the rotor side converter.  
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(a) Grid Side 

 

(b) Rotor Side 

Figure 7-19 Lifetime vs Wind Speed 

 

The lifetime improvement is not quite so dramatic, as the time taken per cycle is taken into account 

but nonetheless a clear increase in lifetime across the synchronous zone may be seen (Figure 

7-19(b)) except for at the wind speed that causes synchronous operation under MPPT. Here the 

period of oscillation is so long that very few cycles occur within a given time period and thus even 

though the cycle magnitude is larger, the cumulative damage is low under MPPT so for operation 

very close to synchronous speed (less than approximately 0.2Hz) the lifetimes under both control 

algorithms are comparable. For the bulk of the synchronous zone, however there is a lifetime 

improvement. These plots (Figure 7-19) are however for a single speed operation and the real 

significance of any lifetime plot is improved if the wind distribution is accounted for.  

 

(a) Grid Side 

 

(b) Rotor Side 

Figure 7-20 Weibull adjusted Lifetime vs Wind Speed 
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Thus the Weibull adjusted lifetimes are shown (Figure 7-20). Here it can be seen that the lifetime 

improvement is occurring within the more wearing range of frequencies - indeed for the IGBT this 

is the most damaging region.  

 

(a) Rotor Side 

 

(b) Rotor Side, zoomed in 

Figure 7-21 Improvement in Lifetime vs Wind Speed 

 

The improvement in lifetime may be plotted against wind speed (Figure 7-21). The distinctive shape 

of the plot arises from the inclusion of the result at very low frequency. Within a tight band around 

synchronous speed under MPPT the lifetime increases due to the extremely low number of cycles 

per minute occurring, thus a `reduction in lifetime arises under the new control algorithm at this 

speed. Outwith this band, it can be seen that the new control algorithm has a lifetime advantage 

over MPPT control that peaks for the IGBT at around 80% and for the diode around 120%. This is a 

significant improvement in lifetime, though the correct interpretation is that the contribution 

towards lifetime from operation at this wind speed is reduced under the new control approach. 

More simply put, the damage accumulation at this speed is reduced. 
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(a) Grid Side 

 

(b) Rotor Side 

Figure 7-22 Lifetime consumption per year vs Wind Speed 

 

As one final way of looking at the lifetime results, a lifetime consumption plot can be made (Figure 

7-22). This is the inverse of the Weibull adjusted lifetime plot. The contribution from high speed 

can be seen to be the largest for both devices, but the new control algorithm targets the 

synchronous zone, flattening the lifetime consumption curve at wind speeds centred around 9.8 

ms-1 which leaves the lifetime plot with a linear characteristic on the log plot. 

The analysis from simulation has been based upon single wind speed continuous operation and at 

quasi-steady state (the mean temperature having reached steady state, and superimposed upon 

this is the thermal cycling). Whilst a useful method of comparing the thermal effects at different 

operating points, it is evident that there is a secondary and perhaps more obvious form of cycling 

occurring, i.e. that caused by the variation of the wind with time. The computational effort involved 

in performing a simulation of long enough duration to examine such wind speed variation is too 

great for the current model. This would require more time than is available or more suitably a 

simplified model of the converter that perhaps avoids modelling each switching instance.  

As a guide to the effect of wind speed variation, the current set of results may be used to 

demonstrate the influence on lifetime of the diurnal and turbulent components of the wind speed 

variation. To model the diurnal variation a representative daytime peak wind and a representative 

night wind speed were assumed and the lifetime calculation performed based on the mean 

temperatures determined or these wind speeds in the steady state results and using a period of 24 

hours. For the turbulent wind variation, a mean junction temperature was set using the value 

determined at a particular wind speed (e.g. 8 ms-1) then the upper and lower bounds of the 

temperature cycling were set by using the mean junction temperatures from the simulations at 
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wind speeds at 1 ms-1 above and below (e.g. 7 and 9 ms-1). This is used as a guide to determining 

the effect of turbulence derived thermal cycling. In reality the wind speed oscillation (ie the 

magnitude of the turbulence) would increase with wind speed (in the current work turbulence of ± 

1 ms-1 is assumed). The scale of turbulence here is however relatively large and so can be used as a 

worst case scenario (at least in the frequency range of interest - very high turbulence could arise at 

high wind speed) to judge the effect of turbulence. The lifetime is calculated for the turbulent 

conditions based upon a period of one minute (turbulence would be increasingly damped by the 

inertia of the wind turbine as the frequency increased). Both periods are taken from the van der 

hoven spectrum of wind speed variation [8]. 

 

(a) Rotor Side 

 

(b) Rotor Side, zoomed in 

Figure 7-23 Weibull adjusted Lifetime vs frequency including turbulent and diurnal cycling effect 

 

Figure 7-23 shows the diurnal and turbulent thermal cycling superimposed onto the Weibull 

adjusted lifetime plot. The x-axis this time is frequency, as the new results are for variable wind 

conditions so are more easily plotted on the Lifetime vs wind speed plot. 

At these low frequencies there is little difference between IGBT and diode lifetimes. The diurnal 

variation causes an extremely low frequency cycle and so the damage accumulation will be low, 

thus the lifetime is long. The turbulent component of wind speed variation has a much greater 

effect on lifetime and the effect is felt more strongly by the diode. This is due to the fact that the 

lifetimes here are calculated based on mean temperatures which for IGBT and diode are very similar 

which in turn is due to the fact these are values determined at steady state.  
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Figure 7-24 Weibull adjusted Lifetime vs Wind Speed including turbulent 

 

It is clear that the strategy put forward in the current work of tackling the effects of low frequency 

cycling occurring in the synchronous zone means that the source of aging that is targeted is amongst 

the most significant. Figure 7-24 shows the lifetimes plotted against wind speed where the mean 

wind speed is used to plot the lifetimes resulting from turbulence induced thermal cycling. Thus the 

effect of the mean wind speed at which the turbulence occurs is very significant. To some extent 

this source of ageing has to be tolerated, at high wind speeds any modification to MPPT control will 

result in high sacrifice of energy captured. Damping from the turbine inertia will also help to reduce 

the effect of turbulence; in the current work any damping is not accounted for due to the simplified 

method used to determine the lifetimes for turbulence induced thermal cycling. The determination 

of the lifetime resulting from turbulent thermal cycling assumes a continual operation with the 

same turbulent intensity. In this sense the turbulent lifetimes (as well as the diurnal lifetimes) are 

not modified by a scaling factor accounting for the proportion of time that the turbulence of the 

selected magnitude is occurring. Where the MPPT and new controller lifetimes are modified by the 

Weibull distribution of wind speed, the turbulent and diurnal lifetimes should also be similarly 

scaled. This scaling would significantly increase the lifetimes as it is a clear simplification to assume 

continual operation at any turbulence intensity. 

The new controller would have little effect upon the diurnal effect as this variation occurs while the 

turbine is moving through a large range of wind speeds (of which the synchronous zone is only a 

small part) thus excluding the synchronous zone would not prevent the temperature cycle 

occurring.  For turbulence induced temperature cycling the new controller may slightly increase the 

damage accumulation caused, by virtue of the fact that mean junction temperatures in the 

synchronous zone are increased as compared with MPPT control. Cycling between these increased 
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junction temperatures will reduce lifetime. However, as the increase in mean temperatures 

resulting from new controller operation is small then any change in lifetime will also be small. 

 

7.4. Summary 

A new control algorithm for a DFIG WT is proposed based upon the commonly used MPPT but 

including an adaptation close to the synchronous operating point ±4%. Either side of the 

synchronous operating point the frequency is not allowed to reduce below certain limits. The effect 

is to prevent the system from operating at low frequencies and thus low frequency temperature 

cycling as experience by the converter under MPPT is avoided. Any modification to the MPPT 

control law implies a reduction in energy yield. This was quantified and gave a worst case scenario 

of 98.6% when the WT was running at any single operating point in steady state.  

By forbidding the WT from operating within the synchronous zone a tipping point arises whereby 

in increasing wind the system is caused to accelerate from the low speed side of synchronous speed 

through a range of speed until reaching an upper threshold on the high speed side of synchronous. 

And likewise the reverse occurs when the wind reduces below a certain value. The response of the 

system at this tipping point was shown. A balancing act is required so that the WT can cross the 

synchronous zone in a controlled manner without large oscillations in speed when reaching the 

other side but at the same time does not take overly long to complete the crossing. 

The improvement in lifetime of the devices was shown to be significant (up to 120% for the idealised 

case of continuous operation at a single wind speed). A simple determination of lifetimes resulting 

from the likely thermal cycling induced by turbulence and the diurnal variation in wind speed was 

carried out. Whilst the diurnal variation may be discounted as a significant contributor to thermal 

cycling induced aging (due to the extremely low frequency), the turbulent component of the wind 

speed variation is more significant. This indeed has a similar effect upon lifetime as does the low 

frequency thermal cycling. A modifying factor that would scale the lifetimes based on turbulence 

induced thermal cycling would increase the lifetimes calculated. Thus it can be said that the control 

strategy is targeting a key contributor to thermal cycling induced ageing of the converter devices. 
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 Conclusion and further work 

9.1. Conclusion 

This thesis examined the effect of temperature cycling upon the rotor side converter in a DFIG WT. 

It was seen that the greatest negative lifetime effect was found to occur around the synchronous 

operating point. This is due to the low frequency thermal cycling that occurs when the output 

frequency of the rotor side converter is also low. Avoidance of these damaging thermal cycles was 

targeted as a means of operational management to improve converter lifetime. 

An adaptation to the standard MPPT control algorithm, used in WT applications, was proposed 

which designated a forbidden zone around the synchronous point. This controlled the system to 

avoid this zone and in so doing the minimum operating frequency was increased from 0 Hz to 2 Hz. 

Rotor speeds which would arise under MPPT within a band, approximately 6 rad.s-1 either side of 

synchronous speed, were not permitted by the controller thus moving the system off the MPPT 

curve with a resultant sacrifice of some energy capture.  

The lifetime of the converter semiconductor devices as determined for continuous operation at 

constant wind speeds was increased when compared to MPPT operation. The lifetime increase 

varied across the wind speed spectrum but was zero outwith the near synchronous speed region 

as here the controller followed standard MPPT control. Lifetime improvements in the range of 10-

120% were achieved at certain wind speeds. At the synchronous speed point there was a significant 

decrease in lifetime. This was because for the case of MPPT the frequency here was so low (ideally 

0Hz) that very few cycles were occurring and although the temperature swing was maximised here 

the frequency dominated. This effect was limited to very close to synchronous speed (at 

frequencies less than 0.2Hz), and across most of the forbidden zone there was large lifetime 

improvement. 

The energy sacrificed under the new control system was low. At the worst possible operating point 

the system could harvest 98.6% of the energy that was available when MPPT control was used - 

that being a loss of 20kW for the 2.5MW turbine. The power sacrificed tailed off sharply from this 

maximum. More specifically there was some asymmetry in the power sacrificed when it was plotted 

versus the wind speed. In the decreasing scenario (as when wind decreased from a wind speed 

above the synchronous region) the power sacrificed increased rapidly until the system was moved 

to the other side of synchronous by the controller where the power sacrificed reduced to a low 
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level. Whereas for the increasing scenario the power sacrificed was shared more equally on either 

side of synchronous again with the larger loss being on the slow speed side of synchronous.  

The study shows that operational management could be a valuable strategy to extend the lifetime 

expectation of DFIG power converters. The strategy could be adopted easily by adapting the 

converter controller and would avoid the need to enhance the power electronic hardware, this 

being the preferred solution currently being adopted by several manufacturers who have 

recognised the need of reliability improvement on the rotor side converter. The method proposed 

in this study, based on what is meant to be a more in depth understanding of the root causes of the 

problem, has been thoroughly evaluated and shown to be acceptable. 

 

8.1. Future work 

There is scope for optimisation that was not performed in the current work. Depending on the 

distribution of wind speeds at a particular site there may be an advantage that can be gained in 

terms of reduction in energy sacrificed over the course of a year’s operation by moving the 

boundaries of the forbidden zone slightly. The zone could be increased or decreased symmetrically 

or it could also be skewed to one side of the synchronous speed operating point (i.e. so that it was 

no longer symmetrically positioned around the synchronous speed operating point). This could be 

achieved by bringing one of the boundaries of the forbidden zone closer to synchronous speed 

which would mean that the converters minimum frequency was reduced and thus result in an effect 

on the lifetime.  Alternatively the zone could be skewed to one side of the synchronous speed by 

merely extending the current forbidden zone either side of the synchronous speed. There is a trade-

off here between reducing the amount of energy that is sacrificed and increasing the lifetime of the 

converter. Whereas the current work has been concerned with examining the concept of an 

adapted controller for converter lifetime improvement, the possibility of performing optimisation 

here is left open for future work. In the current work the lifetime improvement was significant 

enough to justify the reduction in energy yield and as mentioned this sacrifice in yield was low. 

The transit of the forbidden zone was shown to take approximately 20s. It is possible the wind may 

increase by an amount sufficient to initiate a crossing of the forbidden zone, only for it to reduce 

again and cause the system to re-transit the zone. The hysteresis band is not particularly wide the 

wind speed has only to change by around 0.15ms-1 in either direction for a re-crossing of the 

forbidden zone to occur. This sort of wind variation is not at all unlikely and so there is room here 

for further study in the form of an examination of the effect of multiple crossings of the forbidden 
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zone. Further the effect, in terms of loss of energy yield, of increasing the size of the hysteresis band 

could be examined. The rapid acceleration of the system during the transit of the forbidden zone 

may have some implications as to reliability in other areas of the WT, where mechanical reliability 

is paramount. Drivetrain elements such as the gearbox, bearings and the electrical machine itself 

may be affected by this acceleration across the forbidden zone and especially if this was to occur 

often or in rapid succession. Also it is yet to be ascertained what would result if the wind speed was 

to change markedly during the crossing of the forbidden zone.  

These dynamic issues regarding operation of the new control algorithm within the WT could be 

analysed and any lifetime effect of mechanical stressing determined. As the WT is constantly 

subjected to varying rotor speeds it seems unlikely that any lifetime effect would be significant. 

Nevertheless, comparison could be made between this lifetime effect and the gain in lifetime 

resulting from operation of the new controller. 

The findings of the current work will be combined with a more realistic lifetime model developed 

by colleagues at Warwick University and a journal paper submitted. 
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