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Abstract
This thesis proposes a novel method to implement universal quantum gates for photonic qubits using the strong dipole-dipole interactions present in a cold gas of Rydberg atoms and the control offered by microwave fields. By means of electromagnetically induced transparency (EIT) we store the information encoded in photonic qubits as Rydberg excitations, and then couple these to neighbouring states using microwaves. Microwaves alter the range of the dipole-dipole interactions between the excitations, and a suitable geometrical arrangement of the excitations in the cloud leads to a controlled $\pi$ phase shift in the system’s wavefunction, the basis of the universal gates proposed. After processing, the excitations in the medium are later retrieved as photons.

A theoretical description of the implementation of a 2-qubit universal gate is presented and a numerical analysis shows the feasibility of its implementation in a cold cloud of Rubidium atoms. A scheme is also proposed to construct more general gates with applications in quantum information processing. These schemes have been made possible by the analysis of recent experiments performed in the group. This analysis is repeated here, along with the characterization of parts of the detection system required to obtain them.
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Chapter 1

Introduction

The aim of this thesis is to show a scheme to implement universal quantum gates that use photonic qubits and Rydberg atoms.

In this Chapter, the relevance of the work is put in the context of classical and quantum information processing (QIP). Then, the reasons for choosing photons as carriers of quantum information (QI) and Rydberg atoms to provide the processing of the information are explained. The Chapter finishes with an overview of the rest of the thesis.

1.1 Quantum information processing

In the same way that people like Babbage, Lovelace, von Neumann, Zuse, Turing, and Shannon [2–5] developed information theory and computing machines during the 19th and 20th centuries, people in this century aspire to harness the power of the quantum world to understand quantum information theory and apply it to solve problems.

The pioneers of classical computing were interested in constructing a general-purpose computing machine able to solve problems, which did not need to be rebuilt every time they changed the problem to solve.
However, some problems that people are interested in solving are hard to compute using current technology. One example of hard simulation is that of a complex, strongly correlated quantum-mechanical system [6]. These simulations are used to design advanced materials such as high temperature superconductors. Simulating a quantum system with a small number of quantum objects is feasible, and scientists do so routinely all around the world using desktop computers; however, as Feynman pointed out [7], increasing the number of quantum objects to simulate also increases the memory and processing requirements to perform computations exponentially, and the specifications of even the fastest supercomputers are rapidly surpassed. Another example of these hard computations is the factorisation of large numbers into their prime number representation [8] - which is a problem in cryptography that many governmental and non-governmental institutions are interested in.

The notable properties of quantum mechanics led Feynman [7] and others to propose a new type of computational device. This type of computer would be able to simulate efficiently any other quantum system: a quantum simulator. Along the same lines, Deutsch [9] proposed a computing architecture that generalises that of Turing’s [3], and suggests the use of quantum gates in the same way a Turing machine does.

The marriage of quantum mechanics and information and computational complexity theory promises interesting developments. There are many problems in which a quantum computer could surpass the performance of a classical one: Shor’s algorithm [10] presents a way to factorise big numbers, which is the key element in current cryptographic systems; Grover’s algorithm [11] allows a quadratic speedup in searching an unsorted database[1] etc. [13, 14].

Implementing the ideas behind quantum computation (QC) is a different

---

[1] Which is only a linear problem but one which has a general interest with the increasing data requirements in business and administration contexts [12].
issue, and a *universal quantum computer* does not exist yet\[2\]. Di Vincenzo \[16\] put forward a set of criteria that a physical system needs to fulfill if it is to implement a quantum computer:

- A scalable physical system with well-defined qubits
- The ability to initialise the state of the system to a pure state
- Long decoherence times
- A universal set of quantum gates
- Selective qubit measurement

The three following criteria are of particular importance when deciding on a system to build a quantum computer. One is the identification of well-defined qubits: that is, we need to identify a physical system able to encode QI that abides by quantum mechanical rules. The second one is long decoherence times: the decoherence is a measure of the detrimental effect that the environment has on the preservation of QI and correlations; a long decoherence time is required to perform computations on the QI before decoherence renders it unusable. Finally, we need a universal set of quantum gates, which is one whose elements can approximate any unitary operation with arbitrary precision \[17\]. The other two criteria are requirements to be able to start a computation (initialise the system to a pure state), and to be able to read the results of the computation (selective qubit measurements).

Although it is still not clear when QC and other related technologies obtain their advantage over classical computation in certain problems, people often talk about “resources” that can be harnessed towards certain tasks. Most of these rely on the coherence properties of joint systems. Examples

---

2 Even if building a general purpose quantum computer is hard, it is not necessary to demonstrate, in the mean time, the speed-up offered in the quantum domain in certain hard problems \[15\].
of these resources are entanglement [18, 19], discord [20, 21], or negative-quasiprobabilities [22].

Of course this is not the only proposal for QC, with other examples being adiabatic QC [23], more similar to Feynman’s idea to an analogue quantum computer; or topological QC [24], where the nonlocal encoding of the QI in multiquasiparticles makes these machines immune to errors created by local perturbations. However, in this thesis we are interested in the particular mode of computation called gate based quantum computation, or the quantum-circuit model.

1.2 The role of decoherence: light as an ideal carrier of quantum information

A common drawback of using quantum properties to perform tasks is the irreversibility of the measurement process and the susceptibility of these systems to decoherence. Whenever a measurement of a system is performed, the subtle coherences encoded in the system disappear, and the systems irreversibly collapse to a (classical) state that can be observed⁴. On performing quantum computations, one needs to retain these coherences during the unitary evolution of the system. We need strong measurements to read out the results of a computation, which means a system that interacts strongly upon readout; however, if the coupling between the system and its environment results in quantum information being leaked to the environment, those coherences also vanish, damaging the computation process. The loss of these correlations between parts of the system is termed decoherence. In words of Timoty P. Spiller [26]: “If you keep opening the oven door to see what’s happening, or the door fits badly so heat leaks to the environment, your soufflé

⁴ Other type of weak measurements are possible [25], but they are beyond the scope of this thesis.
Decoherence can be minimised if QI is encoded in physical systems that interact weakly with the environment, such as light. By minimising their interaction, we minimise the information exchange between the important pieces for the computation and the (uncontrolled) rest of the universe. In this sense, photons (elementary excitations of the electromagnetic field modes) are ideal for encoding QI processing: while interacting relatively weakly with nonresonant matter, photons can encode QI in many ways (polarisation, orbital angular momentum (OAM), spatial and temporal degrees of freedom, etc.); furthermore, they also travel as fast as it is physically possible, thus allowing easy communication between processing units.

Processing usually involves an exchange of information between different parts of a bigger system, so strong interactions of some kind are required to implement deterministic processors. Other kind of probabilistic processing of photonic qubits is possible \[27, 28\], in which the nonlinear processing power is achieved via postselection or feedback using auxiliary photons. However, the probability of success of multiqubit gates is strictly less than one \[29\], which makes concatenating several of these gates very inefficient.

However, strong interactions are not the panacea. For example, it was postulated that \textit{Self-} and \textit{Cross-phase modulation}, based on the Kerr effect \[30\], could be used to create universal quantum gates \[31\] when acting on a bipartite degree of freedom of light\(^4\). In most media these interactions are very weak, which means that we can say different photons do not interact. However, when the Kerr effect is so strong that one photon wavepacket could impose a sizeable phase shift\(^5\) to another one, the interaction changes the wavepacket modal structure, which should be preserved for high-fidelity

\(^4\) A bipartite degree of freedom is one that requires two modes for its description, such as polarisation, or the two spatial modes of light after a beamsplitter \[32\].

\(^5\) We refer here to the phase shift of the electromagnetic field in a given spatio-temporal mode, like the one acquired when the mode traverses a slab of transparent material with an index of refraction different from that of free space \[28\]. A description of the spatio-temporal modes of a photon wavepacket is given in Chapter 4.
quantum gates [33, 34].

Thus, the realisation of optical QC requires another medium to provide the strong interactions required for QIP.

1.3 Rydberg atoms and strong interactions

Many physical systems present the strong interactions required to implement QI processors: superconducting circuits, nuclear magnetic resonance, trapped ions, atoms in cavities, etc.; however, each of these systems has its advantages and drawbacks, and currently none of them seems to fulfil all of the requirements for scalable QIP when taken alone [35]. This is the reason for the increasing interest in the interfaces between different systems. There is much theoretical and experimental research directed towards harnessing the advantages of strongly interacting systems to perform computations, and combining them with weakly interacting systems (usually light) to solve the problem of communication and long-term storage of QI [36].

In this thesis, Rydberg atoms play the role of a strongly interacting system that can be interfaced with light to implement universal gates, the building blocks for QIP tasks.

1.3.1 Rydberg atoms

Rydberg atoms have been important in the development of quantum theory (e.g. [37, 38]) since Rydberg started studying the spectra of atoms. He discovered a pattern in the spectra of atomic species under certain conditions which allowed him and others to simplify the description of the behaviour of electrons absorbing and emitting radiation in atoms.

While working on a formula to simplify some spectroscopic results Rydberg found that, at least for the simplest spectra, you could write the relationships
between different spectral series in terms of the wavenumbers $k$ of the light emitted \[39\]. This particular representation was key in the development of quantum mechanics \[40\], since the wavenumber is proportional to the frequency of light, $E \propto k = \nu/c$, and thus a direct link with electronic energy levels could be made.

An atom in a Rydberg state (or a Rydberg atom) is one where one or more electrons have been excited to have a high principal quantum number $n$. In these states, where the electron is far away from the nucleus and weakly bound, the energies show approximately an inverse square law $E = -R/(n^*)^{-2}$, where $R = 10973731.568 \text{ m}^{-1}$ is the Rydberg constant \[41\], and $n^*$ is called the effective principal quantum number. In the (simplest) case of Hydrogen, a positively charged core provides with a $-1/r$ potential for an orbiting single negative charge (the electron), and $n^* = n$. However, in the case of multi-electron atoms, closed electron shells can screen the nuclear charge. Since the orbit of low angular momentum states ($l \leq 3$) is very elliptic, it can penetrate the closed electron shells; therefore, the potential the valence electrons observe is modified from the ideal Coulomb potential at short range. The valence electron can also polarise the inner electrons. Combining these two effects increases the binding energy of the low angular momentum states, and the deviation of the energies with respect to the equivalent Hydrogenic states can be described simply with the introduction of the ($l$-dependent) quantum defects ($\delta_l$) that modify the principal quantum numbers $n^* = n - \delta_l$ \[42\] \[43\].

This simplicity in the description, alongside the exaggerated properties derived from the large distances between the electrons and the nucleus, have attracted the attention of atomic physicists. In the last quarter of the twentieth century, renewed interest put Rydberg atoms into the focus of research by several groups.

\[6\] In the rest of this Thesis, the energies of the Rydberg series of Rubidium have been calculated using the quantum defects in \[43\]
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During the 80s, Haroche and others studied the interaction between microwaves and cold atoms in cavities, leading to the field of cavity quantum electrodynamics (CQED) (see, for example, [44, 45]). These, and other experiments, led him to win the Nobel prize in 2012.

Other groups, such as Gallagher’s and Pillet’s, studied ensembles of cold atoms to reveal the nature of the interactions between these highly excited atoms, and their properties when placed in different kinds of electromagnetic fields [42, 46, 47].

Nowadays, a substantial community of scientist study the properties of Rydberg atoms. First of all, there are studies regarding the properties of the interactions between Rydberg atoms and their detection [48–53] which provide the basic data and models to understand Rydberg phenomenology. Related to these are those which aim at understanding the relationship between Rydberg atoms and their environment [54–56]. Further to these studies, there are groups interested in pairing Rydberg atoms with other Rydberg or ground state atoms to form Rydberg molecules [57–59]. These kind of studies form the basic building blocks of Rydberg Atomic and Molecular Physics.

Additionally, the marriage of the field of Rydberg physics with other areas of physics is a fruitful one. The extraordinary sensitivity of Rydberg atoms to external fields make them very appropriate for applications in metrology [60–62]. The ideas of Rydberg dressing [63, 65] and dipole blockade [66, 68] provide the basis of many ideas related to QIP (such as universal gates for atomic qubits [69]) and quantum simulation [70–75]. Specially relevant to this thesis is the relatively novel field of nonlinear and quantum optics in Rydberg atom systems [1, 76–88].
1.4 Towards photonic QIP using Rydberg atoms

The idea of exploiting the large dipole-dipole (DD) interactions between Rydberg atoms for photon processing has been analysed theoretically for a variety of scenarios [72, 89–91]. In general this interaction is dissipative, although dissipation can be reduced at the cost of interaction strength by detuning off-resonance [78, 92]. An additional problem is the implicit link between the interaction and propagation, which inevitably leads to a distortion of the photon wave packet and thereby precludes the realisation of high fidelity gates [33, 34]. Quantum gate protocols based on Rydberg atoms have been proposed [93] and realised [94, 95] where the information was encoded in the ground state of the atoms instead of photons.

In a simplified way, the method proposed in this thesis to process photonic qubits in a gas of Rydberg atoms starts with coherently mapping the information carried by the photons onto Rydberg states; then we use the strong dipole-dipole interactions present in the atoms, alongside their strong interactions with microwave fields, to control the effective interactions between the photons; finally, we map the information back into photons, that we measure, and which should have the signature of the interactions.

The first Chapters of this thesis are devoted to the the theory behind the proposal. Chapter 2 is a brief description of the interactions between atoms and light, and provides the basis to understand the interface between photonic qubits and the medium in which they are stored. Chapter 3 reviews some of the properties of Rydberg atoms, especially those related to the strong dipole-dipole interactions they show. In Chapter 4 we review the quantisation of the EM field, and describe the importance of correlation measurements in inferring the quantum nature of the states of light. This Chapter provides the basis to understand some results in Chapter 5 and Chapter 8. Chapter 5 is devoted to a theoretical explanation of the results of recent experiments [1, 86] based on the combination of photon storage in Rydberg states, and
the dynamics generated by microwave fields resonant with a transition in the Rydberg manifold. The main proposal of a universal two-qubit quantum gate \cite{74} is presented in Chapter \ref{ch6} and an extension to multiple qubits is presented in Chapter \ref{ch7}.

In Chapter \ref{ch8} we review and characterise a system to obtain the autocorrelation function $g^{(2)}$, which is a fundamental measure of the statistics of the retrieved photons, and a tool to analyse the output of recent experiments performed in the group \cite{1,86}.

Finally, in Chapter \ref{ch9} we provide a summary of the thesis. We discuss some of the future developments of the experiment, and highlight some outstanding questions in the field.
Chapter 2

Atom light interactions

Our proposal of an all-optical quantum processing unit relies on obtaining nontrivial, controlled photon-photon interactions.

Even if the superposition of photons in a beamsplitter can arguably be seen as a trivial or weak\(^1\) probabilistic interaction, it can give rise to non-trivial photon outputs via postselection (see, for example, [27]). However, implementing a full quantum processor using probabilistic gates and postselection becomes inefficient quickly when a large number of gates are needed. This problem can be solved (at least partially) by realising nontrivial photon-photon interactions in a (quasi)deterministic way. We can achieve this objective by mapping the state of the photons into a medium that shows strong, controllable interactions in a deterministic way.

Mapping the state of photons into matter in a reversible way is a known

\(^1\) When indistinguishability is combined with the bosonic nature of the photons, the superposition principle gives rise to interference in the output of a beamsplitter [96]. In the same way we do not talk about (water) waves obeying the superposition principle to be “interacting” when they interfere, we consider parts of a subsystem to be interacting when the description of the system cannot be understood by looking at the different components alone (e.g. by adding terms in the Hamiltonian describing the system’s evolution). In this sense, quantum statistics is an inherently collective property, which might alter the population of the different energy levels in the system, thus altering the overall energy of the system; however, it does not alter the energy levels themselves, and thus should not be considered as an interaction per se. Photon-photon interactions can be considered in QED via the Euler-Heisenberg Lagrangian [97], and optical photons have scattering cross section of \(\sigma_{\gamma\gamma} \sim 1.8 \cdot 10^{-69} \text{ cm}^2\). A small number, indeed.
problem. Using different methods, such as photon-echo, controlled reversible inhomogeneous broadening, the Duan-Lukin-Cirac-Zoller (DLZC) protocol, etc. (see [98]) the state of the light has been stored at the single photon level in solid state (e.g. [99]) and gaseous media (e.g. [100, 101]), with lifetimes up to several minutes [101–104]. Different groups have already stored the states of light encoded in different degrees of freedom like polarisation [105], photon number [106] and orbital angular momentum [107].

One of these methods is electromagnetically induced transparency (EIT), which uses the coherences in three level systems to store photons at the single photon level as “dark-state polaritons” [108–110].

In this chapter, we briefly describe the salient features of two- and three-level systems interacting with electromagnetic fields. We focus our attention on the propagation of light under the conditions of EIT, and the impact of different parameters (such as the detuning, the optical depth and Rabi frequencies) in this process in the phase-gate proposal described in Chapter 6.

2.1 Atom-light interaction basics

When the electric field $\mathbf{E}$ of monochromatic light with frequency $\omega$ propagates through a linear dielectric medium, the medium acquires a polarisation $\mathbf{P}$ given by

$$\mathbf{P}(\omega) = \epsilon_0 \chi(\omega) \mathbf{E}(\omega),$$  \hspace{1cm} (2.1)

where $\chi$ is the electric susceptibility of the medium and $\epsilon_0$ is the vacuum permittivity. This constitutive law represents a relationship between the macroscopic quantities $\mathbf{E}$ and $\mathbf{P}$. However, it is possible to draw a connection with the microscopic behaviour of the (material) system by noting that the polarisation is nothing more than the average dipole moment, $\langle \mathbf{d} \rangle$, per unit volume of the dielectric material, $\mathbf{P} = \langle \mathbf{d} \rangle / V$. electric the
Assuming that wavelength of the light is much larger than the distance between the electron and the nucleus in the atoms (the electric dipole approximation) we can write the Hamiltonian governing the light-matter interaction as

\[ H_{\text{int}} = -\mathbf{d} \cdot \mathbf{E}, \quad (2.2) \]

\[ \mathbf{d} = \sum_n \sum_{m<n} \mathbf{d}_{mn} |m\rangle \langle n| + \mathbf{d}_{nm} |n\rangle \langle m|. \quad (2.3) \]

Depending on the different microscopic models of the material under consideration, it is possible to derive the material’s response to the light’s electric field by following the von Neumann equation

\[ \frac{\partial \rho}{\partial t} = \frac{1}{i\hbar} [H, \rho]. \quad (2.4) \]

This equation describes the unitary time evolution of the density operator of the system, \( \rho \), generated by the Hamiltonian \( H \). To account for dissipative processes such as spontaneous emission, whilst preserving the normalisation of the density operator, it is possible\(^2\) to convert \( (2.4) \) into a master equation by the addition of a Lindblad operator:

\[ \frac{\partial \rho}{\partial t} = \frac{1}{i\hbar} [H, \rho] + \hat{\Gamma}. \quad (2.5) \]

The Lindblad operator

\[ \hat{\Gamma} = \sum_n \sum_{m<n} \sigma_{mn} \rho \sigma_{mn}^\dagger - \frac{1}{2} \left\{ \rho, \sigma_{mn}^\dagger \sigma_{mn} \right\}, \quad (2.6) \]

expresses the dissipation of the system coupled to a reservoir. The operators \( \sigma_{mn} = c_{mn} \sqrt{\Gamma_n} |m\rangle \langle n| \) are called lowering operators, and represent the transition from \( |n\rangle \) to \( |m\rangle \). The total decay rate out of state \( |n\rangle \) is \( \Gamma_n \), and \( |c_{mn}|^2 \)

\(^2\) An alternative approach is the Monte Carlo wave function method, based on solving the Schrödinger equation and adding “quantum jumps” to account for dissipation.\(^3\)
is the branching ratio of that decay towards state $|m\rangle$.

Therefore, to understand the effect that this propagating electric field has in the system, we should answer the following two questions:

- what is the mathematical description (density matrix $\rho$) of the system under consideration?

- what is the effect of $E$ on the Hamiltonian describing the evolution and the susceptibility?

Finally, since (2.4) only provides partial information – namely, the action of light on matter – another equation is required to connect the effect that matter has on the electromagnetic field propagating through it. This is the Maxwell wave equation

$$\left(\frac{\partial^2}{\partial t^2} - c^2 \frac{\partial^2}{\partial z^2}\right) E = -\frac{1}{\epsilon_0} \frac{\partial^2}{\partial t^2} P.$$  (2.7)

The relationship between the properties of propagating light and the microscopic properties of the medium come through the refractive index $\hat{n} = \sqrt{1 + \chi}$.

Equation (2.1) is a linear response [113] equation, in which the field $E$ causes a polarisation $P$ of the material, which responds via its susceptibility $\chi$. This reaction depends, as we have said, on the microscopic details of the system via the dipole operator $d$. Applying a Fourier transform to (2.7) in the time domain, we obtain

$$\left(\frac{\partial^2}{\partial z^2} + \frac{\omega^2}{c^2} \hat{n}^2\right) E(\omega) = 0,$$  (2.8)

with $\omega = 2\pi/t$. The solution of this equation in the monochromatic case is of the form

$$E(z) = E(0)e^{k_0 f n_R dz} \cdot e^{i(k_0 f n_R dz - \omega t)}.$$  (2.9)

Here, $\hat{n} = n_R + i n_I$, and $k_0$ is the wavevector in vacuum of the light with
frequency $\omega$. Therefore, the imaginary part of the refractive index affects the amplitude of propagating electric fields, and the real part affects their phase.

If an incoming collimated, monochromatic electric field $E(z=0) = E_0$ and intensity $I = \frac{\epsilon_0 c \hat{n}^2}{2} E^2$ enters the medium with homogeneous $\hat{n}$, its intensity decreases exponentially according to the \textit{Beer-Lambert law},

$$\frac{I(z=L)}{I(z=0)} = e^{-\text{OD}},$$  \hspace{1cm} (2.10)

where the \textit{optical depth}, $\text{OD} = 2k_0n_L$, is a measure of the probability of the photons to interact with the medium and being scattered.

Together, (2.5) and (2.7) constitute the Maxwell-Bloch equations\footnote{Analogous to the Bloch equations, that describe the dynamics of a nuclear spin in a magnetic field.} of the system, and they describe the evolution for both the system and the field propagating through it.

In the following sections we will briefly describe the characteristics of Maxwell-Bloch equations and their solutions in the case of two- and three-level systems.

\section*{2.2 Two-Level system}

\subsection*{2.2.1 Material system}

The simplest material system is that of a two-level system. In our case this system can be the idealisation of an atom in the ground state interacting with a laser field that couples the ground state to an excited state. As the name suggests, it is composed of two levels: $|a\rangle$ is the ground state with energy $E_a$, and $|b\rangle$ is the excited state, at energy $E_b$ (shown in Figure 2.1 (left)). Their energy difference is $E_{ba} = \hbar\omega_{ba}$. Population in the excited level can spontaneously decay to the ground state with a rate $\Gamma_b$. The state of this
system is described as $|\psi\rangle = c_a |a\rangle + c_b |b\rangle$, where $c_a$ and $c_b$ are the probability amplitudes of the system being in $|a\rangle$ and $|b\rangle$ (respectively), which satisfy $|c_a|^2 + |c_b|^2 = 1$.

In this simple case, we will assume that the light field (called probe) is a single-mode, monochromatic field with angular frequency $\omega_p$ and with an amplitude $E$. The coupling between light and the two-level system is represented by the Rabi frequency $\Omega_p = d_{ab} \cdot E/\hbar$.

Following (2.5), it is possible to obtain the evolution of the system using the density operator $\rho = |\psi\rangle \langle \psi|$. In this case the polarisation of the medium with a density $\rho_0$ is its response to the electric field of the incident, monocromatic light

$$P = \sum \rho_0 |d_{ab}\rho_{ab} \exp(-i\omega_p t) + \text{h.c.}|,$$

(2.11)

where h.c. represents the harmonic conjugate of the term within the brackets.

The energy of an electric dipole in an electric field is

$$H_{\text{int}} = -d \cdot E.$$

(2.12)
Assuming a real, scalar electric field $E = E_0 e^{i\omega_p t} + E_0^* e^{-i\omega_p t}$, this gives rise to rapidly rotating terms in the equation (2.5).

At this point, we resort to an approximation called the Rotating Wave Approximation (RWA). You can read more about this approximation in [114], but the basic idea is that, by looking at the dynamics from a frame of reference that is co-rotating with the light field, we can identify and eliminate the fast, counter-rotating terms in the dynamics which violate energy conservation [115], and that, under usual experimental conditions, average out to zero. This introduces a detuning in the description, $\Delta_1 = \omega_p - \omega_{ba}$, that measures the difference between the laser frequency and the frequency of the transition, which is zero when the field is resonant. Thus, the Hamiltonian, generator of the unitary evolution in (2.5), becomes

$$H_{2LS} = \frac{\hbar}{2} \begin{pmatrix} 0 & \Omega_p \\ \Omega_p & -2\Delta_1 \end{pmatrix}.$$  \hspace{1cm} (2.13)

The decay in this system is described using the operator $\sigma_{ba} = \sqrt{\Gamma_b} |b\rangle \langle a|$. The off-diagonal dephasing terms in the master equation (2.5), $\Gamma_b/2$, are affected by the finite linewidth of the probe light $\gamma_p$, and we can write them as $\gamma_b = \Gamma_b/2 + \gamma_p$ [116].

In the steady state, when this two-level system is strongly driven, the excited-state population probability distribution is given [117] by the Lorentzian

$$\rho_{bb}^{\text{steady}} = \frac{1}{2} \frac{\gamma_b \Omega_p^2}{\gamma_p^2 \gamma_b + \Gamma_b (\Delta_1^2 + \gamma_b^2)}.$$  \hspace{1cm} (2.14)

This distribution is close to $1/2$ if the driving is much stronger than the linewidth ($\Omega \gg \Gamma_b$) and the field is on resonance ($\Delta_1 = 0$), and close to zero if either the lifetime or the detuning are much bigger than the driving ($\Gamma_b, |\Delta_1| \gg \Omega$).
2.2.2 Rabi oscillations

It is difficult to give closed analytic solutions of (2.5) for the general two-level system with Hamiltonian (2.13). The dynamics described by (2.13), in the absence of strong damping, leads to oscillations in the population between the ground and excited states, called Rabi oscillations. If we neglect the effect of spontaneous emission, $\Gamma_b = 0$, and in the case of the light field being resonant with the the solution of (2.4), when the initial population is in $|a\rangle$, gives an excited state population

$$\rho_{bb}(t) = |c_b(t)|^2 = \sin^2 \left( \frac{\Omega_p t}{2} \right).$$

(2.15)

This equation shows that the larger the Rabi frequency $\Omega_p$, the faster the cycling of the population between levels $|b\rangle$ and $|a\rangle$.

In this ideal case, a so called $2\pi$ pulse (a pulse of light of a certain duration $t_{2\pi}$ and power to give $\Omega_p \cdot t = 2\pi$) sends the population back to the original state, $\rho_{bb}(t_{2\pi}) = \rho_{bb}(0)$. However, even if the population has undergone a full rotation, it is simple to show that the state coefficient changes sign, $c_b(t_{2\pi}) = -1 \cdot c_b(0)$. This change of sign is of paramount importance in the inner workings of the phase-gate, as shall be explained in Chapter 6.

2.2.3 Susceptibility

The two previous sections have dealt with the material two-level system, but we have so far neglected what happens to the light that is propagating. Since for small $|\chi| \ll 1$, $\hat{n} = \sqrt{1 + \chi} \approx 1 + \frac{1}{2} \chi$, determining $\chi$ determines the response of the system to light via (2.7).

The steady-state of the Maxwell-Bloch equations for the two-level system in the weak-probe regime \[114\] shows a relationship between the susceptibility

\[4\] See Appendix \[113\] for details.
and \( \rho_{21} \) via (2.1) and \( \langle d \rangle = \text{Tr} \{ \rho, d \} \):

\[ \chi = -2 \frac{d_{ba}^2 \rho_0 \rho_{ba}}{\epsilon_0 \hbar \Omega_p}, \]

(2.16)

\[ = \frac{d_{ba}^2 \rho_0}{\epsilon_0 \hbar} \frac{i \gamma_b - \Delta_1}{\Omega_p^2 / 2 + \Delta_1^2 + \gamma_b^2}. \]

(2.17)

The imaginary part of the susceptibility, \( \chi_I \), is a Lorentzian lineshape, with an effective width \( \Gamma_{\text{eff}} = \sqrt{\gamma_b^2 + \Omega_p^2 / 2} \), and centered at \( \Delta_1 = 0 \). According to the definition of the optical depth, this means that light propagating through the medium is more strongly absorbed when resonant with the two-level transition frequency. Conversely, when the light frequency is far off-resonance (\(|\Delta| \gg \max(\gamma_b, \Omega_p) \)), the medium shows lower opacity.

Regarding the real part \( \chi_R \), the medium shows a region of anomalous dispersion near resonance; that is, the refractive index is reduced with increasing frequency (\( dn/d\omega < 0 \)). Although it is not relevant in the present case, due to strong absorption present in the region where this occurs, we note that strong anomalous dispersion can give rise to so called superluminal propagation [119].

### 2.3 Three-Level system

The phenomenology associated with three-level systems has been described extensively in the literature. One of these phenomena is electromagnetically induced transparency [108, 110, 120], which allows for a medium to become transparent on resonance and a resonant probe beam to be stored in the medium. In this section we briefly review the salient features of three-level systems interacting with two resonant electromagnetic fields, and describe the conditions under which the quantum state of light can be stored in the medium.
2.3.1 Material system

The system under consideration consists of three levels, $|a\rangle$, $|b\rangle$ and $|c\rangle$, with energies $E_i = \hbar \omega_i$ for $i \in (a, b, c)$, in a ladder configuration (Figure 2.2); these levels are coupled via the probe and coupling light beams. The probe beam is almost resonant with the transition $|a\rangle - |b\rangle$, with frequency $\omega_p$ and detuning $\Delta_1 = \omega_{ba} - \omega_p$. The coupling beam is almost resonant with the transition $|b\rangle - |c\rangle$. Its frequency is $\omega_c$, and the two-photon detuning (taking into account the single-photon detuning $\Delta_1$ is $\Delta_2 = \hbar (\omega_c - \omega_a - (\omega_c + \omega_p))$.

The spontaneous decay rate from level $|b\rangle$ is given by $\Gamma_b$, and the metastable state $|c\rangle$ has a linewidth $\Gamma_c \ll \Gamma_b$.

The Hamiltonian evolution is governed by

$$H_{3LS} = \frac{\hbar}{2} \begin{pmatrix} 0 & \Omega_p & 0 \\ \Omega_p & -2\Delta_1 & \Omega_c \\ 0 & \Omega_c & -2\Delta_2 \end{pmatrix},$$

(2.18)

where the dynamics is described with the rotating wave approximation in the rotating frame of the laser frequencies \cite{121}. The decay terms of the Lindblad operator in (2.5) are written using the operators $\sigma_{ba} = \sqrt{\Gamma_b} |b\rangle \langle a|$ and $\sigma_{cb} = \sqrt{\Gamma_c} |c\rangle \langle b|$. In the rest of the section we discuss the effects this system presents, from the point of view of the matter system and that of the EM field.

2.3.2 Coherent population trapping

The evolution of the three-level system via (2.5) leads, under the condition of two-photon resonance ($\Delta_2 = 0$), to a phenomenon called coherent population trapping (CPT) \cite{121, 122}.\"
Figure 2.2: (Left) Excitation scheme for a three-level system. It differs from the two-level system in that it adds a coupling laser almost resonant with the transition $|b\rangle \leftrightarrow |c\rangle$. The two-photon detuning is $\Delta_2$, and the decay from the upper state is $\Gamma_c$. (Right) Susceptibility of the three-level system. The strong lines show the real (top) and imaginary (bottom) susceptibilities of the system with parameters $\Omega_c = \Gamma_b = 100\Omega_p = 1000\gamma_c$, normalised to the maximum of $\text{Im}[\chi]$. The weak lines show the susceptibilities of the corresponding two-level system ($\Omega_c = 0$).

This phenomenon can be understood by looking at the eigenstates of (2.18):

$$|B_+\rangle = \sin \theta \sin \phi |a\rangle + \cos \phi |b\rangle + \cos \theta \sin \phi |c\rangle,$$

$$|B_-\rangle = \sin \theta \cos \phi |a\rangle - \sin \phi |b\rangle + \cos \theta \cos \phi |c\rangle,$$

$$|D\rangle = \cos \theta |a\rangle - \sin \theta |c\rangle,$$

where $\theta$ and $\phi$ are the mixing angles defined by [110]

$$\tan \theta = \frac{\Omega_p}{\Omega_c}, \quad \tan 2\phi = \frac{\sqrt{\Omega_p^2 + \Omega_c^2}}{\Delta_1}.$$

The probe laser only couples to the states $|B_{\pm}\rangle$, which are split in energy by $\lambda_{\pm} = \frac{\hbar}{2} \left( \Delta_2 \pm \sqrt{\Omega_c^2 + \Omega_p^2 + \Delta_1^2} \right)$ [110, 123]. Under the conditions of two-photon resonance the probe laser is not absorbed because the coupling to the states $|B_{\pm}\rangle$ have equal magnitude but opposite signs, undergoing destructive interference. Additionally, $|D\rangle$ does not contain any contribution from $|b\rangle$, and thus does not radiate; for this reason, it is sometimes called a dark-state. The states $|B_{\pm}\rangle$ radiate to populate $|D\rangle$ on a timescale of $1/\Gamma_b$, and since
it does not interact with the probe beam anymore, the population becomes trapped in this state. When $\Omega_c \gg \Omega_p$, the dark-state is predominantly composed by the ground state $|D\rangle \sim |a\rangle$; once in this state, turning the coupling field off makes the state of the system follow adiabatically the dark-state, which becomes $|D\rangle \sim |c\rangle$. The relevance of this population transfer from $|a\rangle$ to $|c\rangle$ will become relevant in the following two sections.

### 2.3.3 Electromagnetically induced transparency

As we have mentioned, an interference of decay pathways from $|B_{\pm}\rangle$ prevents resonant probe light from being absorbed by the medium. Thus the medium, previously opaque to the probe light, becomes transparent after the addition of the second, coupling, light field.

Under the conditions of weak-probe, it is possible to neglect the contribution of $\rho_{ac}$ in the susceptibility for the three-level system, and (2.16) applies. Solving the Maxwell-Bloch equation in this case gives [124]

$$\chi = -2d^2_{ba}\rho_0\rho_{ba}/\epsilon_0\hbar\Omega_p,$$

$$= \rho_0\sigma/(\gamma_b - i\Gamma_1 + \Omega_c^2/(4(\gamma_{ca} - i\Delta_2)),$$

where the effect of the finite linewidth of the probe ($\gamma_p$) and coupling ($\gamma_c$) lasers have been added to the dephasing terms $\gamma_{ca} = \Gamma_c/2 + \gamma_p + \gamma_c$ [116], and $\sigma = k_0d^2_{ba}/(\hbar\epsilon_0\gamma_{ac})$ is the resonant absorption cross-section [121]. The real and imaginary parts of this function are shown in Figure 2.1. The main feature in the susceptibility, in the limit of $\gamma_c \to 0$ is that the imaginary part, responsible for absorption, shows a zero on resonance (i.e. transmission increases, $\chi_R(\Delta_1 = 0) = 0$). This effect on resonant light leads to the name *electromagnetically induced transparency* (EIT) [110, 125, 126]. The width
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of this transparency window, in the limit when $\gamma_{ca} = 0$, is given by [110]

$$
\Delta_{\text{EIT}} = \frac{|\Omega_c|^2}{\gamma_b}. \quad (2.25)
$$

We observe that the EIT window depends on $\Omega_c$, being broader the stronger
the coupling field. The spectroscopic properties of light propagating through
an optically thick medium do not depend only on the susceptibility of the
medium, but they change with the propagation length according to (2.10):

$$
T = \frac{I(z)}{I(0)} = e^{-2k_0n_0z} = e^{-\chi k_0 z}. \quad (2.26)
$$

Near resonance ($\Delta_1 = 0$), under EIT conditions in the optically thick
medium, the transparency window is described (to lowest order) by a Gaussian
with a width given by [121]

$$
\Delta_{\text{trans}} = \frac{|\Omega_c|^2}{\gamma_b \sqrt{\text{OD}}}, \quad (2.27)
$$

where the resonant optical depth $\text{OD} = \rho_0 \sigma L$ corresponds to that of the
two-level system $|a\rangle \leftrightarrow |b\rangle$ with absorption cross-section $\sigma$. According to the
Kramers-Kronig relations [127] (valid under the assumption of a causal con-
nection between $P$ and $E$), if an anomaly is present in absorption, an equally
important feature appears in the dispersion: the real part of the suscepti-
bility shows strong dispersion within the transparency window. The strong,
almost-linear dispersion with positive slope strongly reduces the group ve-
locity of the propagating light, $v_g \ll c$, being

$$
v_g = \frac{c}{1 + \frac{\partial}{\partial \omega} \text{Re} \chi(\omega)} \quad (2.28)
$$

$$
= \frac{k^2 (\Omega_c^2 + \gamma_{ca} \gamma_b)}{6\pi \rho_0 c \Gamma_b}, \quad (2.29)
$$

where the last equation is the solution for both lasers being resonant with
their respective transitions. As with the EIT transparency window, the group
velocity also depends on the coupling field Rabi frequency. In this case, reducing $\Omega_c$ reduces the group velocity in the medium. An inverse relation holds for the density $\rho_0$ of the medium; where a reduced density increases the group velocity.

In the context of the phase gate in chapter 6, (2.29) shows that decreasing $\Omega_c$ slows down the light passing through the medium; besides, as we have seen in section 2.3.2 when the dark-state is populated, reducing $\Omega_c$ transfers the population of the atomic system to $|c\rangle$. It is possible to describe these two concomitant effects in the dark-state polariton picture.

### 2.3.4 Dark-state polaritons

When light enters the medium under the conditions of EIT, it is compressed by a factor $c/v_g \gg 1$, but the electric field is constant [128]. The combined action of the probe pulse and the coupling light establishes a coherence between the levels $|a\rangle$ and $|c\rangle$ even at the single-photon level. It is possible to describe the combined state of light and matter in a field called dark-state polariton [109].

If we consider the probe field with quantised electric field $\mathcal{E}(z,t)$ propagating in the $z$ direction, and assume that the operators describing light and matter are suitably averaged over small but macroscopic volumes containing many particles, Maxwell-Bloch equations are analogous to that for the three-level system considered before. In this case, however, we need to define the atom-field coupling constant $g$ [126], also called the vacuum Rabi frequency [109]. Assuming the evolution of the system in the adiabatic limit, the propagation of a single quantum of light through a medium containing $N$ atoms follows a simple solution [108]

$$
\Psi(z,t) = \cos \vartheta(t) \mathcal{E}(z,t) - \sin \vartheta(t) \sqrt{N} \rho_{ca}(z,t) e^{i\Delta k z},
$$

(2.30)
where the mixing coefficients are

\[
\cos \vartheta(t) = \frac{\Omega_c}{\sqrt{\Omega_c^2 + g^2 N^2}}, \quad \sin \vartheta(t) = \frac{gN}{\sqrt{\Omega_c^2 + g^2 N^2}},
\]

(2.31)

The collective atomic component \((\sqrt{N \rho_{ca}})\) shows a phase grating, \(\Delta k \cdot z = (k_c - k_p) z\), given by the difference in phase from the quantum field wavevector \((k_p)\) and the parallel projection of the coupling field in the quantum field direction of propagation \((k_c = \vec{k} \cdot \vec{e}_z)\). This part of the polariton is commonly named the spin wave.

The dark-state polariton obeys a simple shape-preserving propagation equation [108] with velocity \(v_g = c \cos^2 \vartheta\),

\[
\left[ \frac{\partial}{\partial t} + c \cos^2 \vartheta(t) \frac{\partial}{\partial z} \right] \Psi(z, t) = 0,
\]

(2.32)

and it can be shown that its plane-wave decomposition, in the linear regime (where the excitation fraction is negligible), obeys bosonic commutation relations [108]. Even though we shall be interested in the single-photon case, we note that more complicated expressions exist for more general quantum states of the incoming light [109, 129, 130].

In light of the polariton picture, we can understand the connection between CPT and EIT: when the probe light propagates under the conditions of EIT, the photons from the probe field are borrowed to form part of the coherence between states \(|a\rangle\) and \(|c\rangle\). This rotates the dark-state in (2.21), initially in \(|a\rangle\), to a superposition between \(|a\rangle\) and \(|c\rangle\). When the probe pulse reaches its maximum, the rotation is reversed. The stronger the coupling field, the smaller the rotation of the dark-state, and the smaller the time for the adiabatic return process, resulting in a smaller pulse delay [110].
2.3.5 Photon storage

As seen in the previous section, if a pulse of light enters the medium under the conditions of EIT, it is possible to transfer the excitation to the medium with a fraction $\sin \vartheta$ of the polariton state. Therefore, if we vary the mixture angle until $\vartheta = \pi/2$, we can store the pulse of light in the medium.

If a Fourier-limited pulse of duration $\tau$ enters the medium of length $L$ in these conditions, it becomes compressed by a factor $c/v_g \gg 1$. The pulse to fit within the medium, its (compressed) length should be smaller than the length of the medium. Its initial bandwidth should not exceed the EIT bandwidth to avoid absorption, thus $\tau^{-1} \lesssim |\Delta_{\text{trans}}|$. Both conditions read $L > \tau v_g \gg v_g |\Delta_{\text{trans}}|^{-1}$, which determine that $\text{OD} \gg 1$ [121]. Additionally, a large OD facilitates fulfilling the adiabaticity condition [108].

Once the pulse is completely inside of the medium, it is possible to transfer population between $|a\rangle$ and $|c\rangle$ by adiabatically changing the coupling laser $\Omega_c \to 0$.

When we do so, we borrow the photons from the field and transfer them to $\rho_{ca}$, which takes atoms in the ground state and transfers them to $|c\rangle$, making $\vartheta = \pi/2$. In the dark-state picture of (2.21), this amounts to changing adiabatically the mixing angle from the initial $0 < \theta < \pi/2$ to $\theta = \pi/2$, while reducing $v_g \to 0$ [121]. The pulse of light is then stored inside of the medium.

As long as the process remains coherent [131], it can be reversed by increasing the coupling Rabi frequency again. However, if the atoms in the medium show random motions, the phase factors arising in the spin wave (2.30) change in a way that makes the retrieval of the polariton in the forward direction inefficient [132]. This dephasing can be lessened if one limits the motion of the atoms, either by lowering the effective temperature or by reducing their range of motion by trapping them in a lattice, for example.

Since photon storage happens at the quantum level and preserves coherences,
it is possible to use this process to store quantum information [109, 133–136]. The most important limiting factor for the storage of photonic quantum information is the optical depth of the medium [126, 137], thus great care should be taken to obtain an optically thick sample when designing an EIT quantum memory.

This storage/retrieval protocol has been used in combination with strong dipole-dipole interactions (see Chapter 3) to generate single photons from an atomic ensemble [1, 79, 82]. Some interesting phenomena arise when EIT is combined with strong dipole-dipole interactions like, for example, those present when the uppermost state of the ladder is a Rydberg state [76–78, 87]. In fact, photons propagating in this system are predicted to interact [72, 81, 82, 89]. However, a complete description of the process of storage and retrieval, with the dynamic change of coupling Rabi frequencies, in the case of multiple stored polaritons is still lacking [1, 79, 86].

2.4 Summary

As we have seen in this chapter, a near-resonant probe EM field interacting with a two-level system (e.g., an atomic transition) can cause the population to cycle between the two levels being coupled. The Rabi frequency is a measurement of how strong the interaction between an EM field and a certain atomic transition is. The stronger these interactions are, the faster the cycling between the two levels.

In a non-interacting, three-level system a phenomenon called electromagnetically induced transparency arises, whereby a medium becomes transparent to light resonant with a certain transition due to the presence of a coupling field.

The light propagates within a transparency window that depends on the strength of this coupling field, as well as the lifetime of the intermediate
state. While doing so we can describe the combined system atom-light in a unified picture: dark-state polaritons. They are an mixture of a (quantised) EM field and an atomic coherence that obeys bosonic commutation relations. It is possible to change the mixing angle between light and atomic coherence by changing the strength of the coupling field. When the dark-state polariton is fully an atomic coherence, its propagation comes to a stop; we can use this effect to store the quantum information carried by a photon in a medium, and read it out again coherently.
Chapter 3

Atom-atom interactions

The key to our all-optical quantum computation is the mapping of states of light onto atomic excitations (polaritons) and making those excitations interact, thereby providing an effective, controlled photon-photon interaction.

One type of interaction that could offer such degrees of freedom is the dipole-dipole interaction. Despite lacking a permanent dipole moment, a pair of atoms can show dipole-dipole interactions when they are excited via a dipolar transition. During the excitation, a temporary dipole is formed in each of the atoms, and the field produced by each of them affects the other, changing the energy required to excite both of them together.

Dipole-dipole interactions depend crucially on the strength of the dipoles generated during the excitation and also on the distance between the atoms. Atomic dipole-dipole interactions induced on the ground to first excited state transition are weak at usual cold-atom densities ($\rho \sim 10^{10} \text{cm}^{-3}$). To obtain dipole-dipole interactions that are comparable to the linewidths of usual transitions in one electron atoms, one either needs to have a very dense sample [138], where the interparticle distances are very small, or to excite atoms to states with high principal quantum numbers [42, 68], which exhibit large dipole matrix elements when coupled to neighbouring Rydberg states.
To obtain very dense samples, one can cool the sample until it reaches condensation ($\rho \sim 10^{14} \text{ cm}^{-3}$); alternatively, one could increase the temperature of the atomic reservoir in a hot atomic cell [138]. If one does the latter, however, the atoms move at high speeds, and coherent operations on the sample need to be fast to avoid thermal dephasing. When the interactions appear in very dense samples, the typical separation between atoms, $l$, is far below the diffraction limit ($l < \lambda/2$), making the addressing of individual excitations difficult to control.

On the other hand, Rydberg atoms [42] offer a way to use these strong interactions within a controllable system, due to the favourable scaling of the dipole-dipole interactions with principal quantum number $n$ (the energy shift is about $-140 \text{ GHz}$ for a pair of atoms separated by $1 \mu\text{m}$ at $n = 60$ in $^{87}\text{Rb}$ [139]). These interactions can be exploited in a variety of scenarios, such as to perform very sensitive electrometric measurements [61, 140], to create novel forms of matter [57–59] and light [81], to generate non-classical states of light [1, 79, 80] and to realise universal quantum gates [95, 141].

In this chapter, we first describe the interaction between two atoms as that of four charged bodies (two nuclei and two electrons), and how this interaction is not-negligible, to first order, between dipole-connected levels. Later we apply perturbation theory to derive second order effects, which affect energies of pairs of atoms excited to the same state with large $n$. For more details, an in-depth analysis of the interactions between the atoms can be found in [142].

### 3.1 Atom-atom interactions

For large $R$ (in the long-range region), we can write the Hamiltonian that describes the dynamics of two atoms at distance $R$ as

$$H = H_0 + H_{\text{int}}(R)$$

(3.1)
Figure 3.1: Two atoms and their electrons. Position vector of electrons 1 and 2 are labelled \( r_1 \) and \( r_2 \) respectively, and the distance between the nuclei is termed \( R \).

where \( H_0 \) denotes the energies of the (noninteracting) atoms\(^1\) and \( H_{\text{int}}(R) \) is the interaction Hamiltonian between the two atoms, which is assumed to be \( H_{\text{int}} \ll H_0 \). To obtain an appropriate description of the system, we first consider the eigenfunctions of the Hamiltonian \( H_0 \) and then construct solutions for the full Hamiltonian based on these functions.

We consider the case of one-electron atoms. Let us denote the atoms by 1 and 2, separated by a distance \( R \), each of them having one electron at positions \( r_1 \) and \( r_2 \) with respect to their respective nuclei, as seen in Figure 3.1. The standard eigenfunctions of \( H_0 \) for one electron atoms under \( LS \)-coupling, are

\[
\psi_{n,J,m}(r) = \sum_{m_L,m_S} C_{nL,mL,S,mS}^{J,mJ} R_{nL}(|r|) Y_{L,mL} (\hat{r}) \chi_{mS}, \tag{3.2}
\]

where the total angular momentum \( J = L + S \) is the sum of the orbital angular momentum, \( L \), of the electron’s wavefunction, and its spin, \( S \); and \( m_J, m_L \) and \( m_S \) are their respective projections along the quantisation axis. The \( C_{nL,mL,S,mS}^{J,mJ} \) are called Clebsh-Gordan coefficients, and are mixing factors that appear as a result of the combination of several angular momentum eigenfunctions; \( R_{nL}(|r|) \) describes the radial part of the wavefunction and \( Y_{L,mL} (\hat{r}) \) are the spherical harmonics, which encode the angular distribution of the wavefunction described by \( \hat{r} = \frac{\vec{r}}{|r|} \); finally, \( \chi_{mS} \) is the spinor for the

\(^1\) Situation analogous to the two atoms being at an infinite distance apart
single electron.

Once we have the solutions for \( H_0 \), we take a look at the form of the interactions. The interaction between the four charged bodies (two valence electrons and two nuclei) is, in atomic units,

\[
H_{\text{int}} = \frac{1}{|r_1 - (r_2 + R)|} - \frac{1}{|r_1 - R|} - \frac{1}{|r_2 + R|} + \frac{1}{|R|},
\]

where the first term represents the interaction between the valence electrons, \( H_{\text{ee}} \); the second and third terms take into account the attraction of each of the electrons to the opposite nucleus, \( H_{\text{ne}} \); and the final term is the repulsion between nuclei, \( H_{\text{nuc}} \).

A bipolar expansion \[143\] of the first term leads to

\[
\hat{H}_{\text{int}} = \sum_{k_1, k_2 = 1}^{\infty} \frac{(-1)^{k_2}}{R^{k_1+k_2+1}} \left( \frac{(4\pi)^3 (2k_1 + 2k_2)!}{(2k_1 + 1)! (2k_2 + 1)! (2k_1 + 2k_2 + 1)!} \right) \times \sum_{p = -(k_1 + k_2)}^{k_1 + k_2} \sum_{p_1 = -k_1}^{k_1} \sum_{p_2 = -k_2}^{k_2} C_{k_1 p_1, k_2 p_2}^{k_1 + k_2, p} |r_1|^{k_1} |r_2|^{k_2} Y_{k_1, p_1}(\hat{r}_2) Y_{k_2, p_2}(\hat{r}_2) Y_{k_1 + k_2, p}(\hat{R}),
\]

where the terms with \( k_1 = k_2 = 0; k_1 = 1, k_2 = 0 \); and \( k_1 = 0, k_2 = 1 \), cancel the contributions from \( H_{\text{nuc}}, H_{\text{ne}} \). The lowest, non-zero order term in the series \( (k_1 = k_2 = 1) \) represents the dipole-dipole interactions, with a functional form of the energy proportional to \( \propto R^{-3} \). The bipolar expansion is valid as long as there is no overlap between the electron clouds of the atoms, with sizes of the order of \( \sim 0.2 \) nm for ground state atoms, and a scaling of \( \propto n^2 \) with principal quantum number for Rydberg atoms. For typical cold-atom densities \((10^{10} - 10^{11} \text{ cm}^{-3})\) this expansion is valid at moderate principal quantum numbers \((n \sim 60 - 70)\). If we only retain the lowest order contribution with \( k_1 = k_2 = 1 \), the interaction Hamiltonian finally

\[2\] For larger principal quantum numbers or higher densities, neighbouring ground state atoms can interact with the Rydberg wavefunctions giving rise to ultralong-range Rydberg molecules \[158\].
becomes
\[
\hat{H}_{\text{int}} = \frac{-1}{R^3} \sqrt{(4\pi)^2} \frac{2}{15} \times \sum_{p=-2}^{2} \sum_{p_1=-1}^{1} \sum_{p_2=-1}^{1} C_{1p_1,1p_2}^{2p} |r_1| |r_2| Y_{1,p_1}(\hat{r}_1) Y_{1,p_2}(\hat{r}_2) Y_{2,p}(\hat{R}),
\]
(3.5)

The form (3.5) of the Hamiltonian (3.3) is now much simpler. The \(|r_1| Y_{1,p_1}(\hat{r}_1)\) and \(|r_2| Y_{1,p_2}(\hat{r}_2)\) present in the formula shows that the non-zero matrix elements will be those between dipole-connected levels. The energy shifts have a functional form
\[
\Delta E_{\text{int}} = \sum_{N} C_{N} \frac{R}{N},
\]
(3.6)
where the \(C_{N}\) are state-dependent, constant coefficients. Thus, we can apply perturbation theory to find the \(C_{N}\) coefficients by matching functional forms.

\section*{3.2 First order perturbation theory}

In order to apply perturbation theory, we need to move from the individual atom basis, where atom 1 is in state \(\psi_1\) and atom 2 is in state \(\psi_2\), to a pair state basis, where the combined state of the system is \(\psi = \psi_1 \psi_2\).

Let us begin by setting an arbitrary initial state \(\psi^{(0)}\), with energy \(H_0|\psi^{(0)}\rangle = E^{(0)}|\psi^{(0)}\rangle\), as the product of the initial states of atom 1, \(\psi_1^{(0)}\), and 2, \(\psi_2^{(0)}\).

The first order energy shift associated with (3.1) is given by
\[
\Delta E^{(1)} = \langle \psi^{(0)} | H_{\text{int}} | \psi^{(0)} \rangle.
\]
(3.7)

Inspecting (3.5) we identify a \(\propto R^{-3}\) functional form, obtaining \(C_3\) as the sum of the dipole transition amplitudes \(\langle \psi_1^{(0)} | \hat{r}_1 | \psi_1^{(0)} \rangle \langle \psi_2^{(0)} | \hat{r}_2 | \psi_2^{(0)} \rangle\) with some angular factors, of order unity, which can add to zero for some orientations.
The first-order perturbation term is often called resonant DD interaction.

This allows us to make the following remarks:

- If both atoms are in the same eigenstate of $H_0$, $\psi^{(0)}_1 = \psi^{(0)}_2$, $\Delta E^{(1)} = 0$, and resonant DD interactions are prevented.

- $C_3(\psi^{(0)})$ will be nonzero if the states of both atoms are such that $\psi^{(0)}$ is dipole connected with itself. These kind of states arise, for example, when one excites an ensemble of two atoms from an initial state $\psi_i$ to a final state $\psi_f$ via a dipolar transition: before both atoms can be transferred to that final state $\psi_f \psi_f$, they have to populate the intermediate state $\psi_{\text{inter}} = \psi_{i1} \psi_{f2} + \psi_{f1} \psi_{i2}$, which has $C_3(\psi_{\text{inter}}) \neq 0$.

### 3.3 Second order perturbation theory

Since (3.5) couples dipole-connected levels, we can apply second-order perturbation theory to obtain the energy shifts to the initial state in the coupled basis $\psi^{(0)}$ due to virtual processes involving an intermediate, dipole-coupled level $\psi'$ with energy $E'$. A simple graphical explanation for the first- and second-order perturbation terms is shown in Figure 3.2. Let us remember that, in the pair state basis, an intermediate dipole connected level $\psi' = \psi'_1 \psi'_2$ is connected to the initial state $\psi^{(0)} = \psi^{(0)}_1 \psi^{(0)}_2$ via the Hamiltonian $H_{\text{int}}$ such that $\langle \psi^{(0)} | H_{\text{int}} | \psi' \rangle \neq 0$.

The expression for the second-order energy shift to the state $\psi^{(0)}$ in the pair state basis, usually called van der Waals (vdW) interaction, is

$$\Delta E^{(2)} = \sum_{\psi' \neq \psi^{(0)}} \frac{\langle \psi^{(0)} | H_{\text{int}} | \psi' \rangle \langle \psi' | H_{\text{int}} | \psi^{(0)} \rangle}{E^{(0)} - E'},$$

where the denominator $\Delta = E^{(0)} - E'$ is usually called Förster defect, and...
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Figure 3.2: Graphical explanation of the contributions towards first- and second-order perturbation terms. (a) First order energy contributions only take into account dipole-connected levels. In this case, the initial pair state $\psi_{\text{ini}}$ is connected via $H_{\text{int}}$ to the final state $\psi_{\text{fin}}$ and $\Delta E^{(1)} \neq 0$. (b) Second order energy contributions come from an infinite sum of dipole-coupled, intermediate states $\psi'$ with $\langle \psi_{\text{ini}} | H_{\text{int}} | \psi' \rangle, \langle \psi' | H_{\text{int}} | \psi_{\text{fin}} \rangle \neq 0$. If we want to calculate the energy shift to the state $\psi_{\text{ini}}$, then $\psi_{\text{fin}} = \psi_{\text{ini}}$. The strongest contribution usually comes from a nearby, dipole-connected state with the smallest Förster defect.

measures the energy imbalance in these virtual processes. When the processes are resonant – that is, when $\Delta = 0$ – perturbation theory no longer holds, and we arrive at a situation called Förster resonance. These resonances occur whenever the virtual transitions to the intermediate dipole-coupled states have the same energy. This degeneracy in energy between the initial and the intermediate dipole-coupled state prompts oscillations between the two mediated by $H_{\text{int}}$, and causes energy shifts \[145\].

In Figure 3.3 we can observe several of these resonances appearing in the series corresponding to the states $|r\rangle = nS_{1/2}(n + a)S_{1/2}$ with $a = 1$ (red), 2 (purple), and 3 (blue)). These resonances show as a change of sign in the value of $C_6$, and are shown as abrupt peaks or dips in the graph. In contrast, the states $nS_{1/2}|S_{1/2}$ (broken line) do not show these resonances.

Second order perturbations are important whenever first order effects are suppressed, or when the Förster defect $\Delta = 0$. We can factor out the $R$ dependence from both terms to give a functional form $\propto R^{-6}$.

To understand the actual functional form of this contribution, let us look at a simplified example \[146, 147\]. If we imagine that our initial state is
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Figure 3.3: Scaled $C_6$ values, in atomic units, for the states $|r⟩ = nS_{1/2}(n+a)S_{1/2}$ in $^{87}$Rb. In red circles, $a = 1$, in purple squares, $a = 2$; and, in blue triangles, $a = 3$. The broken line in yellow is the standard $a = 0$, for comparison. The values shown are an average of the eigenvalues with total magnetic quantum number $M = 0$ and $M = 1$. These results have been obtained by using modified code originally written by Christophe Vaillant [142].

Let us call this state $|rr′⟩$, where either of the atoms can be connected to both $|r⟩$ and $|r′⟩$. In the basis $|rr⟩, |r′⟩$, the Hamiltonian describing the dipole-dipole interaction is

$$H = \hbar \begin{pmatrix} 0 & H_{\text{int}} \\ H_{\text{int}} & \Delta \end{pmatrix}. \quad (3.9)$$

Looking at the eigenvalues of $H$,

$$\lambda = \frac{\Delta \pm \sqrt{\Delta^2 + 4H_{\text{int}}^2}}{2}, \quad (3.10)$$

we can observe two different behaviours depending on the interatomic distance

- Short distance ($H_{\text{int}} \gg \Delta$): the interaction is dominated by the off-diagonal contribution, where one expects excitation hopping [46, 47, 83].
between the atoms. The energy shifts are \( \lambda \sim \pm H_{\text{int}} \). This goes as \( \propto R^{-3} \), and the equivalent \( C'_3 \propto n^4 \), since each of the dipole matrix elements scale with \( \propto n^2 \).

- **Long distance** (\( \Delta \gg H_{\text{int}} \)): in this case, the differences in energy with respect to the unperturbed case are \( \lambda \sim -H_{\text{int}}^2 / \Delta \). We extract the \( \propto R^{-6} \) functional form from \( H_{\text{int}}^2 \), and the associated \( C_6 \propto n^{11} \), since we have the contributions from the dipoles squared, and the Förster defect scales as \( \propto n^{-3} \) due to the Rydberg series energy scaling as \( E_n \propto 1/n^2 \).

### 3.4 Dipole blockade and dephasing

If the DD interaction between excitations in a medium is stronger than the (broadened) linewidth of the exciting transition, a phenomenon called **dipole blockade** occurs \(^{66, 68}\). The blockade phenomenon prevents more than one excitation within certain volume (called **blockade volume**), where the DD interactions shift multiply excited states out of resonance with the exciting field. We can define the blockade volume as the region where the DD interaction energy is larger than the (broadened) linewidth \( \Omega \) of the transition. For spherically symmetric interactions of the form \( C_n/R^n \) (like the ones in (3.6)) the **blockade sphere** is characterised by its radius

\[
R_{b}^{(n)} = \sqrt[3]{\frac{C_n}{\hbar \Omega}}.
\]

The spatial properties of the blockade effect due to the resonant DD interaction are then characterised by \( C_3 \), whereas those of the vdW interactions are characterised, in the long distance regime, by its \( C_6 \) coefficient. These two

\(^{3}\) The angular distribution of the vdW interaction in the \( nS_{1/2}nS_{1/2} \) state leads to an almost spherically symmetric blockade volume, because the DD interaction couples differently to different orbital angular momentum states, which are zero for the \( S \) state pair (see \(^{116, 142}\)).
give rise to qualitatively different blockade volumes: in the vdW case, the $R^{-6}$ potential gives rise to a blockaded volume resembling a hard-core potential, with a very thin skin between the blockaded and non-blockaded volumes \[\text{[148]}\]; on the other hand, the resonant DD case (with an $R^{-3}$ potential) shows a much larger transition volume, in which the potential $C_3/R^3 \sim \hbar \Omega$. In this last case, the strength of the DD interactions is not enough to completely block multiple excitations within this volume.

In the intermediate regime where $C_3/R^3 \sim \hbar \Omega$, the long-range potential causes inhomogeneous phase shifts to multiply excited states. The accumulated phases decouple these multiply excited states from the phase-matched mode during the retrieval process. This DD induced dephasing also generates loss, and can be used to suppress efficiently multiple excitations \[\text{[149]}\] for the generation of single photons in a cloud with dimensions not smaller than, but comparable to, the blockade radius \[\text{[79]}\].

The strong DD interactions between Rydberg states (e.g. $C_6 \sim 100 \text{ GHz}/\mu\text{m}^6$) can give rise to macroscopic blockade radii $\sim 10 \mu\text{m}$ for typical experimental conditions, which has been exploited in recent experiments (e.g. \[\text{[1, 86]}\]).

### 3.5 Summary

In this chapter we have briefly discussed the theory of dipole-dipole interactions in one-electron atoms. We have derived functional forms for the first- and second-order terms of the perturbative expansion of the dipole-dipole interaction Hamiltonian. First-order effects can become important when Rydberg atoms are dipole-coupled to each other. Second-order effects are usually much weaker, but prevalent when the first-order contribution is zero, which is normally the case at large distances, or when the Förster defect is almost zero. The notion of Förster resonance has been introduced, and why this situation can change the state of the system. We have also presented
the dipole blockade and dipole induced phenomena, and the related concept of blockade radius.

Both first- and second-order effects have been shown to have an impact in recent experiments [1, 86], and are discussed in more depth in the next chapter appealing to the concept of blockade radius. They are also important in the functioning of the phase-gate, and they will be used in Chapter 6.
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Interference phenomena and photon statistics

To fully characterise the quantum state of a system in a general case, it is necessary to perform quantum tomography \cite{150}. This requires making measurements on a minimal set of observables \cite{151} (often termed *quorum* \cite{152}) with which we can reconstruct the full density matrix (or any other quantity holding the same information). For a given light mode (polarisation, spatial and temporal), the electromagnetic field Hamiltonian is equivalent to that of a harmonic oscillator, and we can distinguish different Fock states, which are states with a well defined number of excitations in that particular mode. This description sets the state as a vector in an infinite-dimensional Hilbert space, and the number of observables in the quorum for such a system is infinite \cite{151} \cite{153}. However, there are many techniques that allow us to reconstruct the state from a finite set of measurements, that lead to varying degrees of fidelity, depending on the chosen approximation \cite{150}.

Homodyne tomography allows one to reconstruct the state of a weak signal field in the Fock-state basis by measuring its quadratures \cite{153}, comparing them with a *local oscillator* in the same spatial and temporal mode as the signal. The measured quadratures hold indirect information about the state,
but to reconstruct the state (in the Fock-state basis, or any other particular representation), one needs to process that data: this procedure is called quantum state reconstruction. In our experiments \([1,86]\), we are interested in measuring the weak signal corresponding to the stored and retrieved photons in a cloud of cold atoms. The fidelity of the tomographic reconstruction of the state in Fock space – i.e. how accurately the reconstruction represents the actual state – depends on the modal overlap between the local oscillator and the signal. For weak signals, where the vacuum state contribution overwhelms the state, one can compensate a bad mode matching between the signal and the local oscillator by spatially and temporally filtering the signal using heralded detection \([150]\). However, in our experiment this is not possible, since we cannot herald the detection with sufficient fidelity.

Despite not being able to reconstruct the state completely, the nonclassical changes undergone in the state of the probe light during the storage and retrieval process can be measured in many ways. These measures of quantumness rely on quantities that have some classical bound which is normally broken by purely quantum systems. One of these bounds is associated with the intensity autocorrelation function, \(g^{(2)}\), of the light field \([154,155]\). We have used this quantity in our experiments \([1]\) to ascertain the quantum nature of the light output as well as to hint at possible processes that are important during the storage and propagation of polaritons with Rydberg character in a cloud of cold atoms (see \([86]\) and Chapter 5).

In this Chapter, we first describe the importance of interference phenomena. Then, we review the basics of the quantum theory of radiation: we describe Fock-states as the states with a well defined number of photons, and arrive at the concept of single-photon wavepacket, the basic information carrier in the phase-gate scheme proposal. Finally, discuss how intensity correlation measurements test the quantum nature of the field, knowledge that will become useful in Chapters 5 and 8.
4.1 Interference phenomena

The interference fringes appearing in the double-slit experiment by Young are considered to be one of the most successful proofs of the particle-wave duality, as it shows interference phenomena even at the single-photon level [156]. This kind of experiments have also been performed in electrons and neutrons, or even large molecules [157], thus confirming de Broglie’s description. Interference is possible assuming the superposition principle, i.e. the linear nature of electromagnetic field propagation, where the field amplitude at a given point is the sum of the independent contributions from each source. If the fields are in phase, the interference will be constructive, whereas if the fields are out of phase, the result will be destructive interference. The possibility of destructive interference (even in probability amplitude fields), due to out-of-phase contributions, is very important in the quantum framework as it is one of the main aspects that sets it apart from the classical description.

Typical photodetectors (like photodiodes) count the number of photons via photon absorption. The effect of the photons in the material is then amplified to obtain a classical signal. However, since the typical bandwidths for this process are orders of magnitude smaller than the frequency of light (∼100 THz), photodetectors do not measure the instantaneous nature of the electric field at any given time, but rather a time-averaged intensity. Therefore, in order to obtain a stationary interference pattern in the optical region of the spectrum, the light fields involved should meet certain coherence requirements.

In the strict sense of the word, coherence means connection or consistency between things. In physical terms, coherence describes the correlation between the physical quantities of a wave. We can describe light as a wave, according to Maxwell’s equations. However, the emission of light is intrinsically random, because of the quantum nature of the emitters. In order to study light,
we resort to statistical methods, such as averaging and correlation, that can give us information about the physics behind it \[155\] \[158\]. If the conditions of coherence are adequate we might be able to observe directly the effects of interference within the statistical description of light.

The statistical properties of the light generated in our experiment, which are the subject of our study, are connected to the temporal dynamics of the light output\[^1\] Therefore, if we neglect the spatial properties of the beam, we can reduce the problem to that of temporal interference.

### 4.2 Review of the quantum theory of radiation

To understand interference phenomena at the quantum level, it is necessary to describe some basic concepts like that of electromagnetic mode, creation, annihilation and number operators, and their algebraic properties. Furthermore, in the development of the phase-gate we require the use of single-photon wavepackets to carry quantum information. These concepts will be shown in this part of the Chapter. The following review of the quantum theory of radiation, required to understand the results in the remaining chapters, is based heavily on the treatment in \[121\]. Other very useful references are \[160\] \[163\].

The quantisation of Maxwell’s equations for the electromagnetic field in a box of length \(L\) give rise to a denumerable, infinite set of eigenstates of the form of harmonic oscillators with frequency \(\omega_k\) and wavevector \(k\) (related through \(\omega_k = ck\)) and two transversal polarisation vectors, denoted by \(\lambda = 1, 2\). Solutions of the spatial part have the form \(\exp(\pm i k \cdot r)\), and those of the temporal part have the form \(\exp(\mp i \omega_k t)\), where boundary conditions only allow wavevectors \(k\) that fulfil \(k_j = 2\pi n_j / L\) for \(j = x, y, z\).

\[^1\] The first experimental example of such effect was Mandel and Kimble’s demonstration \[159\] of the single-photon nature of the emission of light by an atom.
The spatial eigenfunctions $u_{k\lambda}(r) = e_{k\lambda} \exp(\pm ik \cdot r)$ for the different modes satisfy the orthogonality condition
\begin{equation}
\frac{1}{V} \int_V d^3 r u_{k\lambda}^*(r) u_{k'\lambda'}(r) = \delta_{kk'} \delta_{\lambda\lambda'}, \tag{4.1}
\end{equation}
and for each wavevector, the two orthogonal unit vectors $e_{k\lambda}$ (called polarization vectors) satisfy
\begin{align}
e_{k\lambda} \cdot e_{k\lambda} &= \delta_{\lambda\lambda'}, \tag{4.2} \\
e_{k\lambda} \cdot k &= 0. \tag{4.3}
\end{align}

The quantisation of the temporal part gives rise to the creation, $a_{\alpha}^\dagger$, and annihilation, $a_{\alpha}$, operators in the modes $\alpha = (k\lambda)$, which create and annihilate elementary excitations (quanta) of the electromagnetic field oscillating at a frequency $\omega_k$. The quanta of the EM field are called photons. These operators obey bosonic commutation relations:
\begin{align}
[a_{k\lambda}, a_{k'\lambda'}^\dagger] &= \delta_{kk'} \delta_{\lambda\lambda'}, \tag{4.4} \\
[a_{k\lambda}, a_{k'\lambda'}] &= [a_{k\lambda}^\dagger, a_{k'\lambda'}^\dagger] = 0. \tag{4.5}
\end{align}

The electric field operator written in terms of the creation and annihilation operators takes the form
\begin{equation}
E(r, t) = \sum_{k\lambda} e_{k\lambda} \sqrt{\frac{\hbar \omega_k}{2 \varepsilon_0 V}} \left[ a_{k\lambda} e^{i(k \cdot r - \omega_k t)} - a_{k\lambda}^\dagger e^{-i(k \cdot r - \omega_k t)} \right], \tag{4.6}
\end{equation}
\begin{equation}
= E^{(+)}(r, t) - E^{(-)}(r, t), \tag{4.7}
\end{equation}
where the positive frequency part $E^{(+)}(r, t)$ contains the sum of annihilation operators oscillating as $e^{-i\omega_k t}$, and $E^{(-)}(r, t) = (E^{(+)}(r, t))^\dagger$.

Using (4.7) and the analogous expression for the magnetic field $B$, we can write the Hamiltonian \[121, 161\] of the quantised electromagnetic field in
terms of the creation and annihilation operators of the electromagnetic field modes $\alpha$ as

$$H = \frac{1}{2} \sum_\alpha \hbar \omega_k \left( a^\dagger_\alpha a_\alpha + a_\alpha a^\dagger_\alpha \right) = \sum_\alpha \hbar \omega_k \left( a^\dagger_\alpha a_\alpha + \frac{1}{2} \right), \quad (4.8)$$

where the summation over the modes $\alpha$ is a short-hand notation for the summation over all $k$ and the two polarisations $\lambda$. Since the number of modes is infinite, and the lowest energy of the quantised harmonic oscillator is not zero, but half a quantum ($\hbar \omega_k / 2$), it gives rise to an infinite zero point energy of the vacuum state. However, as long as the processes to be described involve differences in energies, we can omit the zero point energy in the Hamiltonian, obtaining

$$H = \sum_\alpha \hbar \omega_k a^\dagger_\alpha a_\alpha. \quad (4.9)$$

It is convenient to define the Hermitian number operators $N_\alpha = a^\dagger_\alpha a_\alpha$, which count the number of photons in each mode $\alpha$. It is then possible to rewrite (4.9) as

$$H = \sum_\alpha \hbar \omega_k N_\alpha. \quad (4.10)$$

### 4.2.1 States of the field

To describe the general state of the system, we can choose the basis consisting on the tensor product of the eigenstates of the different modes. If we denote the eigenstates of mode $\alpha$ by $|n_\alpha\rangle$, an eigenstate of the system can be written as

$$|\{n_\alpha\}\rangle \equiv |n_{\alpha_1}\rangle \otimes |n_{\alpha_2}\rangle \otimes \cdots = \bigotimes_\alpha |n_\alpha\rangle, \quad (4.11)$$
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called a multimode number state, which is an eigenstate of (4.8) with eigenvalue
\[ \langle \{n_\alpha\}|H|\{n_\alpha\}\rangle = \sum_\alpha \hbar \omega_k n_\alpha. \] (4.12)

We can define the multimode number operator \( \mathcal{N} \equiv \sum_\alpha N_\alpha \), whose expectation value gives the number of photons in all the field modes
\[ \langle \mathcal{N} \rangle = \sum_\alpha n_\alpha. \] (4.13)

The eigenstates of the number operator are called Fock states.

The simplest example of these Fock states is the single-photon state \( |1\rangle \) given by
\[ |1\rangle \equiv \sum_\alpha c_\alpha |1_\alpha\rangle; \] (4.14)
i.e. a normalised \( \langle \sum_\alpha |c_\alpha|^2 = 1 \rangle \) superposition of states \( |1_\alpha\rangle \equiv a_\alpha^\dagger |0\rangle \) with a single quantum in each mode. Obviously, the eigenvalue of this state is \( \langle 1|\mathcal{N}|1\rangle = 1 \). We can define the spatio-temporal envelope of the single-photon wavepacket \( F(r,t) \) using the positive frequency part of the electric field:
\[ F(r,t) \equiv \langle 0|E^{(+)}(r,t)|1\rangle = i \sum_\alpha e_\alpha \epsilon_k c_\alpha a_\alpha e^{i(k\cdot r - \omega_k t)}, \] (4.15)
with \( \epsilon_k \equiv \sqrt{\frac{\hbar \omega_k}{2\alpha V}} \) denoting the vacuum field at frequency \( \omega_k \). In experimental settings, quasi-monochromatic, beam-like radiation is commonly encountered; that is, light propagating chiefly in a single direction, with the electric field confined in the plane transverse to the propagation direction, and populating only modes with a narrow distribution of frequencies around some central frequency \( \omega \). In these conditions, we can write
\[ i\epsilon_\omega f(r,t) \equiv F(r,t) = i\epsilon_\omega \sum_k c_k e^{ik\cdot r}. \] (4.16)

In this expression we can identify \( c_k \) as the Fourier coefficients in the mode
expansion of the (normalised) envelope function $f(r, t)$. This approximation is valid, for example, for the description of the emission of an atom, which typically has a bandwidth several orders of magnitude smaller than the frequency of the atomic transition; it is also valid in the description of the emission of a single-photon by a cavity, whose linewidth (determined by the decay rate of the cavity) is typically orders of magnitude smaller than the frequency.

The photon-sources required for the phase-gate scheme that will be presented in Chapter 6 can be described in this way. In Section 2.3.5 we saw that we can store (single-photon) wavepackets in a medium using EIT if the bandwidth of the pulse satisfies certain conditions. Since the blockade effect is non-local \[78], we shall assume that the effect of the gate on the wavepackets does not alter its modal structure significantly if the wavepacket lies within the blockaded region.

It is possible to deal with more complicated wavepackets (that help in describing other scenarios when localised space-time interactions are considered) by introducing non-orthogonal, non-monochromatic, spatial-temporal modes \[163], related through certain non-unitary transformations to the orthogonal, monochromatic, plane-wave modes we have described above. However, this description is beyond the scope of this Chapter.

The most important relations for the action of the creation, annihilation and number operators in the different modes are,

$$a_\alpha^\dagger |n_\alpha\rangle = \sqrt{n_\alpha + 1}|n_\alpha + 1\rangle,$$
$$a_\alpha |n_\alpha\rangle = \sqrt{n_\alpha}|n_\alpha - 1\rangle, \quad a_\alpha |0\rangle = 0,$$
$$N_\alpha |n_\alpha\rangle = n_\alpha |n_\alpha\rangle,$$  (4.17) (4.18) (4.19)

where $|0\rangle$ is the vacuum state. The application of the creation operator to the vacuum state gives rise to the different photon number states in each
mode:
\[ |n_\alpha\rangle = \frac{(a_\alpha^\dagger)^n_\alpha}{\sqrt{n_\alpha!}} |0\rangle. \quad (4.20) \]

Let us mention that these expressions shown above relate to the quantisation of the electromagnetic field in a box of length \( L \). The physical field does not have any boundaries, and thus its spectrum is continuous. The simplest way to account for this fact is to let the dimension of the box \( L \to \infty \). Then, the summation of the field modes can be replaced by an integral over \( k \)-space,

\[ \sum_k \to \left( \frac{L}{2\pi} \right)^3 \int d^3k, \quad (4.21) \]

with the volume element \( d^3k = dk_x dk_y dk_z \).

### 4.3 Correlation functions

The absorption of a photon from an initial pure state \( |\psi\rangle \) of the field results in a state \( |\psi_f\rangle \) which is obtained from the initial one by the application of \( E^{(+)}(r, t) \), which contains the annihilation operators of the field modes, \( |\psi_f\rangle \propto E^{(+)}(r, t)|\psi\rangle \).

A valuable tool to unravel the temporal properties of our electromagnetic fields is the degree of coherence. It is the normalised correlation of the electric field operators. The degree of first-order coherence for a pure state is defined as

\[ g^{(1)}(t_1, t_2) = \frac{\langle E^{(-)}(r, t_1)E^{(+)}(r, t_2) \rangle}{\langle |E^{(-)}(r, t_1)E^{(+)}(r, t_1)\rangle}, \quad (4.22) \]

where the angular brackets denote the ensemble average. For stationary fields, the ensemble average can be substituted by a time average. The degree of first-order coherence can be obtained as the visibility of the interference pattern in a Michelson or a Mach-Zehnder interferometer, where one combines in the detector time-delayed versions of the same EM field, so \( g^{(1)} \)
only depends on the time difference $\tau = t_2 - t_1$. It can range from $g^{(1)}(\tau) = 1$ for total coherence, to $g^{(1)}(\tau) = 0$ for total incoherence; anything in between would be partially coherent. It is related to the power spectrum of the light of by the Fourier transform.

Despite the useful information given by $g^{(1)}(\tau)$, it does not distinguish the quantum, single-photon nature of our source [164].

4.3.1 Intensity correlation measurements

One of the ways to ascertain the quantum nature of light is the one that, in 1977, Mandel used to justify the existence of photons [165]. He briefly discusses an experiment performed by Clauser where, using a Hanbury Brown-Twiss [166] interferometer, the intensity correlation of the fluorescence of Hg atoms is measured.

In a Hanbury Brown-Twiss interferometer, a beam of light is sent through a beamsplitter and is detected by two photodetectors, one at each of the output ports. It is then possible to measure the temporal correlation between the signals at the two detectors to obtain the intensity correlation.

Within the semiclassical theory of the photoelectric detection of light [155, 165], it is asserted that the statistics of the photoelectrons detected are directly related to the statistics of the field. Furthermore, whenever there are coherences in the light field, the photoelectron counts would show them as well. From these facts, we can justify the use of detectors based on photoelectron counts to study the statistical properties of light.

Mandel derives inequalities, in terms of intensity correlation measurements, that classical electromagnetic waves should fulfill. A violation of this inequality would point to a purely quantum effect [165]. The second order
(intensity) correlation function is usually defined as

\[ G^{(2)}(t + \tau, t) = \langle :: \hat{I}(t + \tau)\hat{I}(t) :: \rangle \]

\[ = \langle E^{(-)}(t)E^{(-)}(t + \tau)E^{(+)}(t + \tau)E^{(-)}(t) \rangle, \]

where :: denote that the average must be computed for the normal- and time-ordered product of the electric field operators. In the classical picture, the field operators are substituted by the field amplitudes. The light intensity is related to the photoelectron counts at the detector. Therefore, \( G^{(2)}(t + \tau, t) \) measures the correlation between the photoelectron counts at times \( t \) and \( t + \tau \).

Mandel’s inequality for a classical field in stationary regime, based on the Cauchy-Schwarz inequality, reads:

\[ G_{cl}^{(2)}(\tau) \leq G_{cl}^{(2)}(0). \]  

(4.25)

This means that, for a classical, stationary radiation field, the probability of obtaining simultaneous coincidences must be greater than or equal to the probability of obtaining time-delayed coincident counts.

A non-classical behaviour would be characterised, therefore, by

\[ G^{(2)}(\tau) > G^{(2)}(0). \]  

(4.26)

An intuitive argument behind these inequalities in intensity correlation measurements can be understood as follows: if the light consists of photons, when one of them passes through a beam splitter it cannot be detected by the two sensors; rather, it can only be registered by one of the photodetectors. If we have, for example, a single atom emitting these photons, there would be a time delay between successive emissions and this would set a delay for successive detections in the two photodetectors. Therefore, we would not
see simultaneous events in the two detectors (except for background counts). This behaviour of light arriving in discrete units leading to a lack of multiple simultaneous detections is called antibunching. Alternatively, if one considers an electromagnetic wave, i.e. a classical field, as our input beam, the probability of detecting a photon in each of the detectors is proportional to $I(t)$, irrespective of the detections in the other one. With no destructive interference between the two detections, only positive correlations can arise near $\tau \approx 0$, and thus $G_{cl}^{(2)}(\tau) \leq G_{cl}^{(2)}(0)$.

It is usual to work with the normalised form of this correlation function, $g^{(2)}(\tau)$, also called the intensity correlation function, defined as

$$g^{(2)}(\tau) = \left\langle : \hat{I}(t+\tau)\hat{I}(t) : \right\rangle / \left\langle : \hat{I}(t+\tau) : \right\rangle \left\langle :\hat{I}(t) : \right\rangle. \quad (4.27)$$

The nonclassicality bound in (4.26) can be expressed as

$$g^{(2)}(0) < 1, \quad (4.28)$$

whereas a classical behaviour reads

$$g^{(2)}(0) \geq 1. \quad (4.29)$$

The field of a single-mode, monochromatic, continuous-wave laser can be described as coherent state $|\alpha\rangle$. A coherent state $|\alpha\rangle$ is the eigenstate of the annihilation operator $a$ with the complex eigenvalue $\alpha = |\alpha| e^{i\theta}$. We can represent this field in terms of the number states $|n\rangle$ of the mode as

$$|\alpha\rangle = e^{-|\alpha|^2/2} \sum_{n=0}^{\infty} \frac{\alpha^n}{\sqrt{n!}} |n\rangle. \quad (4.30)$$

For the coherent state, the condition (4.29) is fulfilled, since $g^{(2)}(0) = 1$. In fact, this state lies in the boundary between the phenomena which have
classical description and those which do not. Not surprisingly, if the initial state of the field is that of a single-photon \(|1\rangle\), the correlation function is 
\[ g^{(2)} = 0, \] clearly violating the classical bound in (4.28). In fact, an n-photon Fock state \(|n\rangle\) gives rise to

\[ g^{(2)}(0) = 1 - \frac{1}{n} < 1. \] (4.31)

4.4 Summary

In this Chapter we have reviewed some of the fundamental knowledge regarding the quantisation of the electromagnetic field. We have described the states of the electromagnetic field as excitations in an infinite number of modes. Some of their coherence properties have been shown using correlation measures. We have defined single-photon wavepackets, which shall be used in the description of the phase-gate in Chapter 6. Furthermore, we have shown the (arguably) most important inequality involving the intensity correlation function, (4.26), which can be used as measure of nonclassicality.

In Chapter 5 we shall use the knowledge presented in this chapter to make predictions about the process of retrieval of multi-photon component polariton from a cold atomic ensemble after the interactions induced by resonant microwave fields. Finally, in Chapter 8 we will describe the experimental setup and calibrations required to measure \(g^{(2)}\) in our experiments [1, 86].
Chapter 5

Retrieval of multi-photon component polariton

There are models to describe the propagation of Rydberg polaritons in a 1D cloud [72, 80, 91] which have resulted in the observation of “bound” states of light [168]. Also, there are models that describe how the interaction-induced dephasing works in ensembles of stored polaritons [139], which led the way to the first demonstration of antibunched light generated from a Rydberg ensemble [79]. Since the strong DD interaction between Rydberg excitations leads spatial correlations [73, 169, 170] these should be evident in 1D media. When these spatial correlations arise as a result of polariton propagation, they open the possibility to affect the photon statistics by applying local operations in different parts of the cloud [171].

Previous experiments in Durham University have led the way to controlled interactions between stored Rydberg polaritons using microwave fields [1]. These microwave fields couple the Rydberg states used for storage (which show strong vdW interactions) to other states in the Rydberg manifold; this coupling, in turn, triggers direct DD interactions between polaritons, which leads to very interesting dynamics (see Figure 5.1).
In experiments performed in our group [1, 86] we store photons as dark-state polaritons in Rydberg states and apply a microwave pulse of duration $t$ that couples these states to nearby Rydberg states. Afterwards, we retrieve the photons, and Figure 5.1 shows the number of retrieved photons as a function of microwave Rabi frequency $\Omega \mu$.

Figure 5.1: Nontrivial oscillations in the number of retrieved photons as a function of microwave pulse area $\Omega \mu t$. After the photons are stored as polaritons in the state $|r\rangle = |60S_{1/2}\rangle$ of a cloud of $^{87}$Rb, the polaritons are coupled to a neighbouring Rydberg state by a microwave field, and then retrieved (taken from [1]).

Our understanding of the dynamics of this system is still in its infancy, and more theoretical and experimental work is required in this area to fully understand the implications that it might have on QIP.

This Chapter presents a simple model to understand qualitatively the experiments in [1, 86]. It is possible to derive a more rigorous model [172], although quantitative agreement with experiments is still challenging.

5.1 Description of the system

We store 780 nm photons, resonant with the $|5S_{1/2}\rangle \leftrightarrow |5P_{3/2}\rangle$ transition of $^{87}$Rb, in a cold atomic cloud. The photon propagate through the cloud as dark state polaritons under the conditions of EIT using a coupling laser resonant with the $|5P_{3/2}\rangle \leftrightarrow |60S_{1/2}\rangle$ transition in the ladder configuration
(see Figure 2.2), where the EIT bandwidth $\Delta_{\text{EIT}}$ (see (2.25)) gives a blockade radius $R_b^{(6)} \sim 7\,\mu\text{m}$.

The cloud is cigar-shaped, with longitudinal and transversal standard deviations of the density distribution being given by $l \sim 30\,\mu\text{m} > R_b^{(6)}$ and $w_r \sim 2.8\,\mu\text{m} < R_b^{(6)}$ respectively. Since the cloud is elongated, let us assume that there are $N$ atoms in a unidimensional region of space of length $l$ (see Figure 5.2).

![Figure 5.2: (Left) Probe photons are stored using a coupling field with Rabi frequency $\Omega_c$ into the Rydberg state $|r\rangle = |60S_{1/2}\rangle$. The resonant microwave field couples that state to $|p\rangle = |59P_{1/2}\rangle$ with Rabi frequency $\Omega_\mu$. (Right) Photons from a Gaussian beam (dim red) are stored as polaritons in an elongated cloud (yellow) with length $l$. The blockade effect due to vdW interactions prevents more than one excitation within each blockade radius $R_b^{(6)}$, limiting the number of excitations in the cloud. An applied microwave field with Rabi frequency $\Omega_\mu$ couples the excitations to nearby Rydberg states, which induces resonant DD interactions, characterised by the blockade radius $R_b^{(3)}$. The radius, which depends on the resonant DD interaction coefficient $C_3$, can be controlled by changing the microwave Rabi frequency.

Then, the coupling laser is turned off, and the photons are stored as dark state polaritons in the cloud (see chapter 3). If the cloud were $l < R_b^{(6)}$, the dipole blockade effect [66] prevents more than one excitation to happen within the blockade radius $R_b^{(6)}$. This restriction allows us to write the evolution of the system during storage of the probe as an evolution from the ground state $|g\rangle = |g_1 g_2 \ldots g_N\rangle$ to the singly-excited state $|s\rangle = \frac{1}{\sqrt{N}} \sum_{j=1}^{N} e^{i\phi_j} |r_j\rangle$ via a
two-photon EIT process (see Chapter 2). The state $|s\rangle$ is a symmetric mixture of the states with a single excitation at atom $j$, $|r^j\rangle = |g_1g_2 \ldots r_j \ldots g_N\rangle$. The initial bandwidth of the process, which determines the distance between the stored excitations, is the two-photon EIT bandwidth, $\Delta_{\text{EIT}}$. Since the excitation is stored as a polariton in the cloud (see chapter 2), the wave vector of the imprinted spin-wave is the sum of the excitation lasers $k = k_p + k_c$, and the phase at the location of the $j$-th atom, $r_j$ is just $\phi_j = k \cdot r_j$.

## 5.2 Storage into the first Rydberg state

The blockade radius $R_{b}^{(6)}$ is a measure of the ratio between the vdW interaction energy between spatially-separated excitations and the EIT bandwidth (see (3.11)). If the energy shift due to DD interactions is larger than the transition linewidth, it prevents more than one excitation within one blockade sphere.

If we assume that the cloud is smaller than the blockade radius, $l \ll R_{b}^{(6)}$, the storage of an excitation within one blockade radius transfers the system into this singly-excited state $|s\rangle$ with a negligible probability of having more than one excitation in the cloud.

If the cloud size is comparable or bigger than the blockade radius, $l \geq R_{b}^{(6)}$, it is possible to have multiple excitations in the ensemble. Since the number of excitations may vary from shot to shot, the mean number of blockade spheres $M$ depends roughly on the ratio $l/R_{b}^{(6)}$.

## 5.3 Microwave coupling

Once the photons are stored in $|r\rangle = |60S_{1/2}\rangle$, we can couple them via an electric dipole transition to $|p\rangle = |59P_{3/2}\rangle$ using a microwave field. The microwave field couples each Rydberg state $|r_j\rangle$ to the lower one $|p_j\rangle$, and
induces long-range resonant DD interactions between pairs of excitations at a distance $R$, with strength $V_{DD} = \frac{C_3(rp)}{R^3}$, where $C_3(rp)$ is the first-order DD coefficient for the states $|r\rangle$ and $|p\rangle$. Furthermore, this coupling doesn’t introduce a position-dependent phase as the size of the cloud is much smaller than the wavelength of the transition.

A singly-excited, many body state $|s\rangle$ undergoes a complete rotation when a single atom $2\pi$ rotation is applied using the microwave field $\Omega$. This is independent of the number of atoms present in the ensemble, so no collective effects are present, and we can treat each excitation as a simple two-level system.

If $l < R_b^{(6)}$, only a single excitation is present in the cloud, and the application of microwaves couples singly-excited, symmetric states $|s\rangle$ and $|p\rangle = \frac{1}{\sqrt{N}} \sum_{j=1}^{N} e^{i\phi_j} |p^j\rangle$.

If $l \geq R_b^{(6)}$ and the presence of more than one excitation in the cloud is appreciable, we need to make a distinction between the cases where the DD interactions are stronger than the coupling power and vice versa.

At low microwave powers the resonant DD interactions are large compared to the transition linewidth, $V_{DD} > \Omega_\mu$. This prevents more than one excitation in the cloud if the distance $d < R_b^{(6)}$ between two excitations is much smaller than the resonant blockade radius $R_b^{(3)}(sp) = \sqrt[3]{\frac{C_3(sp)}{\Omega_\mu}}$. As explained in Section 3.4, if the distance between the excitations is similar to the blockade radius, DD interactions can also dephase multiply excited states, so even when separated by distances $d \sim R_b^{(3)}$ they lead to loss during the retrieval process.

Since loss happens at distances $d \lesssim R_b^{(3)}$, we will describe this effect with the effective lengthscale $R_b^{(3)}$ (see Figure 5.2). Increasing the microwave coupling $\Omega_\mu$ reduces the size of the new lengthscale. If $V_{DD} < \Omega_\mu$, $R_b^{(6)} > R_b^{(3)}$, and the shift due to the resonant DD interactions is only effective within the original dipole blockade radius. Therefore, the microwaves can transfer the
populations from the original states $|s\rangle$ to the new Rydberg level $|s'\rangle$.

The transition between these two regimes is clearly visible in Figure 5.1.

### 5.4 Dicke states

The picture that we are left with in the limit $V_{DD} < \Omega_m$ is a number of blockade spheres $M$ which support a single excitation each. These cycle between the singly excited states $|s\rangle$ and $|p\rangle$ in the levels $|r\rangle$ and $|p\rangle$ respectively. This system is like a group of $M$ two-level systems that interact with a radiation field, and since the wavelength of the field is bigger than cloud the systems are indistinguishable. Therefore, this system is the one described by the Dicke Hamiltonian [173].

The Dicke states in our system are the eigenstates of the following operators:

\[
\begin{align*}
\mathbf{J}^2 |J, m_J\rangle & = J(J+1) |J, m_J\rangle, \\
J_z |J, m_J\rangle & = M |J, m_J\rangle.
\end{align*}
\]

These operators are defined as

\[
\begin{align*}
\mathbf{J}_x & = \frac{1}{2} \sum_{j=1}^{M} (|s'_j\rangle \langle s_j| + |s_j\rangle \langle s'_j|), \\
\mathbf{J}_y & = \frac{i}{2} \sum_{j=1}^{M} (|s_j\rangle \langle s'_j| - |s'_j\rangle \langle s_j|), \\
\mathbf{J}_z & = \frac{M}{2} \sum_{j=1}^{M} (|s'_j\rangle \langle s'_j| - |s_j\rangle \langle s_j|), \\
\mathbf{J}^2 & = \mathbf{J}_x^2 + \mathbf{J}_y^2 + \mathbf{J}_z^2.
\end{align*}
\]

where the label $j$ runs through the different blockaded ensembles. If we have $M$ excitations and all of them are in the upper state ($|s\rangle$), the representation is $|J = M/2, m_J = -M/2\rangle$. 
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The evolution of Dicke states is related to the Wigner rotation matrices [174, 175]. The reduced rotation matrix \( d_{m'_Jm_J}^J \) between states with the same \( J \) with projections \( m'_J \) and \( m_J \) is

\[
d_{m'_Jm_J}^J = \frac{(-1)^{m'_J - m_J}}{(m'_J - m_J)!} \sqrt{\frac{(J - m_J)!(J + m'_J)!}{(J + m_J)!(J - m'_J)!}} \cos^{2J + m_J - m'_J} \left( \frac{\phi}{2} \right) \sin^{m'_J - m_J} \left( \frac{\phi}{2} \right) \times {}_2F_1 \left( m'_J - J, -m_J - J; m'_J - m_J + 1; -\tan^2(\phi/2) \right),
\]

where the angle \( \phi = \Omega_m t \) is the rotation provided by the microwave coupling and \( {}_2F_1 \) designates Gauss’ hypergeometric function.

To retrieve the pulse in the same mode that it was stored in, it is necessary to preserve the initial phase structure. By turning the coupling field on again, radiation is retrieved when the original mode is present in the upper Rydberg state \( |s\rangle \). Since our state is \( |J = M/2, m_J = -M/2\rangle \), the probability of retrieval (that is, being in the same state) is proportional to the matrix element square,

\[
P \propto \left| d_{M/2M/2}^{M/2} \right|^2 = \cos^{2M} \left( \frac{\phi}{2} \right) = \cos^J \left( \frac{\phi}{2} \right), \quad (5.7)
\]

where the hypergeometric function takes the value 1 in the particular case where \( m_J = -J \). The frequency of the oscillations corresponds to the single-atom microwave Rabi frequency, thus it does not depend on the number of excitations, or the number of atoms in each blockade sphere. This feature is important, since it allows us to observe the oscillations in a non-deterministically loaded sample.

The power of the cosine depends only on the mean number of excitations appearing in the first stage of the storage at high \( \Omega_m \). Since the microwaves only change the state of the excitation, but not the number of excitations themselves, the number of blockade spheres is determined by the initial storage process. Therefore, once the microwave coupling is stronger than the
DD interactions, the shape of the oscillations should not change unless the microwave driving dephases any single excitation, thus reducing the number of blockades. Even if the number of excitations might vary shot to shot, the period of the oscillations remains constant; the only changing aspect when averaging $\cos^{2M}$ over different $M$ is the sharpness of the peaks in the oscillations, and the width of the troughs. Therefore, the functional form of these oscillations can be seen as an indirect evidence for the amount of excitations present or surviving the microwave rotation process.

### 5.5 Impact on photon statistics

This intuitive picture where the dynamics in the Rydberg manifold is only determined by the blockade radii $R_{ib}^{(6)}$ and $R_{ib}^{(3)}$ manifold has some implications on the photon statistics of the retrieved field.

The first of them is the reduction of $g^{(2)}(0)$ at low microwave powers due to dephasing. Since resonant DD interactions between different excitations are much stronger at low microwave powers, these dephase multiple excitations [149, 174] without affecting the cases where either 0 or 1 excitations are present in the medium. Therefore, if the initial excitation corresponds to that of a Gaussian state, restricting the Fock state contributions to that of $n = 0$ and $n = 1$, thus resulting in a reduction of $g^{(2)}(0)$.

On the other side, with increasing microwave powers, an increasing number of excitations would survive the process, and so an increase in $g^{(2)}$ should be observed (bounded by the number of excitations available from the initial storage process, as in (4.31)). The relationship between $g^{(2)}$ and microwave Rabi frequency has not yet been observed in an experiment, but there is indirect evidence that the number of excitations surviving increases with the microwave power, as can be extracted from the functional form of the oscillations in Figure 5.1. Fitting the functional form of each individual peak...
with a function of the form\((5.7)\) shows an increasing exponent between 1 and 3 with increasing microwave power\([86, 176]\).

**5.6 Shortfalls of the model**

The description above is not complete. One of the deficiencies of this simplified model is that it does not account for the effect of the DD interactions in the absence of the microwave field: even if the rotation in the Rydberg manifold with Rabi frequency \(\Omega_\mu\) is taking place, which adds a phase \(\Omega_\mu t\) during the time \(t\) the field is turned on, resonant DD interactions are also present. The interactions should contribute \(\sim V_{DD}t\) towards the dynamics. The effect of the DD interactions cannot be neglected, and should contribute to dephasing even if \(\Omega_\mu = 0\), and thus the oscillations in\((5.7)\) only arise in the case where \(V_{DD} = 0\).

A more complex description is given by the XXZ-model Hamiltonian in\([172]\), which shows some qualitative agreement with the data. Given the signal to noise ratio in the oscillations data, we cannot discard the possibility that the trend described in\([86]\) could be described in some other way within the XXZ-model, although precise quantitative agreement between this theory and the experimental data is still lacking.

**5.7 Summary**

A simple model for the description of the dynamics of the experiments in\([1, 86]\) has been developed. The dynamics can be described as a combination of two processes with different length scales: the storage/retrieval of photons on/from the cloud, where the vdW blockade radius \(R_b^{(6)}\) appears; and the microwave rotation in the Rydberg manifold, where the resonant DD interactions, showing a different length scale \(R_b^{(3)}\), prevail.
During the storage process the dipole blockade effect due to the vdW interactions between the excitations in the storage state limits the number of excitations in the cloud to $M$. Then, the application of microwaves coupling the storage state to a nearby Rydberg state during a finite time $t$ leads to the description of the excitations as $M$ spin-1/2 particles rotating under the influence of the microwave Rabi frequency $\Omega_\mu$. Coupling to a neighbouring state also induces resonant DD interactions, which leads to another blockade length scale that is a function of $\Omega_\mu$. In the limit of large $\Omega_\mu$, $R_b^{(6)} \gg R_b^{(3)}$ and the dynamics resemble that of the Dicke Hamiltonian, leading to oscillations in the number of retrieved counts as a function of $\Omega_\mu$ with a functional form $\sim \cos^2 M(\Omega_\mu t)$. On the other hand, in the limit of weak microwave power, $R_b^{(6)} \ll R_b^{(3)}$, and resonant DD interactions induce dephasing between the excitations in the cloud, reducing the number of retrieved photons.

The physics of multiple stored polaritons interacting with a microwave field can be exploited to design a universal phase gate, as will be shown in the following two chapters. The description of the system in terms of the different blockade radii will be used throughout.
Chapter 6

Photonic controlled-Z gate using Rydberg ensembles

In this Chapter, we present a photon gate scheme that decouples light propagation and interaction, allowing the realisation of high-fidelity photon-photon gates with negligible loss or distortion. We convert two photonic qubits (control and target) in the dual rail encoding into collective excitations (also called the dark-state polaritons \[108, 126\]) with Rydberg character in different positions in an ensemble of cold atoms. We subsequently perform a $2\pi$-rotation on the target qubit using a microwave field coupled to an auxiliary state, which by default gives an overall phase shift of $\pi$-radians to the qubit pair. The microwave field also induces resonant DD interactions \[1\] between the target and control sites that are closest together, preventing the rotation for one of the four qubit-pair states, and thereby implementing a controlled-Z (CZ) gate. The excitations are then converted back to photons and emitted by the ensemble in the phase-matched direction.

Our scheme relies on the ability to modify the range of the DD interactions between highly-excited Rydberg atoms using a resonant microwave field \[1, 50, 149\]. Using this field to couple to an auxiliary Rydberg state, we exploit the spatial independence of the dipole-blockade mechanism \[78\] to induce a
homogeneous phase shift on the stored photon, and thereby circumvent the local-field limitation of the optical Kerr effect \[33, 34\].

This chapter is organised as follows:

- First, we outline the physical principle in \[6.1\] and explain how, for two photons stored in adjacent sites in an atomic cloud, resonant DD interactions can be used to obtain a $\pi$ phase shift to the desired qubit state. We then derive some conditions and limits for the optimal performance of the gate.

- In section \[6.2\] we perform a fidelity estimation using a master equation approach. The results are showed in \[6.2.2\].

- We finish the chapter by looking at some limitations of the scheme and a discussion of the points for further study.

### 6.1 Physical principle

#### 6.1.1 Controlled phase gate

A universal quantum computer should be able to implement any unitary transformation in a discrete Hilbert space \[9\], via a single processor, or a number of distinct ones connected to each other forming a quantum network \[36\].

To implement any unitary operation, we can use the elements of a universal set of quantum gates \[17\]. An example of such a set is the two-qubit controlled-not (CNOT) gate plus single qubit rotations \[177\]. Since single qubit rotations can be efficiently implemented for photonic qubits using beamsplitters and phase shifters, the other element left to implement for photonic qubits is the CNOT gate. This can be done probabilistically using ancilla qubits \[27\] with fidelities exceeding 85% \[178, 179\]. However,
concatenating probabilistic gates can reduce the efficiency of such a scheme if the probability of success is not close to 1. Therefore, finding a (quasi) deterministic universal quantum gate is an important problem.

Our proposal implements a CZ gate, which is universal, and can be cast into the more familiar CNOT gate using the single qubit Hadamard gate (as seen in Figure 6.1). A Hadamard gate acts on a single qubit described by the Hilbert space $\mathcal{H}$ by mapping the basis states $|0\rangle$ to $|0\rangle + |1\rangle / \sqrt{2}$ and $|1\rangle$ to $|0\rangle - |1\rangle / \sqrt{2}$; it can be represented as the unitary matrix

$$H = \frac{1}{\sqrt{2}} \begin{pmatrix} 1 & 1 \\ 1 & -1 \end{pmatrix}. \quad (6.1)$$

The CZ gate can be represented as the following unitary matrix acting in the two-qubit Hilbert space $\mathcal{H}_2 = \mathcal{H} \times \mathcal{H}$:

$$CZ = \begin{pmatrix} 1 & 0 & 0 & 0 \\ 0 & 1 & 0 & 0 \\ 0 & 0 & 1 & 0 \\ 0 & 0 & 0 & -1 \end{pmatrix}, \quad (6.2)$$

where the minus sign acts on the two-qubit state $|11\rangle \in \mathcal{H}_2$.

![Figure 6.1: A CNOT gate (left) can be implemented by connecting two Hadamard gates to a CZ gate (right).](image-url)
6.1.2 Qubit encoding

The photonic qubit (for example, from a Rydberg single-photon source [79]) is defined using the dual-rail encoding [14], where one photon travels in a superposition of two paths (rails) representing the computational basis states \( |0\rangle \) and \( |1\rangle \). Here, the paths travel through two spatially separated regions of an atomic cloud or through two different clouds, although care should be taken to make the density and shape of each cloud as similar as possible to match the modes of the qubits.

One can implement this scheme using coherent state inputs with low mean photon number \( \langle n \rangle < 1 \). This ensures that the multiphoton components \( (n > 1) \) are small compared to the single-photon contribution. In the Appendix A we discuss the expected change in fidelity when the inputs are coherent states, but for the rest of this chapter we assume single-photon inputs.

For a two-qubit gate we consider four separate spatial paths (see Figure 6.2). Similar geometries with two sites have already been implemented [94, 95]. We label the four channels as the elements of the basis set \( B = \{ |1_C\rangle, |0_C\rangle, |1_T\rangle, |0_T\rangle \} \), where the subscript represent the (C)ontrol and (T)arget qubits. We arrange the paths for the \( |1\rangle \) (interacting) components to be adjacent while the \( |0\rangle \) paths are farther apart. We store the different photonic components in the medium as collective excitations (also called dark-state polaritons) with Rydberg character using electromagnetically induced transparency (EIT) in a ladder configuration [1, 76, 80, 84, 85], as has been already explained in Chapter 2. To this end, the signal light is resonant with the closed atomic transition \( |g\rangle \leftrightarrow |e\rangle \), and classical coupling lasers resonant with the transitions \( |e\rangle \leftrightarrow |r\rangle \) or \( |e\rangle \leftrightarrow |r'\rangle \) are employed to store the control and target photons in two different Rydberg states \( |r\rangle \) and \( |r'\rangle \) (see Figure 6.3). These states can be of the form \( |r\rangle = |nL\rangle \) and \( |r'\rangle = |n'L'\rangle \), with \( |L - L'| = 0, 2 \), but, to simplify, we use \( |r\rangle = |nS\rangle \) and \( |r'\rangle = |n'S\rangle \), where \( n, n' \) are the principal quantum numbers and \( S \) denotes the \( L = 0 \)
Figure 6.2: Optical layout: Control (|C⟩) and Target (|T⟩) photonic qubits, in dual-rail encoding, are stored as Rydberg polaritons (dark red) in a cold atomic ensemble (yellow). The spatial modes corresponding to the qubit states |1_C⟩ and |1_T⟩ are stored in adjacent sites at a distance \( d_{11} \), and the others arbitrarily further apart from the interacting ones (\( d_{10} \)). After storage we attempt a 2\( \pi \) rotation on the target qubit using the microwave field with Rabi frequency \( \Omega \mu \) and an intermediate state. This succeeds except for \(|1_C1_T⟩\), in which the intermediate state is shifted by resonant DD interactions, which have a characteristic length scale \( R^{(3)} b \). We need to ensure that the van der Waals interactions between stored states (characterised by the blockade radius \( R^{(6)} b \)) are small.

angular momentum state. Using different Rydberg states for target and control qubits allows us to perform operations on the individual qubits with a global microwave field.

There is at most one excitation in each site. This excitation is shared amongst all the atoms in that site, which maps the state into the superposition \( |S_j⟩ = \frac{1}{\sqrt{N_j}} \sum_{k} |r^j_k⟩ e^{i\phi_k} \), where at each site \( j \in \mathbb{B} \) with \( N_j \) atoms, the sum spans all possible singly-excited states \( |r^j_k⟩ \) to the Rydberg level \( |r^j⟩ \): \( |r⟩ \) in the target qubit, \( |r'⟩ \) in the control. The phase \( \phi_k \) depends on the probe and coupling fields at the position of atom \( k \). This process maps the photonic state \(|CT⟩ = |C⟩ \otimes |T⟩\) into a spin-wave state involving all of the four spatial channels \( |S_{CT}⟩ = |S_C⟩ \otimes |S_T⟩\), and can be achieved with efficiencies per site.
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exceeding 90% given sufficient optical depth \[91\] or using a low finesse optical cavity \[180\].

6.1.3 Microwave rotations and direct dipole-dipole interactions.

Once we have a mapping of the two-qubit state into the cloud, we make use of an auxiliary state \(|p\rangle\) in the target qubit to perform the gate operation. A microwave pulse is applied to the system to attempt a \(\int_0^t \Omega_\mu dt = 2\pi\) rotation on the transition \(|r\rangle \leftrightarrow |p\rangle\) in the target qubit, via the Hamiltonian \(H_\mu = \hbar \Omega_\mu (|r\rangle \langle p| + |p\rangle \langle r|)\). Since there is only one excitation at each site, each ensemble behaves like an effective spin system, coupling the target states \(|S_T\rangle\) and the superposition of singly-excited \(|p_k\rangle\) states, \(|P_T\rangle = \frac{1}{\sqrt{N}} \sum_k^{NC} |p_k\rangle e^{i\phi_k}\), with the single-atom Rabi frequency \(\Omega_\mu\). Since the wavelength of the microwave field is much greater than the separation between sites, the coupling to both target sites is the same.

Performing the \(2\pi\)-rotation adds a \(\pi\)-phase shift to the wavefunction, \(|CT\rangle \rightarrow -|CT\rangle\). However, if the target state \(|p\rangle\) is coupled to the control Rydberg state \(|r'\rangle\) via an electric-dipole interaction at a distance \(d\), the resonant DD interaction splits the energy between the states \(|\pm\rangle = |r'p\rangle \pm |pr'\rangle\), shifting the energy of the coupled state by \(\Delta_{r'p} = C_3(r'p)/d^3\), preventing the rotation, and thus the phase shift, conditional on the presence of a control excitation in a nearby channel. This operation, which implements a CZ gate\(^1\) occurs with arbitrarily high fidelity if the distance between the adjacent control and target channels, \(d_{11}\), is smaller than the characteristic length,

\[
d_{11} < R_h^{(3)}(r'p) = \sqrt[3]{C_3(r'p) \hbar \Omega_\mu} < d_{10}, \tag{6.3}
\]

\(^1\) It actually implements a \((-1)\cdot\text{CZ gate}\) according to the definition in \((6.2)\). For the two-qubit setup described in this section, this global phase is irrelevant: any global phase can be obtained by properly tuning the path lengths travelled by the (photonic) qubits.
Figure 6.3: Coupled basis of the two inner polariton sites $|1\_T\_1\rangle$. (a) The control (left) and target (right) photonic qubits are stored in the atom cloud in two different Rydberg states, $|r'\rangle$ and $|r\rangle$, respectively. If the control qubit is in $|0\rangle$ (states $|gX\rangle$ in the pair state basis, with $X \in \{g, e, r, p\}$), we can perform a resonant $2\pi$ rotation on the $|r\rangle \leftrightarrow |p\rangle$ transition. (b) If the control qubit is in $|1\rangle$ (states $|r'X\rangle$), it shifts the auxiliary state $|p\rangle$ via a resonant DD interactions and the microwave $2\pi$-pulse is no longer resonant. This gives rise to a homogeneous, conditional phase shift in the site.

where $\Omega_m$ is the microwave Rabi frequency. The distance between non-interacting pairs, $d_{10}$, needs to be much larger than this length scale to prevent parasitic interactions.

### 6.1.4 Parasitic dipole-dipole interactions.

However the discussion outlined above is only valid if there are no other interactions between sites. As has been discussed in \[3\] if we have two excitations at a distance $d$ in the medium (one for each qubit), vdW interactions between the Rydberg levels $|r\rangle$ and $|r'\rangle$ are important, and can degrade the gate fidelity by introducing spatially-dependent detunings. Such interactions detune the doubly-excited state $|r'r\rangle$ by an amount $\hbar \Delta_{r'r} = C_6(r'r)/d^6$ by coupling the states $|r'r\rangle \leftrightarrow |p'p\rangle$, where $|p\rangle$ and $|p'\rangle$ are dipole-coupled to both $|r\rangle$ and $|r'\rangle$ respectively. Here, $C_6(r'r) \propto 1/\delta_f$ is the vdW coefficient of an $|n'S, nS\rangle$ pair state, where $\delta_f$ is the Förster energy defect \[51, 68\].

If the energy shift $\hbar \Delta_{r'r}$ is comparable to the energy defect $\delta_f$, DD interactions populate neighbouring states. Also, if this energy defect is zero (a situation called *Förster resonance*), we expect excitation hopping between
|r’⟩ and |p’⟩ to occur spontaneously \[83\]. This effect degrades the fidelity, as we lose control of the precise state the excitation is in. These scenarios can be avoided by choosing an appropriate level system. However, even for a system without Förster resonances, vdW interactions affect the proper functioning of the gate: during storage and retrieval processes and during the rotation in the microwave domain.

If we have an excitation |r’⟩ in one site, the interaction shift between sites prevents the storage of the second photon \[181\] within a certain region characterised by the blockade length scale, $R_{b}^{(6)}(r’r) = |C_{6}(|r’⟩⟨r|)/\hbar\Delta_{\text{EIT}}|^{1/6}$, where $\Delta_{\text{EIT}}$ is the linewidth of the EIT transparency window (see (2.25)). We minimise these inter-site interactions by ensuring that the distance $d$ between any two spatial channels satisfies the inequality

$$d > R_{b}^{(6)}(rr’) .$$  \hspace{1cm} (6.4)

This condition ensures that interactions during storage and retrieval are negligible, preventing spatial distortion of the spatial modes of the qubit wavepackets \[33, 34\].

The vdW interactions between |r⟩ and |r’⟩ are present also during the microwave rotation, when the coupling laser is off. This space-dependent energy shift causes a dephasing to the state |11⟩ proportional to the $2\pi$ rotation time $\tau_{2\pi} = 2\pi/\Omega_{\mu}$, and to $\Delta_{r’r}$. But it decreases rapidly with the distance between interacting sites and is negligible when

$$d_{11} \gg R_{\mu} = |C_{6}(r’r)/\hbar\Omega_{\mu}|^{1/6} .$$ \hspace{1cm} (6.5)
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6.1.5 Conditions and limits.

Conditions (6.3), (6.4), and (6.5) suggest using

\[
\frac{R_{b}^{(3)}}{\max(R_{b}^{(6)}, R_{\mu})} = \left( \frac{C_{6} \min(\Omega^{2}, \Omega_{\mu}^{2})}{C_{3}^{2} \Omega_{\mu}} \right)^{1/6} \tag{6.6}
\]

as the figure of merit to maximise the gate fidelity for the following reasons:

- On the one hand, we need to maximise \(R_{b}^{(3)}\) to block any excitations to the \(|r'p\rangle\) state in the interacting sites when the microwaves are applied. When the microwave rotation is "slow" (\(\Omega_{\mu} < \Gamma\)), this length scale is bounded by the lifetime of the state, \(\max(R_{b}^{(3)}) = (C_{3}/\Gamma)^{1/3}\).

- On the other hand, the effect of the vdW interactions is to impose a minimum distance \(\sim \max(R_{b}^{(6)}, R_{\mu})\) that the two excitations can be apart. This distance depends not only on the excitation or the microwave rotation stages separately, but on the total time taken for the gate. For a sufficiently slow microwave rotation (to maximise \(R_{b}^{(3)}\)), the denominator becomes \(\max(R_{b}^{(6)}, R_{\mu}) \to (C_{6}/\Gamma)^{1/6}\).

Dividing those expressions, and obviating the sixth root (which is a monotonous function) we obtain the dimensionless figure of merit

\[
O = \left| \frac{C_{3}(r'p)^{2}}{C_{6}(r'r)\hbar\Gamma} \right|, \tag{6.7}
\]

that can be used to compare between different systems. Note that \(O\) does not depend on any experimental parameters, only on the atomic species and the particular levels.

Figure 6.4 shows the figure of merit for different level systems of the form \(|r'\rangle = |nS_{1/2}\rangle, |r\rangle = |(n + a)S_{1/2}\rangle\) and \(|p\rangle = |nP_{1/2}\rangle\) as a function of the principal quantum number \(n\) in \(^{87}\text{Rb}\). The dipole-dipole interactions are calculated using perturbation theory, as shown in Chapter 3.
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Figure 6.4: Figure of merit $O$ for different level systems ($|r'\rangle = (n + a)S_{1/2}, |r\rangle = nS_{1/2}$ and $|p\rangle = nP_{1/2}$). In red circles, $a = 1$, which will be used for the estimation of the fidelity; in purple squares, $a = 2$; and, in blue triangles, $a = 3$. We observe multiple Förster resonances in the vdW coefficients which show as spikes and dips in the figure of merit. Note the Förster resonance from calculated values for the coupling $38s39s \leftrightarrow 38p_{3/2}38p_{3/2}$ in the red curve, which is in accordance with experimental values obtained elsewhere $^{145}$. These simulations, based on the $C_6$ values in Figure 3.3, have been run using modified code originally written by Christophe Vaillant.

The following step is to estimate the fidelity. We restrict our study to the level system $|r'\rangle = nS_{1/2}$, $|r\rangle = (n + 1)S_{1/2}$ and $|p\rangle = nP_{1/2}$ to maximise $O$ and avoid Förster resonances$^2$. For $n = 70$ and a coupling of 10 MHz, we obtain $R_b^{(6)} \sim 7 \mu$m and $R_b^{(3)} \sim 20 \mu$m by coupling to the $M = 0$ state$^3$.

6.2 Fidelity estimation

If we condition the interaction between $|1_C\rangle$ and $|1_T\rangle$ by (6.3), and make sure that the effect of vdW interactions are negligible during the storage and retrieval (6.4) and microwave rotation (6.5), the photonic component $|11\rangle$

$^2$ The level system $nS(n + 3)S$ shows a slightly higher $O$ away from Förster resonances for $n < 80$ because its $C_6$ is smaller. However, since it shows more Förster resonances at higher $n$, we do not choose this level for our study (see Section 6.1.4).

$^3$ Away from Förster resonances, the scaling with principal quantum number of $C_6(nSnS)$ and $C_6(nS(n + 1)S)$ are similar, thus one expects $O$ to be constant with $n$. However, using higher $n$ is more convenient, because the blockade radius is bigger, and thus the probe beams can be less focused.
picks up a homogeneous $\pi$-phase with respect to $|00\rangle$, $|10\rangle$ and $|01\rangle$, and the overall change in the system corresponds to that of the CZ-gate in (6.2) (whose global phase we neglect).

Since our aim is to estimate the fidelity of our scheme, we calculate the fidelity of achieving the state $|\psi'\rangle = (|00\rangle + |01\rangle + |10\rangle - |11\rangle)/2$ starting with the state $|\psi\rangle = (|00\rangle + |01\rangle + |10\rangle + |11\rangle)/2$. We choose this initial state because its evolution shows the main features of the gate; any choice of states not involving the $|11\rangle$ results in a (trivial) global phase, and does not show the conditional $\pi$ phase.

### 6.2.1 Master equation approach

To better understand the possible implementation of the phase gate including real-world sources of decoherence, we estimate the fidelity using a simplified optical Bloch-equation approach. Our aim is not to provide a full many-body simulation of the gate protocol, but rather to estimate the errors in the case of a physical realisation using a cloud of cold $^{87}$Rb atoms. We shall note that we do not fully simulate storage and retrieval processes; instead, we assume that the interacting sites are sufficiently far apart so that storage is successful.

There are four sites (two per qubit). The sites are excited sequentially, starting with the control sites. Since we neglect the atom-light coupling efficiency in this part of the calculation, in the absence of another excitation in the medium, we can transfer the photons at control sites to the Rydberg level $|r'\rangle$ following the EIT dark-state polariton picture (see 2.3.4). Thus we reduce the basis set for the sites of the control qubit to only two: “present”, $|r'\rangle$, and “not present”, $|g\rangle$.

Now, the transfer of the photons in the target sites to the levels $|r\rangle$, where a detuning given by the vdW shift is present, depends on the EIT transparency
linewidth $\Delta_{\text{EIT}}$ and the optical depth of the sample [109] [181]. The efficiency of the storage process is close to one if (6.4) is satisfied. To this end, for a given pair of states $|r'\rangle$ we can either separate the interacting sites or we can choose a large Rabi frequency $\hbar \Omega_c > |C_6(r'\rangle|/d^6$. Conditional on the success of the storage procedure, we can use three states to describe the target sites: “not present”, $|g\rangle$, Rydberg s-state, $|r\rangle$ and Rydberg p-state $|p\rangle$.

The operation of the phase gate then consists of three steps:

- storage of the target states,
- $2\pi$ rotation in the microwave domain of the control qubit, and
- retrieval of the target qubit.

During the storage and retrieval stages, we assume that the optical depth of the sample, OD, is large enough so that a small two-photon detuning does not affect the efficiency of the process [181]. However, the two-photon vdW interaction $H_{\text{vdW}} = \Delta_{r'p}|r'\rangle\langle r'|$ only detunes the interacting pair, and this creates a phase-difference between the interacting and non-interacting regions; in the worst case scenario, when $\Delta_{r}\gg \Delta_{\text{EIT}}$, it prevents the excitation of the target qubit in the interacting region, and when $|\Delta_{r}| \sim \Delta_{\text{EIT}}$ it reduces the fidelity by changing the phase of the interacting pair.

Second, once the excitations are present, attempt to drive a $2\pi$ rotation of duration $\tau_{\text{rot}} = 2\pi/\Omega_\mu$ in the $|r\rangle \rightarrow |p\rangle$ transition in the target sites. The dynamics are then described by $H_{\text{rot}} = \frac{\Omega_\mu}{2} (|r\rangle\langle p| + |p\rangle\langle r|)$, where the effect of the direct dipole interaction is given, in the coupled basis, by $H_{\text{res}} = \Delta_{r'p}|r'p\rangle\langle r'p|$. This interaction prevents the excitation of the interacting pair if $|\Delta_{r'p}| \gg \Omega_\mu$. Yet, if the linewidth of the transition is comparable to the direct-dipole interaction ($|\Delta_{r'p}| \approx \Omega_\mu$), some population can be transferred to the state $|r'p\rangle$ in the interacting pair, which can remain there during the de-excitation, limiting the fidelity of the final state.
Finally, a de-excitation in the same conditions as the excitation takes places to drive the atoms into the final state.

Let us note that during the $2\pi$ rotation stage, if $\Omega_\mu < \Delta_{\text{EIT}}$, vdW interactions are important on the timescale of the rotation at distances $d_{11} \lesssim R_\mu$ (see (6.5)). This causes oscillations due to the permanent detuning present on the $|r' r\rangle$ level. Furthermore, since vdW interactions depend on the distance, this creates an nonhomogenous phase across the sample in the interacting sites, and thus a transversal mode mismatch with respect to the noninteracting sites. Therefore, the optimal conditions for the phase gate requires condition (6.5). Also, to make a rough estimation of the effect of the finite size of the probe beam, we perform a Gaussian average with width $w = \sqrt{2}q R_b^{(6)}(r' r) = \sqrt{2}w_0$, where $q = w_0/R_b^{(6)}(r' r)$ is the ratio between the probe waist $w_0$ at each site and $R_b^{(6)}(r' r)$. The $\sqrt{2}$ factor states that the interaction takes place between two sites. Writing the width $w$ as a function of $R_b^{(6)}(r' r)$ allows us to compare it with a meaningful quantity regarding the storage procedure at each $n$. Also, for the case where the initial qubit is derived from a coherent state (see Appendix A), multiple photons can be stored with significant probability when $q > 0.5$. This is, of course, not a problem with single-photon inputs.

### 6.2.2 Results

In Figure 6.6 the results of this exploration are shown, where we have calculated the fidelity of the final state $\rho$, $F_0 = \sqrt{\langle \psi' | \rho | \psi' \rangle}$, where the initial state $|\psi\rangle = (|00\rangle + |01\rangle + |10\rangle + |11\rangle)/2$ in the double-qubit basis becomes $|\psi'\rangle = (|00\rangle + |01\rangle + |10\rangle - |11\rangle)/2$ after the action of the gate. This state has been chosen so as to observe the effect of different processes (such as dephasing and decay) in multiple sites. Note that this does not constitute a measure of the process fidelity of the gate.

We initially obtain $F_0$ as a function of distance $d_{11}$, keeping the other pa-
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Figure 6.5: Comparison of the fidelity of the operation at different microwave powers. The results correspond to the level system with $n = 70$ and microwave Rabi frequencies of $\Omega_\mu/2\pi = 1.78$ MHz (top) and $\Omega_\mu/2\pi = 8.25$ MHz (bottom). The vdW interaction provides an inhomogeneous detuning, which results in the interacting pair acquiring different phases at different distances, and a vertical line shows $R_\mu$, a characteristic (maximum) length scale for this effect (see (6.5)).

The raw results of the simulation are shown in light colours, and the Gaussian average of the fidelity for $w = \sqrt{2} \cdot 1.6 \mu$m is shown in dark colours.

rameters constant (see Figure 6.5). The first significant effect is the presence of the oscillations at distances shorter than $\max(R_\mu^{(6)}, R_\mu)$. These are mainly due to the effect of the vdW interaction in the state $|r'r\rangle$ which detunes this state with respect to the unperturbed state: as we have mentioned in the previous section, if the interaction time $\tau = 2\pi (1/\Omega_\mu)$ is fixed (by fixing $\Omega_\mu$) this time-dependent detuning is manifested in the form of distance-dependent oscillations. These oscillations become negligible when $\Delta_{r'r}\tau \sim 0$, and that is the reason why the oscillations stop when $d_{11} \gtrsim \max(R_\mu, R_\mu^{(6)})$. For each $n, \Omega_\mu$ we select the distance that shows the optimal fidelity, and the results are shown in Figure 6.6.

Since the stored excitations are spin-waves, these can suffer from motional
Figure 6.6: Estimation of the fidelity and efficiency of the gate protocol, including the effects of finite lifetimes of the Rydberg states and motional dephasing, as a function of the microwave Rabi frequency $\Omega_{\mu}$. The red, continuous line shows the case where $n = 70$ and $q = 0.2$ (see text for details). Plates (a) and (b) show the changes in fidelity by varying one parameter: (a) Principal quantum number $n$. (b) Different waist to blockade ratios $q = w_0/R_b^{(6)}$ used in the Gaussian averaging. In plate (c) the changes in efficiency due to motional dephasing for different temperatures $T$ are shown.

dehphasing: atoms in an ensemble at a temperature $T$ and average speed $v = \sqrt{k_B T / m}$ ($m$ is the atomic mass and $k_B$ is the Boltzmann constant) can exit the site with mode diameter $w_0$ in a time $\xi = w_0/v$, or can move across the stored spin-wave with wavelength $\Lambda$ in a time $\tau = \Lambda/2\pi v$. To quote some typical values, if we consider Rubidium atoms at $T = 1\, \mu K$ travel with an average speed of $v \sim 9.9\, \text{mm/s}$: an atom would take $\xi \sim 270\, \mu s$ to exit an interaction region with mode diameter $w_0 = 2\, \mu m$; and since the stored spin wave has a wavelength $\Lambda \sim 1.2\, \mu m$, the time to move across the stored spin wave is $\tau \sim 20\, \mu s$. We can calculate a dephasing coefficient as $\eta_m \propto \exp \left[ -(t^2/\tau^2)/(1 + t^2/\xi^2) \right]$ (taken from [132]): different gate times lead to different efficiencies. With these factors taken into account, we predict fidelities over 95% and low motional dephasing over a broad range of experimental parameters.

Inspecting Figure 6.6 we note the following general remarks: (c) The lower
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the temperature, the larger the efficiency at a given $\Omega_\mu$: this is due to a reduction in motional diffusion during the time $t_{2\pi} = 2\pi/\Omega_\mu$ taken to perform the gate operation. The lower dephasing allows lower microwave Rabi frequencies to be used, thereby enhancing the blockade effect (a) Increasing the principal quantum number increases the fidelity, although we expect a weak scaling with $n$, as seen inspecting $O$ in Figure 6.4. This happens because we can drive transitions in the microwave domain with a weaker $\Omega_\mu$ due to the favourable scaling of the lifetimes. However, this moves the peak of fidelity towards lower driving frequencies making the gate operation slower, which puts this parameter in competition with motional dephasing. Finally, (b) the smaller the waist of the sites, the higher the fidelity, but this is fundamentally limited by the diffraction limit; also, when the sites are very small, achieving a high OD is challenging and motional dephasing becomes a problem, although this could be reduced using a state-insensitive optical lattice [171].

6.3 Limitations and discussion

In addition to the limitations outlined above, a significant source of inefficiency is likely to arise from the mapping between the light field and the stored polaritons [91]. By making the cloud sufficiently dense ($\rho_0 \sim 10^{14} \text{cm}^{-3}$), it is possible to obtain optical depths $\text{OD} \sim 1000$ that would give a theoretical efficiency per-channel of $\eta_e \approx 0.9$ and an overall [182] efficiency $\eta_c^2 \approx 81\%$. However, the densities required are similar to the ones achieved during BEC formation [183], and in that situation, the interactions between atoms become important: when the size of the wavefunction of the Rydberg state is comparable or bigger than the interparticle spacing, it can lead to the formation of Rydberg molecules [59] due to the interaction between the excited electron and neighbouring ground state atoms; this interaction can also be a source of dephasing [184]. The coupling efficiency can be improved by using photonic waveguides or by optimising the temporal shape of the
probe pulse [91]. Optimisation of the process of storage and retrieval of polaritons with Rydberg content might bring further improvements to our implementation.

The numbers quoted are comparable with previous implementations using linear optics [178, 185, 186], which have a 1/9 efficiency before post-selection, and experimentally achieves \( \eta^2 \sim 85\% \) after post-selection. There are implementations of CNOT gates using Rydberg atoms as qubits [95] with demonstrated fidelities exceeding 70\%, although different gate protocols predict fidelities greater than 95\% [187] or even fidelity errors of order \( \sim 10^{-3} \) [188]. Experimental constraints (especially atomic motion in the light field of the trap) are nowadays the limiting factor for the fidelity of these implementations. In the case of using Rydberg atoms as qubits, the gate protocols are not affected by mapping photons in and out of the atomic ensembles; at the same time, these implementations can only distribute quantum information locally, unless they are connected in some way to “flying qubits” able to transfer quantum information at long distances.

Looking forward, one can imagine using the scheme proposed in combination with integrated atom chip trapping and waveguides [189] to join several quantum gates, both sequentially and in parallel. Using existing waveguide technology, one could also implement single qubit operations [190, 191] in the same chip, which brings us closer towards a fully integrated quantum processor. Also, the proposed geometry and processing method could be extended to implement a photon switch and other operations.

In conclusion, we have shown that it is possible to realise a quasi-deterministic, high-fidelity universal quantum gate for photons. We circumvent the restrictions of conventional optical non-linearities by using the non-local dipole-blockade effect and by separating the propagation and interaction phases of the gate. We exploit microwave fields to neglect short range vdW
interactions and use longer range resonant DD interactions, which allows us to achieve a conditional phase shift on the stored target photon with fidelities in excess of 95% for currently achievable experimental conditions. The current limiting factor is the efficiency in mapping the flying qubits in and out of the atomic ensembles. Even if the efficiency of the protocol is not yet sufficient for error correction protocols, the scheme presented is a significant step forward for the realization of nearly deterministic quantum processing using photons.
Chapter 7

Multiqubit gates with dark-state polaritons and microwaves

The goal of universal quantum computation requires the generation of an arbitrary (and programable) unitary operation between an arbitrarily large number of input ($N$) and output qubits ($M$). It has been shown that any unitary for $N, M > 2$ can be approximated by a set of two-qubit, universal gates [192] with arbitrary accuracy. Furthermore, any two-qubit gate can be decomposed into three entangling gates, with the addition of single-qubit gates [192, 193].

Obviously, high-fidelity gates are needed to reach the goal of universal quantum computation. Even with error-correction codes, individual components should aim for error probabilities $p \lesssim 10^{-3}$ [194].

However, depending on the particular application, it might be possible to use a multiqubit, universal gate (with more than two qubits), such as the Toffoli [9, 195] or Fredkin gates [196], to alleviate the number of components required. For example, Shor’s algorithm [10] was first devised using Toffoli gates.

A Toffoli gate (also called CCNOT gate) is a universal, reversible logic gate
Together with single-qubit gates, it can be used for universal quantum computation. The Toffoli applies a Pauli-X rotation matrix (the quantum analog of the NOT operation) conditional on the first and second qubits (called control qubits) being in the $|1\rangle$ state; this operation can be represented by the following unitary matrix:

$$\text{Toffoli} = \begin{pmatrix}
1 & 0 & 0 & 0 & 0 & 0 \\
0 & 1 & 0 & 0 & 0 & 0 \\
0 & 0 & 1 & 0 & 0 & 0 \\
0 & 0 & 0 & 1 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 1 \\
0 & 0 & 0 & 0 & 1 & 0 \\
\end{pmatrix}.$$  \hspace{1cm} (7.1)

A Toffoli gate be constructed using 6 CNOT gates \cite{14, 197} optimally. Since a Toffoli gate made in this way concatenates CNOT gates with fidelity $\eta_{\text{CNOT}}$, the overall fidelity is degraded by a factor $\eta_{\text{CNOT}}^6$. Thus, if possible, it would be preferable to implement the 3-qubit gate directly with efficiency $\eta \sim \eta_{\text{CNOT}}$.

Implementations of multiqubit gates using Rydberg atoms and atomic qubit encoding have already been proposed \cite{69, 198}, with predicted errors smaller than 10%. However, these ideas have not yet been discussed in the context of photonic gates.

In this Chapter, we sketch a recipe to make a $(n + 1)$-qubit entangling gate called $C^nZ$, where $n$ qubits control a $\pi$ phase picked up by a target qubit. The physical principle of this gate is similar to that used for the gate described in Chapter \cite{6} where photonic qubits stored in a cloud of atoms in the form of Rydberg polaritons are subjected to multiple rotations in the Rydberg manifold by the use of microwaves. In this case, the geometric arrangement of the qubits is such that the vdW interactions for different states prevents the rotation of one of the qubit states of the target to happen conditional upon
all the other \( k \) control qubits being in state \( |1\rangle \). The system described below gives rise to a number of conditions on the allowed dipole-dipole interactions for its implementation, but further research is necessary to understand its applicability.

First, we show the connection between the CZ of Chapter 6 and the \( C^nZ \) under consideration. Then we describe the microwave rotations to neighbouring transitions that both control and target qubits undergo. It will be seen that the precise geometrical arrangement of the qubits makes vdW interactions significant in all coupled basis states except for the case \( |11\ldots1\rangle \). This gives rise to a \( \pi \) phase shift in the wave function in that singular case with respect to the rest, which implements the gate. Finally, the rest of the relevant DD interactions in the system are discussed, and conditions for the gate performance based on the blockade radii are derived.

### 7.1 Physical principle

#### 7.1.1 \( C^nZ \) gate

The \( C^nZ \) is a symmetric, entangling gate that implements a Pauli-Z gate in a target qubit conditional on \( n \) control qubits being in state \( |1\rangle \). The operational matrix on the \( n + 1 \) qubits is

\[
C^nZ = \begin{pmatrix}
1 & 0 & \cdots & 0 & 0 \\
0 & 1 & \cdots & 0 & 0 \\
\vdots & \vdots & \ddots & \vdots & \vdots \\
0 & 0 & \cdots & 1 & 0 \\
0 & 0 & \cdots & 0 & -1
\end{pmatrix}
\]  

(7.2)

The case \( n = 1 \) implements the same CZ gate analyzed in Chapter 6, although the optical layout and level systems are different in the two implementations.
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The case \( n = 2 \) is the CCZ or the controlled-controlled-phase gate, which is the symmetric analogue to the Toffoli gate \[197\], and can be converted into the latter using only (single-qubit) Hadamard gates on the target qubit, as seen in Figure 7.1.

\[
\begin{array}{c}
\begin{array}{c}
\vdots \\
\vdots \\
\bullet \\
\bullet \\
\end{array}
\end{array}
\right\} n = 2 \rightarrow \left\{
\begin{array}{c}
\begin{array}{c}
\vdots \\
\vdots \\
\bullet \\
\bullet \\
\end{array}
\end{array}
\right\} 
\begin{array}{c}
H \\
Z \\
H
\end{array}
\]

Figure 7.1: A C\(n\)Z gate (left) implements a Pauli-Z rotation on the target qubit dependent upon \( n \) control qubits. It can be converted into the C\(n\)NOT gate using two Hadamard gates (right).

### 7.1.2 Qubit encoding

The qubit encoding is similar to that in section 6.1.2. The control and target qubits are encoded using the dual-rail scheme as dark-state polaritons with Rydberg content in different states. This gives rise to \( 2(n + 1) \) paths that pass through one or multiple cold atomic clouds, encoding the \( |0_k\rangle, |0_T\rangle \) and \( |1_k\rangle, |1_T\rangle \) components of the control and target qubits respectively. The geometric arrangement is depicted in Figure 7.2.

Here, the \( |0_k\rangle \) components of the control qubits are essentially equidistant to \( |1_T\rangle \) and \( |0_T\rangle \). Furthermore, the \( |0_k\rangle \) and \( |1_k\rangle \) components of the control qubits are, again, approximately equidistant to \( |0_T\rangle \). This geometric arrangement has the particularity that all the \( |1_k\rangle \) components of the control qubits are approximately twice as far to \( |1_T\rangle \) than to \( |0_T\rangle \).

The storage of the target qubit uses a coupling laser \( \Omega_t \) resonant with the transition \( |e\rangle \leftrightarrow |r\rangle \). Subsequently, the other \( n \) control qubits use \( n \) differ-
Figure 7.2: Transversal view of the optical layout: target (red) and control (blue) photonic qubits, in dual-rail encoding, are stored as Rydberg polaritons in a cold atomic ensemble. The $|0_k\rangle$ and $|1_k\rangle$ components of the $n$ control qubits are stored at distances $d_{00}^{(k)}$ and $d_{01}^{(k)}$ (respectively) to $|0_T\rangle$. Since those distances are smaller than $R_b^{(6)}(pp_k)$, when attempting a $2\pi$ rotation in the target qubit it does not succeed. The only situation in which that rotation succeeds is the case where all of the qubits are in state $|1\rangle$, because the distance between the target $|1_T\rangle$ and the controls $|1_k\rangle$, $d_{11}^{(k)}$, is larger than the blockade radius.

ent coupling lasers with $\Omega_{c}^{(k)}$ Rabi frequencies, resonant with the transitions $|e\rangle \leftrightarrow |r_k\rangle$. Figure 7.3 (a) shows the level systems for the noninteracting control (left) and target (right) qubit sites.

### 7.1.3 Microwave rotations

After the storage procedure, all qubits undergo rotations to neighbouring states. First, the control qubits perform a $\pi$ rotation in the $|r_k\rangle \leftrightarrow |p_k\rangle$ with Rabi frequencies $\Omega_{\mu}^{(k)}$, which brings the population to $|p_k\rangle$. Then, the target qubit aims for a $2\pi$-rotation in the transition $|r\rangle \leftrightarrow |p\rangle$ with Rabi frequency $\Omega_{\mu}$: if successful, the rotation adds a minus sign to the wavefunction. Finally, another $\pi$ transition brings the population of the control qubits back to $|r_k\rangle$; in this case, the complete $2\pi$ rotation of the controls also add up to another minus sign on the wavefunction, which alongside with the one of the target gives a phase $(-1)^{(n+1)}$. 
Figure 7.3: Basis states for target and coupling qubits. (a) The control (left) and target (right) photonic qubits are stored in the atom cloud in different states, $|r_k\rangle$, $k = 1 \cdots n$ and $|r\rangle$, respectively. The control qubits undergo a $\pi$ rotation with Rabi frequency $\Omega_\mu^{(k)}$ to the states $|p_k\rangle$; then, the target qubits do a $2\pi$ rotation with Rabi frequency $\Omega_\mu$ through state $|p\rangle$; finally, the control qubits return to the storage states with another $\pi$ rotation. (b) If any of the control qubits is in $|0_k\rangle$, the vdW interactions between target and control sites shift the state $|pp_k\rangle$ of the coupled basis out of resonance, by an amount $\Delta^{(6)}_{ppk}$, which prevents the probe’s rotation (right). On the contrary, if all of the control qubits are in state $|1_k\rangle$ and the target qubit is in $|1_T\rangle$, vdW interactions are negligible, and the $2\pi$ rotation of the target takes place. This gives rise to a homogeneous conditional phase shift.

If the vdW interactions between the intermediate levels $|p\rangle \leftrightarrow |p_k\rangle$, $\Delta^{(6)}_{ppk}$, are sufficiently strong (neglecting the rest of the interactions), then the $2\pi$ rotation of the target does not succeed, and the final wavefunction only gets a phase $(-1)^n$. In the same spirit as in Chapter 6, since we have stored the $|1_T\rangle$ and $|0_T\rangle$ states of the target qubit in different positions relative to the control qubits, it is in principle possible to obtain a $\pi$ phase shift to the $|1_T, 1_k\rangle$ state with respect to the rest of the states, which implements a $C^nZ$ gate.

The ideal gate succeeds if the distance $d^{(k)}_{11}$ between the $|1\rangle$ components of target and the $k$ controls is bigger than the blockade radii $R^{(6)}_b(ppk)$, and the rest of the target-control distances are smaller than that

$$d^{(k)}_{11} > R^{(6)}_b(ppk) > d^{(k)}_{10}, d^{(k)}_{01}, d^{(k)}_{00},$$

The phase shifts discussed are only valid if the operation remains coherent the whole time. Decoherence in the sample leads to a decreased retrieval efficiency, and so it should be avoided.
where $d^{(k)}_{AB}$ is the distance between the $|A_T\rangle$ component of the target and $|B_k\rangle$ components of the control qubits.

### 7.1.4 Parasitic interactions and limitations

As in the previous gate scheme in Chapter 6, the DD interactions between intermediate levels can, in principle, affect the gate process. The success of the gate depends on the magnitude of these parasitic dipole interactions. If they are sufficiently small, those effects can be casted as inequalities affecting the blockade radii for transitions involving both first- and second-order DD interactions.

First, there are the vdW interactions between the storage sites’ states (with blockade radii $R^{(6)}_b(rr_k)$ and $R^{(6)}_b(r_r j), k \neq j$) and the microwave rotated states in the control qubits (with radii $R^{(6)}_b(p_k p_j), k \neq j$). The relevant resonant DD interactions are those between the storage states $|r\rangle, |r_k\rangle$ and the intermediate levels $|p\rangle, |p_k\rangle$.

By the geometrical construction in Figure 7.2 we know that the smallest distances between any two control sites, $j$ and $k$, are $d^{(k,j)}_{00} \sim d^{(k,j)}_{11} \ll d^{(k,j)}_{01}$. Also, the $|1_T\rangle$ site is further away from $|0_k\rangle$ than $|0_T\rangle$. Therefore, the gate succeeds when the following conditions are met:

\begin{align}
R^{(3)}_b(pr_k), R^{(3)}_b(pr_k), R^{(6)}_b(rr_k) &< \min\left(d^{(k)}_{01}, d^{(k)}_{00}, d^{(k)}_{01}\right), \quad (7.4) \\
R^{(3)}_b(p_j r_k), R^{(6)}_b(r_j r_k), R^{(6)}_b(p_k p_j) &< \min\left(d^{(k,j)}_{00}, d^{(k,j)}_{11}\right) (i \neq j). \quad (7.5)
\end{align}

These $3 \cdot n + 3 \cdot n(n-1)/2 = 3n(n+1)/2$ inequalities complement the $4n$ inequalities of (7.3). For $n = 2$ (the CCZ), the number of inequalities is 17, whereas for the two-qubit gate CZ, $n = 1$, only 7 inequalities are required.
7.1.5 General remarks

In light of the huge number of inequalities appearing in the last section, some general comments must be made about these kind of gates.

First, it is necessary to find a physical system showing both strong and weak DD interactions between states. However, since both vdW and resonant DD coefficients depend on the dipolar transitions from some initial states, an open question remains: what are the physically possible ratios $C_3(ab)$ to $C_6(aa)$ and $C_6(bb)$ in transitions involving just two different states. These ratios should have a strong impact in this and other schemes mixing first and second order DD interactions. Looking at the DD interaction energies (3.7) and (3.8) suggests that there might be a general relationship between the two, although this relationship might depend on the particular quantum defects of the species under consideration.

Nevertheless, it might be possible to implement this scheme if an appropriate system that showed very strong vdW interactions in just one state $|pp'\rangle$, compared to the rest of the states. Then, coupling from the initial $|r_k\rangle$ to $|p'\rangle$ would reduce significantly the number of conditions required of the level system. However, as it was mentioned in Chapter 6, one should be careful to avoid Förster resonances that might lead to state-changing processes.

Finally, there is the issue of the finite size of the transverse photonic mode. For a probe beam with wavelength $\lambda$, the diffraction limit sets a minimum waist of $w_0 = 2r \sim \lambda/2$ in vacuum. In the total absence of DD interactions other than the ones required for the gate, the absolute maximum number $N$ of qubits that can be entangled using this gate is $N \sim R_{b(6)}^2/(2r^2)$. For a blockade radius of $R_{b(6)} \sim 10 \mu m$ and $\lambda \sim 780 \text{ nm}$, the theoretical limit of modes is $N_{\text{max}} \sim 1000$. However, obtaining that many diffraction limited spots is not feasible; for more realistic photonic modes with $r \sim 2 \mu m$, a less substantial $N \sim 12$ holds.
7.2 Summary

In this Chapter an implementation of the multiqubit, entangling C^nZ gate using photonic qubits has been proposed. In the case where all of the qubits are in the $|1\rangle$ state, a $2\pi$ rotation in the target qubit succeeds; however, if any of the qubits are in the $|0\rangle$ state, strong vdW interactions suppress this rotation, and so a conditional $\pi$ phase shift is obtained in the system. The geometrical conditions, which involve the blockade radii associated with the DD interactions present, have been derived.

Further research is required to show the possibility of implementing this scheme in a physical system using a specific atomic species.
Chapter 8

Experimental apparatus to measure $g^{(2)}$ for Rydberg polariton single photons

The coupling of weak light fields to Rydberg states of atoms under conditions of EIT leads to the formation of Rydberg polaritons, which are quasiparticles with tuneable effective mass and nonlocal interactions \cite{199, 200}. These interactions affect the dispersive propagation of the photons \cite{201}, and under some conditions this propagation becomes dominated by a two-photon bound state \cite{81}.

If two propagating Rydberg polaritons under the conditions of EIT are sufficiently far apart, their propagation is not affected by the interactions in the medium. If, however, two or more excitations propagate at a distance smaller than the blockade radius, both the blockade effect and dipole-induced dephasing \cite{82, 149} reduce the number of photons propagating to a maximum of one.

This heuristic explanation \cite{116} suggests that if a steady-state, coherent state of photons traverse a cloud of atoms under the effects of EIT and the Rydberg
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blockade (see Chapters 3 and 2), the output will be roughly a train of single photons separated by the time taken by a single photon to traverse a blockade sphere, $\tau_b$. This output shows a degree of second order coherence, $g^{(2)}(0) \sim 0$, which, as we showed in Chapter 4, is quantum in nature. As a matter of fact, experiments performed in Harvard showed that this was the case [80], but the experimentally observed $g^{(2)}(\tau)$ suggested that the picture of a train of photons needed to be changed.

A similar, but different, process is that of polariton storage and retrieval in a cloud of strongly-interacting atoms [1, 79]. In this case, the Fock state content of the input light is mapped into polaritons in the cloud after the storage procedure. The strong interactions between these polaritons produce a similar quantum behaviour to that previously mentioned when the size of the cloud is comparable to the blockade radius: the probability of obtaining photon pairs in the same storage/retrieval cycle is smaller than the probability of obtaining pairs in consecutive cycles, thus the autocorrelation function $g^{(2)}(0) < 1$. As a matter of fact, for a fixed cloud size, $g^{(2)}(0)$ decreases with increasing blockade radius. In the limit where $g^{(2)}(0) \sim 0$, this system can be exploited as a quasi-deterministic source of single-photon wavepackets. But what happens when $0 < g^{(2)}(0) < 1$?

In our experiment, light is stored in an elongated cloud ($l \gg R_b^{(6)}(rr)$) whose transverse size $r$ is smaller than the blockade radius $R_b^{(6)}(rr)$. This preferentially populates the state where several polaritons are stored along the cloud [86, 172], giving rise to $0 < g^{(2)}(0) \leq 1$. In the limit where the cloud is so big that a coherent state of polaritons can be populated, $g^{(2)}(0) = 1$.

In this Chapter we describe an experimental setup to measure the intensity autocorrelation $g^{(2)}$ of light using photon counting techniques. This setup has been used in recent experiments to study the quantum nature of the output light, and their results are presented elsewhere [11, 50, 176]. First, we describe our detection system based on single-photon avalanche diodes.
(SPAD) required to convert single-photon detection events to standard electronic signals. Then, we describe the timing system used to stamp each of the electronic signals at the output of the SPADs with a time. The timing data enables us to perform a statistical analysis of the light output.

### 8.1 Experimental setup

A perfect detection system would be one that gives a click when it receives a photon, and is ready for another count immediately afterwards, with a negligible dead time; furthermore, it would have the capability of distinguishing when two or more of these photons arrive simultaneously [202]. However, despite the best efforts of the scientific community, this ideal system is not available yet. Imperfect, real detection systems are characterized by several quantities that reflect in which ways they fail to reproduce perfect behaviour.

As mentioned above, we use a HBT interferometer shown in Figure 8.1 to split the light coming from the experiment. There, the photons are detected by single-photon detectors, which convert photons to standard electronic TTL pulses. These pulses are sent to a timing module to tag detections at the time they occur. Finally, we process the data and obtain the autocorrelation function. The process of data acquisition is controlled with a computer. In the two following sections, the characteristics of the photodetectors and the timing module are described in more detail.

### 8.2 Photodetectors and calibration

#### 8.2.1 Single-photon detectors

To get information about the intensity correlation at the single-photon level, one must be able to detect repetitively single-photon events with a very good
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Single-photon detectors must provide an amplification mechanism as noiseless as possible. The fraction of incident photons detected by the sensor is called the quantum efficiency, $\eta$. This is related to the number of electron-hole pairs generated by the arrival of a photon. It is therefore, a measure of the detector’s sensitivity to light.

The dark-count rate is the number of counts that the detector records when there is no input light. It is mostly due to the thermal current in electronic components existing at any temperature greater than zero Kelvin, and is usually random (Poissonian) in nature. Dark counts can come from radioactive decay and cosmic rays. The effect of these dark counts is to increase the noise in the measurement. It is possible to reduce this dark-count rate by keeping the detectors as cold as possible.

The signal-to-noise ratio (SNR) is the ratio between the power of the signal and the power of the noise. This gives an account of the precision of the measurements, and can affect its accuracy. A low detection efficiency increases the amount of data required to separate the signal from the noise.

Apart from the amplification requirements, temporal requirements of single-
photon detectors are very important. The first requirement is a fast and consistent response to the arrival of a photon in order to obtain a precise time for the event and avoid *timing jitter*.

When one photon arrives at the detector, it triggers a current which will be detected later and its time recorded. Each time an event is detected, the instrument requires some time to be ready for detection again. This is called *dead time*.

Another important property of the detector is the *maximum repetition rate*, which is the maximum number of events that it can process in a given time without damage occurring. This characteristic, usually provided by the manufacturer in the specifications, places important constraints on the power input at a given wavelength, and thus imposes a maximum upper limit to the amount of data available.

Amongst others, photomultiplier tubes (PMT) and single-photon avalanche diodes (SPAD) meet the requirements to perform this work [203].

In the case of PMTs, the detection of single photons is carried out in a vacuum tube where a photon incident on a photocathode releases an electron. This electron starts a cascade process in a series of dynodes that will increase the number of electrons (and thus the current) in a subnanosecond or nanosecond scale to be later detected. They usually operate [204] in the visible region of the spectrum, having a greater sensitivity in the green-blue region. The drawback of this detection scheme is the low quantum efficiency ($\eta < 25\%$), which is vastly reduced in the infrared part of the spectrum. PMTs are thus not suitable for our work.

In our experiment, we use a PerkinElmer SPCM-AQRH-14 SPAD. These are p-n junctions that operate biased above the breakdown voltage (Geiger mode) [205]. Under these circumstances, the electric field in the junction is high enough for a single photon to trigger a self-sustaining current avalanche by introducing a charge carrier in the depletion layer. SPADs require a
(pasive or active) quenching circuit able to:

- Sense the leading edge of the avalanche (ns or sub-ns time).
- Generate a standard, well synchronised output pulse (on the order of mA).
- Quench the avalanche by rapidly lowering the bias voltage. Otherwise, the diode would destroy itself.
- Restore the voltage to the operating level.

Sometimes, the circuits that control the current flowing through the detectors are not able to reduce it to an operative level before the bias voltage is restored, some carriers may be trapped in the junction. These trapped carriers may trigger another avalanche of electrons when restoring the voltage, thus giving rise to a phenomenon called afterpulsing.

The quoted photodetection efficiency is about $\eta \approx 65\%$ at 780nm, and the specifications quote a probability of afterpulsing of $p = 0.5\%$.

Finally, if one needs to turn on/off the SPADs at arbitrary frequencies, it is recommended to use an RF-switch at the output. The output of our SPADs is gated\footnote{Tests showed that the gating seemed to be affecting the quenching circuit, rather than the voltage bias. This lead to (undetected) afterpulsing effects accompanied by emission of photons. This \textit{feature} is not shown in the specifications sheet.} but gating with a period of 1.2 s (near our experimental repetition rate) was problematic\footnote{Neither was this other \textit{feature}.}. The solution to this problem is to use an RF-switch \textit{after} the SPADs to regulate the output of the electronic pulses.

### 8.2.2 Data taking

To characterize the detectors, we used scheme shown in Figure 8.2. Light from a 780 nm NewFocus TLM7000 tunable diode laser is chopped in short pulses using a double-pass AOM layout\footnote{Tests showed that the gating seemed to be affecting the quenching circuit, rather than the voltage bias. This lead to (undetected) afterpulsing effects accompanied by emission of photons. This \textit{feature} is not shown in the specifications sheet.}. The AOM RF input signal is
controlled by an RF switch that allows pulsing the laser using TTL signals. We can operate it in a continuous or pulsed regime, using the signal from a frequency generator or a custom-made LabView script. The rise and fall times of the AOM pulses are less than 50 ns, giving us a reasonably good pulse shape for testing purposes. The laser passes through a series of filters and pairs of half-wave plates and polarising beamsplitters to reduce, in a controlled way, the intensity of the beam. The light is then split in a beamsplitter and sent to the two SPADs using multimode fibers.

Figure 8.2: System to measure $g^{(2)}$ for a Poisson distribution. The output from a 780 nm NewFocus TLM700 laser passes through a double-pass AOM to produce the pulses. The RF current driving the AOM is switched on/off using an RF switch controlled TTL signals either from a computer or a frequency generator (Pulse gen). To attenuate the beam, a series of half-wave plates (HWP) and polarising beamsplitters (PBS) are used, in combination with neutral density filters (NDF). The light is then detected using a Hanbury-Brown Twiss interferometer, as in Figure 8.1.

The counting of single photon requires a low background rate. Our detectors dark-count rates (measured with the light input covered by an opaque cap and averaged over 100 s) are $42.6(7)$ Hz and $46.2(7)$ Hz respectively, where the errors have been given as the standard error after counting for 100 s. The attenuation and splitting stage of the layout is encased within an opaque box to minimize the amount of background light reaching the detectors. The small amount of leakage led to background counts below 500 Hz, compared to typical count rates of $0.1 - 5$ MHz.
8.2.3 Dead time and afterpulsing in the SPADs

To understand the effect of the dead time and afterpulsing in photodetected counts, we compare a set of photodetected counts in one of the SPADs with different theoretical probability distributions. The data was taken using a Tektronix DPO4034 oscilloscope connected to the SPADs. We obtain $\sim 10^4$ traces of $1 \mu s$ and analyse their contents later.

We can obtain information about the photodetectors by analysing the distribution of counts obtained. Each shot shows $k$ number of counts, and the frequency of these events gives a probability mass function $P(X = k)$. As we will see in the following, this distribution can give us information about the dead time of the detectors, as well as the afterpulsing probability. With the information contained in each of the shots, it is also possible to construct a second order autocorrelation function $G^{(2)}(\tau)$, which provides a further source of information about the characteristics of the photodetectors.

The benefit of using an oscilloscope instead of the timing module is that we can take traces of photodetections without suffering from the dead time of the time-tagging. The obvious drawback is the expensive memory requirements to output each trace, and the slow acquisition, which makes this particular method not suitable generally.

We calibrate the resolution of the oscilloscope using a stable pulse generator. Using a sample rate of 2.5 GS/s we would ideally obtain a resolution of 400 ps, which in reality goes up to 700 ps due to the 8-bit precision of the signal analog-to-digital converter in the oscilloscope.

**Poisson approximation** Once the oscilloscope is calibrated, we sample the photodetection distribution $X$, counting the number of times we obtain $k$ counts in the acquisition time of $S = 1 \mu s$. The idealized process should
follow a Poisson distribution with probability mass function (pmf)

\[ f(k; \theta) = \frac{\theta^k}{k!} e^{-\theta}, \quad (8.1) \]

where \( \theta = \xi S \) is the observed mean photon number due to the flux \( \xi \) of photons during the acquisition time assuming a Poisson distribution.

Assuming that the errors are the square root of the number of counts, in Figure 8.3 we can see that neither the Poisson distribution with the observed mean flux, nor the one with fitted values actually model the process. This is mainly due to the effect of dead time present in the detectors, as will be shown next.

**Dead Time** Our detectors are *non-paralyzable*: that is, during the dead time \( \tau \) of an event, the presence of another count does not restart the dead time. It is possible to infer the dead time of the detectors as the minimum time observed between counts.

Theoretically, it is possible to derive a pmf [207, 208] based on the Poisson distribution. A notable simplification can be found [209, 210], where it is shown that the distribution of detected events for a non-paralyzable detector is a generalized Poisson distribution (GPD) of the form

\[ g(k; \theta', \lambda) = \begin{cases} \frac{\theta'(\theta' + k\lambda)^{k-1} e^{-\theta' - k\lambda}}{k!} & k \leq n, \\ 0 & k > n \end{cases} \quad (8.2) \]

where the inequality \( \max\{-1, \theta/n\} \leq \lambda < 1 \) prescribes the truncation in \( n \) [209]. The factor \( \lambda < 0 \) for a non-paralyzable detector is

\[ \lambda = -\tau \theta', \quad (8.3) \]

which accounts for the dead time \( \tau \) of the detector. Then, the truncation
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occurs in (8.2) occurs at $n = 1/\tau$. Since the dead time reduces the number of counts observed (that would appear otherwise during the dead time of the detectors), the observed mean $E[k] = \frac{\theta'}{1+\lambda}$ is smaller than the true mean $\theta'$.

**Afterpulsing**  If the avalanche caused by a photodetection is not quenched before the voltage is restored in the SPAD, another avalanche might start, giving a fake count, or afterpulse. This process can be thought of as a binomial selection of the underlying probability mass function $P'(X = k)$ happening with probability $p \ll 1$ [210], thus the final probability distribution is a mixture of the two distributions:

$$P_1(Y = y) = \sum_{k=y}^{\infty} P(Y = y|X = k) P'(X = k) = \sum_{k=y}^{\infty} \binom{k}{y} p^y (1-p)^{k-y} P'(X = k), \quad (8.4)$$

$$P_2(Y = y) = \sum_{k=y}^{\infty} \binom{k}{y} p^{k-y} (1-p)^k P'(X = k). \quad (8.5)$$

The selected part $P_1$ shows the cases where afterpulsing happens, with probability $p$: in these cases, the number of counts must be doubled in the final distribution. The unselected part $P_2$ happens with probability $(1-p)$. If the underlying distribution is a Poisson distribution with parameter $\theta$, both $P_1$ and $P_2$ are Poisson distributions with parameters $p\theta$ and $(1-p)\theta$ respectively.

**8.2.4 Results**

The dead time of the detectors can be directly obtained from the autocorrelation function $G^{(2)}$ of the photodetected counts (see Figure 8.4). Since the base process for the photodetected counts is a Poisson distribution, the probability of detecting a photon at any given time is not time dependent. Therefore, the dead time of the detectors, $\tau = 28.1 \text{ ns}$, corresponds to the minimum time difference (greater than zero) between any two counts, which
shows as the minimum time difference $\min\{\tau | G^{(2)}(\tau) > 0, \tau > 0\}$. We can obtain information about both the dead time and the afterpulsing probability by analyzing the (normalized) frequencies for the number of counts, $P(X = k)$, as seen in Figure 8.3 in red. The errorbars correspond to the square root of the number of shots showing that number of counts.

First, we compare the data with Poissonian and GPD models. To make this comparison, we use a $\chi^2$ test \cite{211}. When comparing the data $(x_i, y_i)$ with a model $y(x_i)$, the line of best fit minimizes the goodness-of-fit parameter

$$\chi^2 = \sum_i \left( \frac{y_i - y(x_i)}{\alpha_i} \right)^2,$$

where we have assumed that each data point has been drawn from a Gaussian with a width given by the standard error $\alpha_i$. If there are $N$ independent datapoints and we use a function with $N$ parameters, the number of degrees of freedom is $\nu$. The reduced chi-squared statistic, $\chi^2_{\nu} = \chi^2_{\text{min}}/\nu$, gives a quick
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Figure 8.4: Autocorrelation function, $G^{(2)}(\tau)$ of photodetected counts in a single SPAD, histogrammed in 1 ns bins. It shows the effect of dead time – region without counts near zero time difference – and the non-stationary nature of the pulses – triangular envelope of the function.

Table 8.1: Table with parameter values for different models. The final column corresponds to the goodness-of-fit parameter $\chi^2_{\nu}$. The upper Poisson and GPD values for parameters and reduced $\chi^2$ correspond to those extracted from the data. The bottom ones have been fitted using a least-squares algorithm.

<table>
<thead>
<tr>
<th>Model</th>
<th>Data Mean</th>
<th>$\theta'$</th>
<th>$\lambda/10^{-2}$</th>
<th>$p/10^{-4}$</th>
<th>$\chi^2_{\nu}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Poisson (exp)</td>
<td>3.71</td>
<td></td>
<td></td>
<td></td>
<td>55.59</td>
</tr>
<tr>
<td>GPD (exp)</td>
<td></td>
<td>4.14</td>
<td>-12</td>
<td></td>
<td>14.42</td>
</tr>
<tr>
<td>Poisson</td>
<td>3.722 ± 0.008</td>
<td></td>
<td></td>
<td></td>
<td>60.39</td>
</tr>
<tr>
<td>GPD</td>
<td>3.70 ± 0.02</td>
<td>4.01 ± 0.01</td>
<td>-8.3 ± 0.4</td>
<td>1.41</td>
<td></td>
</tr>
<tr>
<td>Full model</td>
<td>3.72 ± 0.01</td>
<td>4.02 ± 0.01</td>
<td>-8.2 ± 0.4</td>
<td>8 ± 7</td>
<td>1.22</td>
</tr>
</tbody>
</table>

This can be understood if we consider that, for a good fit, each point will differ from its expected value by typically the standard error. Therefore, each member in the summation of (8.6) should be of order one, and $\chi^2_{\min} \approx N$. 

If the number of degrees of freedom is similar to the number of data points, $\chi^2_{\nu} \approx 1$, if the value of $\chi^2_{\nu} \gg 1$, it is likely that the null hypothesis should be rejected. Performing this test on the Poissonian and GPD models using the experimental data values for the mean ($E[x] = 3.71$) and the dead time of the detectors ($\tau = 28.1$ ns) shows that they do not fit the data (see Table 8.1). Following this simple analysis, we fitted the data with a Poisson model,
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a GPD (which includes dead time) and a full model including afterpulsing. The maximum number of counts observed in the data was $k_{\text{max}} = 13$, but it was necessary to re-bin $k = 11, 12, 13$ because none of the last two bins had more than 5 counts. The errorbars in the Poisson and GPD models have been obtained from the $\Delta \chi^2 = 1$ surface [211], whereas the errors in the full model were extracted from the covariance matrix, for simplicity.

The results show that the GDP and the full model score much better in the $\chi^2$ test. The dead time can be directly extracted in the GPD model from the fitted values of $\lambda$ and $\theta$ using (8.3), and this gives $\tau' = 20 \pm 1 \text{ ns}$. We could do the same analysis in the full model, with similar results, since the probability of afterpulsing $p' = (8 \pm 7) \cdot 10^{-4} \ll 1$.

The theoretically extracted dead time $\tau'$ is smaller than the one extracted from the autocorrelation data, $\tau$, seen in Figure 8.4. The reason behind this is still unknown, but it shows that one cannot trust the model completely to obtain the dead time and, probably, the afterpulsing probability. However, both of the theoretically extracted values seem to have the right order of magnitude, and can be used as an approximation.

8.3 Coincidence detection hardware and software

Once we have pulses out of the detector indicating the arrival of the photons, these are sent to a high resolution timing module model HRMTime from SensL [212]. This module takes as inputs the pulses from the two SPADs and converts the time of arrival of these to a digital format using a time-to-digital converter. It has a maximum time resolution between Start/Stop signals of 27 ps and a saturated count-rate of 4.5 MHz.
Despite the histogramming capabilities of the timer module, it is often useful to have the raw data and analyse it afterwards. Therefore, we used the FIFO ("first-in, first-out") modes of the module, where each count is recorded into a different position in the memory and then sent to the computer sequentially. These modes are Time-Correlated Single Photon Counting (TCSPC) or Time-Tagged Time-Resolved (TTTR), and we shall explain them next.

![Diagram](image)

Figure 8.5: Diagrammatic comparison between the two FIFO modes of the coincidence detector hardware: time-correlated single photon counting (TCSPC) and time-tagged time-resolved (TTTR). The first obtains time differences between start (red) and stop (blue) channels; the second, obtains the time-tags of the events (purple) in each of the channels. After registering a time difference or a tag, the dead-time of the counting module prevents other detections from being immediately recorded.

### 8.3.1 TCSPC (with macro time)

In this mode, the module sets a start signal upon the arrival of a photodetection event in one of its channels. Afterwards, when a second photon arrives, a stop signal is generated. The timer then calculates the time between the Start and Stop signals and adds a count in memory with the micro time. This register has, in addition, a macro time with a maximum time resolution of 5 ns, that supplies information about the “absolute” timing of the micro time within the experiment.

These start-stop time differences can be directly histogrammed to obtain a
coincidence histogram $C(\tau)$, which holds information similar to $G^{(2)}$.

Nonetheless, this mode has several drawbacks. The first and most important effect is called pile-up, which leads to an over-representation of early photons in the histogram. When the time differences obtained are binned, we obtain $m$ bins. Each of the bins contains $n_i$ counts, whereas the true number should be $n s_i$: $n$ is the number of repetitions of the experiment, and $s_i$ is the probability, per experiment, of a photon arriving in bin $i$. The measured (i.e. biased by pile-up) value of $s_i$ is $p_i$; that is, the probability per experiment of obtaining, at least, one photon in bin $i$ (and none in earlier channels). It can be shown \cite{213} that these probabilities are

$$p_i = \frac{n_i}{n - \sum_{j=1}^{i-1} (1 - p_j)}.$$  \hspace{1cm} (8.7)

If the count rate is greater than a few percent of the detector’s maximum, the probability of detecting early photons is higher than the detection of later photons. Assuming that $s_i$ is constant in each bin (for example, by making the bins very short), it is the mean of a Poisson distribution, and thus the real $s_i$ have the form

$$s_i = -\ln(1 - p_i).$$ \hspace{1cm} (8.8)

This simple picture only applies when the mean photon number of the pulses is constant. Some other approaches have been described elsewhere, using an iterative correction method \cite{214} (which allows to combine shots at different powers) or Laplace transforms of the data \cite{215}.

Note that the assumption of Markovianity that leads to (8.8) might not be valid if the coherence time is larger than the bin width \cite{216}. Pile-up can be corrected for short $\tau$, but for $\tau$ longer than the average separation between counts no information is obtained.
Figure 8.6 shows an example of pile-up in TCSPC data. In this case, the data are a set of 1\(\mu\text{s}\)-long square pulses separated by 5\(\mu\text{s}\). The triangular shapes correspond to the convolution of the square pulses. Wrap-up of the timing data over the maximum \textit{micro} timer shows as a set of smaller, secondary peaks. In this particular dataset, we modulated the current of the laser using random noise, which appears as a higher peak at \(g^{(2)}(0)\) [217].

Figure 8.6: Plot showing \(g^{(2)}\) data collected using TCSPC. Uncorrected data are shown in red (dashed) and corrected for pile-up is shown in blue (continuous).

A final drawback is the \textit{dead time} of 190 ns after each stop pulse, much longer than the SPAD’s, in which the timer has to process the event.

**8.3.2 TTTR**

In contrast with the previous case, the timing module only sets one \textit{start} signal at the beginning of the experimental run and adds a tag for each consecutive \textit{stop} signal. The time differences can thus be obtained by subtracting the tags’ timings.
As the dead time of the timer after each stop pulse (5 ns) is the only one preventing data acquisition, the number of counts that we can get in this mode is much higher. The timer module has a buffer allowing it to process bursts in excess 100 MHz.

A special mode using the TTTR scheme is the resync mode, where a 250 kHz clock output provides start inputs, thus eliminating long term drift between the channels.

The timer can be controlled using two backends: SensL proprietary software or a custom-made LabView script. From a home-made LabView script we also control SPAD gating, which gives us the opportunity to define sequences of measurements.

The memory of our timer module only allows for $5 \cdot 10^5$ counts before these are read out, thus we must take into account the acquisition time not to saturate the memory. Using the LabView script, we can program sequences where this time is low (not to saturate the timer) but repeated many times, so that we get the desired amount of data; however, this poses constraints in the analysis of the data, as the normalisation factors should be taken individually on each acquisition through the entire sequence.

Nevertheless, the time-tag information allows us to directly compute $G^{(2)}$ from the time differences of the tags. This has allowed an easier (and better) interpretation of our results, and facilitated obtaining the $g^{(2)}$ variation within each light pulse in [86, 176].

### 8.4 Summary

In this Chapter we have described the setup and calibrations of a system to obtain the $g^{(2)}$ in recent experiments performed in our group [1, 86, 176]. We have reviewed the characteristics of single-photon detectors, and we focused our attention on SPADs. We have shown tests performed on these detectors
to calibrate them, and compared them with theoretically derived values.

Finally, we have described our coincidence detection system, based on the HRMTtime module from SenSL. It was shown that TCSPC shows a number of problems which, even if solvable, prompt us to use TTTR counting techniques. The flexibility, along with the larger dataset obtained as a consequence of using this technique has enabled the group to obtain the results in [11] and [86]. This has lead to the theoretical insight necessary for the proposal of the phase-gate scheme (see Chapter 6).
Chapter 9

Conclusions and outlook

In this thesis we have shown how it is possible to devise schemes for universal photonic quantum gates using simple building blocks, namely EIT involving Rydberg states, microwave transitions in the Rydberg manifold and strong dipole-dipole interactions.

After deriving the relevant atom-atom (chapter 3) and atom-light (chapter 2) interactions, we could explain the storage and retrieval of multiple stored rydberg polaritons subject to resonant microwave fields in chapter 5. In chapter 6 we showed how to implement a controlled-phase gate (CZ gate), a two-qubit, universal quantum gate with photonic qubits; furthermore, in chapter 7 we sketched constructions to implement multi-qubit gates, such as the controlled-controlled phase gate.

Quantum information processing based on these schemes requires the ability to store different states of each photonic qubit in different regions of a cold atomic cloud (dual-rail encoding) as dark-state polaritons involving Rydberg states, and by the geometrical properties of the dipole blockade phenomenon. By carefully arranging the position of the different qubits, a conditional $\pi$-phase shift can be applied to a particular subset of states, therefore implementing a universal phase gate. The simplest of these gates can be readily implemented using realistic experimental parameters, with fidelities
exceeding 95% (not taking into account storage/retrieval efficiencies).

The two main sources of infidelity are the storage/retrieval efficiencies of the polaritons in/from the cloud, and the finite lifetime of the Rydberg levels. The second of these aspects is less important when using higher principal quantum number states due to the favourable scaling of the radiative lifetimes, $\tau$, with $n$: $\tau \propto n^3$. A complete model for the storage and retrieval of dark-state polaritons in Rydberg levels in the case of multiple polaritons stored in regions that are larger than the blockade radius is still lacking. However, descriptions of the process of EIT involving Rydberg polaritons suggest that a high optical depth is required to increase the storage efficiency [82]. Therefore, increasing the optical depth should be at the focus of the new experiments implementing these schemes.

### 9.1 Future experimental setup

Ideally, the implementation of the CZ gate will take place on a chip that miniaturises all of the optics required and helps to concatenate several of these gates [189]. Additionally, integrated waveguide technologies would help to implement single-photon operations in a compact format [190, 191]. However, Rydberg states show very strong atom-surface interactions (see [54, 55, 218] and references therein) that can affect the gate functioning, thus more research in this direction is required to develop a way to make these interactions negligible or controllable even when the atoms are in the proximity of the chips.

However, even if we do not consider miniaturization, there are many experimental challenges that the new generation of the experiment aims to solve. These have been mentioned in the outlook of [176], and a new experimental setup has being built by Hannes Busche and Simon Ball to try and mitigate the weaknesses of the previous generation. The main areas in which the new
experiment aims to surpass the old one are: the optical depth of the ensemble in the dipole trap, the repetition rate of the experiment, and the control of the microwave fields.

As it was mentioned in chapter [2] the optical depth of the cloud is one of the limiting factors in the storage of light as dark-state polaritons. By implementing a 2D MOT atomic beam source [219–221] we aim to reduce the loading times, as well as to increase the number of the atoms in the MOT, and ultimately in the dipole trap, allowing for an increased optical depth in the ensemble and a higher repetition rate of the experiment (see Figure 9.1).

Furthermore, the previous experiments were performed with the microwave antenna located outside of the experimental vacuum chamber. This gave rise to interference due to multiple reflections inside of the chamber, which limited our ability to precisely control the power and polarization of the microwave field. To allow increased control, the new system will have microwave antennae inside the chamber. Multiple antennae are required to precisely control the polarization, especially in the presence of reflections inside the chamber. We could use the strong polarizabilities of Rydberg atoms to act as probes for the microwave field to gain more control over the system [62].

9.2 Single-photon capabilities

Using single-photon states as inputs to the experiments described would enormously decrease the complexity of the results, as one does not need to apply the largely-unknown theory of many-polariton storage and retrieval dynamics. Even if it is possible to use weak coherent states in the phase gate scheme proposed, due to the small size of the atomic ensembles required, this gives rise to errors that are detrimental to the scalability of the system (see Appendix A).

Therefore, one useful addition in the experimental setup would be a source
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Figure 9.1: (Left) The new experiment uses a 2D MOT as a source of cold atoms, which are then further cooled and trapped in the 3D MOT chamber. (Right) Inside the main chamber we can find a block holding the MOT coils and the high numerical aperture (NA) lenses. The electrodes surrounding the lenses allow for the cancellation of stray electric fields, and the microwave antennae precisely control the polarization of the microwaves (image rendered by Hannes Busche).

of single photons states compatible with our atomic species. Rydberg atoms could be used as a source of single-photon states [1, 79, 80], although the experimental resources necessary make them unappealing. Standard single-photon sources based on quantum dots have bandwidths of the order of $\sim 1$ GHz [222], but usually the wavelengths are not necessarily resonant with atomic transitions.

Cavity-enhanced downconversion might be exploited to obtain a heralded source of narrowband single photons resonant with an atomic transition [223], by using an interaction-free measurement scheme [224, 225] in a narrowband atomic filter [226]. The linewidth of the photons correspond, in this case, to the downconversion cavity linewidth, which can be made $\sim 7$ MHz [227]. This method is more technically involved, but better suited to the task at hand.
A middle ground, in terms of the overheads required, could be achieved by combining the twin beam output of four-wave mixing in an atomic vapour with a narrowband cavity in the heralding beam. By filtering the idler output the spectral linewidth of the heralded photons is reduced, and bandwidths of 39 MHz, with a spectral brightness of 7700 photons per MHz per second have been shown [228].

9.3 Rydberg atoms and fuzzy logic

Most of the applications of the extraordinary properties of Rydberg atoms in QIP deal with the speed up promised by quantum computation in certain tasks, such as factorising large numbers. Certainly, classical computation is commonplace, and solving hard problems in this field is an important task. However, it is not the only model of computation, and in the past decades a number of speculative models that show different kinds of the underlying logic behind computations have been proposed.

One of such schemes is based on “fuzzy logic” [229, 230]. Such a logic aims to formalise approximate reasoning used in everyday life, and is related to multivalued logic, where intermediate truth values between 0 and 1 are allowed. It is possible to define a model of computation, the fuzzy Turing algorithms (similar to probabilistic Turing machines), that promises a performance beyond classical Turing machines [231]. Fuzzy systems and fuzzy control are widespread in industry, especially in those areas of intelligent controllers and imprecise language parsing [232, 233].

The spatial properties of the dipole-dipole interactions in Rydberg atoms (especially, the blockade phenomenon) shows some similarities to fuzzy sets: when trying to excite atoms to Rydberg states, the long-range nature of the dipole-dipole interactions can create regions where the double-excitation probability is close to one, close to zero, or values in between; these regions
can be tuned within some limits by changing the coupling Rabi frequency. These different regions can be regarded as the different degrees of membership, one of the fundamental characteristics of fuzzy sets \[229\].

The question of whether Rydberg atoms might be a suitable system to efficiently implement fuzzy logic is open. Of course, this is just a hypothesis, and further research is required in this area, with the first questions that need answering being that of the suitable encoding of fuzzy sets and the determination of a suitable set of operations that would allow the implementation of fuzzy logic.
Appendix A

Coherent state input to the CZ phase gate

The phase gate scheme in chapter 6 uses single-photons in two photonic modes (dual-rail encoding) as inputs. In the absence of single photons (which are not available in our laboratory), one can test the proof-of-principle capabilities of the gate using a weak coherent states with multiphoton components. In this appendix we estimate the effect of a multiphoton input to the CZ gate described in chapter 6, although similar arguments can be made for the multiqubit gates in chapter 7.

A.1 Basics

A photon creation operator in a certain mode is written as $a^\dagger$. A Fock state is then

$$|n\rangle = \frac{(a^\dagger)^n}{\sqrt{n!}} |0\rangle,$$  \hspace{1cm} (A.1)

where the creation operators act on the vacuum state $|0\rangle$. 
A coherent state, eigenstate of the annihilation operator $a$ is represented as

$$|\alpha\rangle = e^{-|\alpha|^2} \sum_n \frac{\alpha^n}{\sqrt{n!}} (a^\dagger)^n |0\rangle. \quad (A.2)$$

The photonic qubit is defined using two basis states, with creation operators $a^\dagger$ and $b^\dagger$. If the other basis state is included, the state of a single photon with an arbitrary photonic state, described by the angle $\theta$, is written as

$$|1; \theta\rangle = (a^\dagger \cos \theta + b^\dagger \sin \theta)|0\rangle. \quad (A.3)$$

We can describe a “qubit” state with a coherent input by substituting each of the creation operators in (A.2) with (A.3). Operating

$$|\alpha; \theta\rangle = e^{-|\alpha|^2} \sum_{n=0}^{\infty} \frac{\alpha^n}{\sqrt{n!}} (a^\dagger \cos \theta + b^\dagger \sin \theta)^n |0\rangle, \quad (A.4)$$

$$= e^{-|\alpha|^2} \sum_{n=0}^{\infty} \frac{\alpha^n}{\sqrt{n!}} \sum_{m=0}^{n} \sqrt{\binom{n}{m}} (a^\dagger \cos \theta)^m (b^\dagger \sin \theta)^{n-m}|0\rangle = 0. \quad (A.5)$$

This input state can lead to the presence of multiple photons per site ($m, n - m > 1$) as well as multiple photons per qubit ($n > 1$), which would cause errors in the performance of the phase gate. In the following two sections we take into account each of the contributions separately.

### A.2 Multiple excitations per site

Each of the photonic qubits we have defined in Chapter 6 consists of a single photon that travels in a superposition of two paths. Therefore, each of the paths is only populated by, at most, one photon, which is to be stored in the cloud in the form of a polariton.

If the photonic qubit were defined by a weak coherent state ($|\alpha| \ll 1$) we can
use the dipole blockade effect to limit the number of photons to one per path as long as the waist of the beam is small compared to the blockade radius $w \ll R_b^{(6)}(rr)$. This effect truncates (to second order in $\alpha$) the state of a single qubit in equation (A.5) to the subspace where $m, n - m \leq 1$

$$|\alpha; \theta\rangle_{\text{trun}} = e^{-|\alpha|^2} \left(1 + \alpha \left(a^\dagger \cos \theta + b^\dagger \sin \theta\right) + \alpha^2 a^\dagger b^\dagger \cos \theta \sin \theta\right) |0\rangle. \quad (A.6)$$

If the qubit travels only by one of the paths (i.e. when $\theta = 0$ or $\pi/2$), the probability to obtain a single photon at the output is

$$P_{\text{single}} = e^{-|\alpha|^2} \alpha^2. \quad (A.7)$$

This result should be corrected for storage and retrieval efficiency, as well as quantum efficiency of the detectors to obtain the probability of detection of a single photon per qubit.

### A.3 Multiple excitations per qubit

The $\alpha^2$ term in (A.6) takes into account the events where a single qubit can store two photons, one in each path, with probability $P_{\text{multiple}} = e^{-|\alpha|^2} \alpha^4$. This gives an signal to noise ratio that scales as $\text{SNR} = \alpha^{-2}$ per qubit, which decreases linearly with increasing power, being 1 at $\langle n \rangle = 1$. 
Appendix B

Two-level system physics

B.1 Sign change through a $2\pi$-rotation.

One of the key results in this thesis lies in the acquisition of a minus sign ($\pi$ phase shift) in the ground state probability amplitude in a two-level system undergoing a $2\pi$-rotation. This section aims to show the origin of this sign change.

Let us begin with the Hamiltonian (2.13) which describes (in the rotating-wave approximation) the action of the semiclassical probe field with Rabi frequency $\Omega_p$ and detuning $\Delta_1$ on the two-level system with basis states $|a\rangle$ and $|b\rangle$:

$$H_{2LS} = \frac{\hbar}{2} \begin{pmatrix} 0 & \Omega_p \\ \Omega_p & -2\Delta_1 \end{pmatrix}.$$  

The state of a two-level system is described as a state vector $|\psi(t)\rangle = c_a(t)|a\rangle + c_b(t)|b\rangle$ where the probability amplitudes for states $|a\rangle$ and $|b\rangle$ at time $t$ are the complex quantities $c_a(t)$ and $c_b(t)$ respectively. In the absence of dissipation, the evolution of the system under the action of the
Hamiltonian $H_{2LS}$ is given, in the Schrödinger picture, by

$$\frac{i}{\hbar} \frac{d}{dt} |\psi\rangle = H_{2LS} |\psi\rangle .$$  \hfill (B.1)

The following equations express the evolution of the probability amplitudes as given by (B.1):

$$i \hbar \dot{c}_a = \frac{\hbar}{2} \Omega_p c_b ,$$  \hfill (B.2)

$$i \hbar \dot{c}_b = \frac{\hbar}{2} (\Omega_p c_a - 2 \Delta_1 c_b) .$$  \hfill (B.3)

We are interested in the ground-state probability amplitude, but it is easier to first obtain the excited-state one and then substituting in (B.2). Differentiating the second equation and plugging in the first one yields the equation of the evolution of the excited state probability amplitude:

$$\ddot{c}_b - i \Delta_1 \dot{c}_b + \frac{\Omega_p^2}{4} c_b = 0 .$$  \hfill (B.4)

In the resonant case ($\Delta_1 \sim 0$), the solutions of (B.4) are of the form

$$c_b(t) = Ae^{i\Omega_p t/2} + Be^{-i\Omega_p t/2} ,$$  \hfill (B.5)

where $A$ and $B$ are constants dependent upon the initial conditions. Now that we have $c_b(t)$ we need to substitute this solution in equation (B.3) to obtain the equation for $c_a$,

$$c_a(t) = -\frac{i \Omega_p}{2} \int_0^t \left( Ae^{i\Omega_p s/2} + Be^{-i\Omega_p s/2} \right) ds = -Ae^{i\Omega_p t/2} + Be^{-i\Omega_p t/2} .$$  \hfill (B.6)

From this last expression, together with (B.5), we can derive the relationship between the values of the probability amplitudes, $c_a$ and $c_b$, at two different times $t = 0$ and $t_{2\pi} = 2\pi / \Omega_p$, the time to perform a $2\pi$-rotation: $c_a(0) = -c_a(t_{2\pi})$ and $c_b(0) = -c_b(t_{2\pi})$, which implies $|\psi(0)\rangle = -|\psi(t_{2\pi})\rangle$. 
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B.2 Explicit form of the optical Bloch equations

In this section, the explicit forms for the equations (2.5) for a two-level system are shown for reference. We shall use the Hamiltonian in (2.13) for the unitary evolution of the system. The Lindblad operator in (2.6) accounts for the dissipation in the system via the lowering operator $\sigma_{ab} = \sqrt{\Gamma_{b}} |a\rangle \langle b|$, and we introduce $\gamma_{b} = \Gamma_{b}/2 + \gamma_{p}$ to account for the finite linewidth $\gamma_{p}$ of the probe laser [116]. The equations are:

$$\dot{\rho}_{aa} = -\dot{\rho}_{bb} = i\frac{\Omega_{p}}{2} (\rho_{ab} - \rho_{ba}) + \Gamma_{b}\rho_{bb},$$  \hspace{1cm} (B.7)

$$\dot{\rho}_{ab} = \dot{\rho}_{ba}^{\dagger} = i\frac{\Omega_{p}}{2} (\rho_{aa} - \rho_{bb}) - i\Delta_{1}\rho_{ab} - \gamma_{b}\rho_{ab}.$$  \hspace{1cm} (B.8)
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