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ABSTRACT

Over the last two or three decades increasing aadaecelerating trends of
environmental degradation have been recorded addlyreported in a number
of international scientific works. As is often c¢fad, this situation is particularly
attributable to globalization and the widespreactease of economic activities.
The recognition that FDI represents a relevant phgiobalization raises various
concerns. However, its environmental implications aot easy to identify and
this gives rise to complex arguments and contradictiews.

This work aims to give a modest contribution to sleeentific reflection on
the FDI-environment relationship and is structuasdfollows. The first chapter
introduces the main aspects of FDI and identifies links characterizing its
relationship with the natural environment. The secochapter provides a
literature review. The third chapter is entirelydoated to the empirical analyses
which attempt to go beyond what is done in thediigre. In fact, in addition to a
major interest in trade, a particular orientationdevelop analyses on national
aggregated data is generally observed. Our wodtean - and this might be
perceived as its original contribution - investegmthe mentioned relationship at
the level of specific activity sectors. Through tise of the econometric technique
of panel data, a purpose-built dataset is invetsgthéo mainly observe the effect
that FDI inflowing in the "agriculture and fishingthe "manufacturing” and the
"transport and communication" sectors of the OE@Dntries generates on the
level of some considered pollutants. More spedlficathe analysis of the
"agriculture and fishing" sector focuses on both BDI-CH, (over the period
1990-2005) and FDI-COfrom the sectoral fuel combustion (over the period
1981-2005) relationships. The "manufacturing” andrarisport and
communication" sectors are analysed only on théslmsthe FDI-CQ from the
sectoral fuel combustion relationship (over theiquerl981-2005). Two final
chapters are respectively dedicated to the conwudiiscussion and policy
considerations of the work.

The results of our analyses, expressed in terncsimiulative effects, show
that when the investigation of the "agriculture dighing” sector is made to
observe the CHFDI relationship, the coefficient results equal #00.0427 +
0.0018FDl, this showing the increase of Methane emissionnwFigl grows by
1%. When the "agriculture and fishing" sector islgsed in relation to the GO
FDI relationship, the cumulative effect coefficidmtcomes equal to - 0.0848 -
0.0036FDl, this representing the response of ,G3 a result of 1% growth of
FDI. The cumulative effect coefficient for the "mdacturing” sector is equal to +
0.0058 + 0.0014DI which represents the increase of the sectoral f@n fuel
combustion when FDI grows by 1%. Finally, the cméfht of the cumulative
effect for the "transport and communication” seasofound equal to + 0.0027 +
0.0014 FDI, this representing the growth of the sectoral ,Citom fuel
combustion as a result of a 1% increase of FDI.

If the inflow of FDI in each sector is considerddlae sample mean value,
then for "agriculture and fishing" an actual cuntivia impact of +0.0213 is
observed for the CHFDI and another of -0.0436 for the €Dl relationship.
An actual cumulative impact equal to +0.0051 isenbsd for the CQ@FDI



relationship in the "manufacturing” sector and aeotof +0.0022 for the CO
FDI in the "transport and communication" settor

Apart from the interpretation of the algebraic sigwhich would make us
say that FDI is beneficial to the environment whigs sign of the identified effect
is negative and vice-versa, it is worth underliningw a closer look at the
quantitative aspect of our results would allowasighlight the nearly-zero value
and the almost neutral role that FDI exerts on ¢basidered environmental
indicators. This is also confirmed by the very dnaadd almost quantitatively
insignificant results achieved from assessing timpaict FDI exerts on the
considered pollutants through GDP. With regardhi "agriculture and fishing"
sector, the impact of FDI on G@hrough GDP cannot be identified due to the
insignificant result achieved in the estimatiortiod CQ-GDP relationship. Apart
from this, however, an outcome equal to -0.0008biserved when the impact of
FDI inflowing in the "agriculture and fishing" secton CH, is assessed through
GDP (with FDI and GDP considered at their sampleamealue respectively).
Similarly, a result of +0.00002 is observed wheseasing the impact of FDI on
CO, through GDP in the manufacturing sector and amathe-0.0006 when the
"transport and communication" sector is made tiesti of attentiof

! Values expressed in natural logarithm of QOMt.
2 Values expressed in natural logarithm of QOMt.



COPYRIGHT ©

The copyright of this thesis rests with the autidw. quotation from it should be
published without the prior written consent andormnfation derived from it
should be acknowledged.

Copyright: Pasquale PAZIENZA, 2014©



DEDICATION

To my Children Thomas George and Emma Victoria Whife Claire,
my Parents and all my Family.

Thank You all for having shared the enormous saerifequired
to develop this work. It could never have comeadabt!
without Your Love, Understanding and Support.



ACKNOWLEDGEMENTS

My sincere gratitude goes to my supervisor Dr. AT AB for his professional

help and brotherly encouragement during the dewedop of this work. | feel

greatly indebted to him for his constant availapiand for having provided me
with intellectual guidance and valuable suggestions

| would also like to express my heartfelt thanksmyg former supervisor Dr.

Giovanni BAIOCCHI who — although no longer at thaitérsity of Durham —

continued to provide me with helpful insights, coamts and advice on the
various tasks | have had to deal with for the catigh of this work.

Of course, any mistakes still existing in thesegsagre my own responsibility.

| am deeply grateful to my Parents, who have shangéd my Family and | the
difficulty of the time dedicated to this work. lahk them for having educated me
to face commitments, hard work and to avoid unfiagswork.

Last, but not least, | would like to express mymbest gratitude and thanks to my
wife Claire for her patience, endurance, suppodtraal help during the hard time
needed to finish this work. A special thought gt@sny beloved son Thomas
George, whose arrival a couple of years ago “detedt the roadmap | built to
deal with this work, and my newly arrived daughEenma Victoria. Without
them, however, this work would now have a compjedfferent and minor
meaning. | am really indebted to you for all thedil took away from our family
life.

Vi



TABLE OF CONTENTS

Y o153 = o SRR i
(070] 07/ 1o ] o | SRR Y
D 1= [1o7= 11T o NP Y,
ACKNOWIEAGMENT ... e e e e e e e e e eeeeaaaaes Vi
Table Of CONENS ...vvi e e Vii
LY A0 =1 o] [ X
LISt Of GIrapiS ..o Xii
List Of @bDreViations .......ooveiiiie e Xiv
Chapter |

Introductory aspects to the analysis of FDI
and its links with the natural environment

I O [ 01 {0 T 11 [ 1 o R 1

1.2. Definition and categorization of FDI..........ccouuiiiiiiiiiiiiiiiiiiiiiiis 6

1.3. Measures and effects of FDl.........coooovvicemme e 9

1.4. Recent trends and prospects in the FDI dynamic........................ 12

1.5. Remarks and CONCIUSIONS..........ccuuuiiiirimeeeme e eaa 18

ST (=1 [ 20
Chapter lI

A literature review on the relationship between
FDI and the natural environment

Y7205 W [ 11 o o 11 o 1o o TS 22
2.2. The environmental effects of FDI: scale, comporitmd technique
B O CES. .ot ———— 23
2.3. The competition for FDI and its effect on enviromts standards... 33
2.3.1.The “pollution haven” hypothesis.............commmeeveeriiniiiiinineeeeeeee, 34
2.3.2.The “race to the bottom” hypothesis.........ccooeieiiiiiiiiiiiiiiiien, 38
2.3.3.The “regulatory Chill”.............coorrrrrreee e 40
2.4. The cross-border environmental performance and“‘plodution
halos” or “race to the top” theory.........covcceeeeeeeeeeveeeee e 43
2.5. Remarks and CONCIUSIONS.........coooeiiiiiiicceeeis e 50
ST (=] (= o = 53

vii



Chapter IlI
Empirical Evidence from Sectoral Investigations

G 200 I 11 o o [¥ o 1o ISR 60
3.2. The material and methods of the empirical analyses................... 63
3.3. The analysis of the "agriculture and fishing" secto....................... 68
3.3.1.The modelling strategy description .........cccceeeiveeiiieniieeeeeeeeeeee, 73
3.3.2.Results of the @nalySIS ........cccooeiiiiei e 76
3.3.2.1.Estimation results for model [1] built on GHs dependent
varable ... 77
3.3.2.2.Estimation results for model [2] built on G@s dependent
varable ... 84
3.3.3.Concluding remMarks ........cccceeeiiiiieiiiiiieieeeee e 88
3.3.3.1.Discussion and conclusions of model [1] .. e 89
3.3.3.1.1. The induced-FDI technique, scale and cumulat|ve effects . 89
3.3.3.1.2. The induced-GDP technique, scale and cumulative effects . 93
3.3.3.1.3. The impact of FDI on CH,4 through GDP ..............cccevvvnneee 95
3.3.3.1.4. The composition effeCt ............eeeeiiiiiiiieeeiiieeeeii s 98
3.3.3.1.5. Other @VIdENCE .....eeveviiiiiiieeeeeeeeeeeee e 98
3.3.3.2.Discussion and conclusions of model [2] .. v 99
3.3.3.2.1. The induced-FDI technique, scale and cumulat|ve effects w99
3.3.3.2.2. The induced-GDP technique, scale and cumulative effects. 102
3.3.3.2.3. Theimpact of FDI on CO, through GDP ..............ccceevveee. 104
3.3.3.2.4. The composition ffeCt ...........eeeiiiiiiieie e 104
3.3.3.2.5. Other eVIidenCe .......ccooeieiiiiiiieieee e 104
3.4. The analysis of the "manufacturing” SECOr ..eeeeevviveiiieeeeeinnnninnnn 105
3.4.1.The modelling strategy description .........cccceeeoiveiiiiinneeeeeeeeeeeeee 116
3.4.2.Results of the analySIS .......ccccoeeeeee e s e e e 119
3.4.3.Discussion and CONCIUSIONS ........coiiiiiriieeeeeeiiiiiiieee e 124
3.4.3.1. Theinduced-FDI technique, scale and cumulative effects ........... 124
3.4.3.2. The induced-GDP technique, scale and cumulative effects ......... 128
3.4.3.3. Theimpact of FDI on CO, through GDP ..........ccceeeeeviiiieieeiiiiins 133
3.4.3.4. The composition effect ...........ceeeiiiiiiieiii 135
3.4.3.5. Other @VIAENCE ....oevviiiiiiiiiieee e 137
3.5. The analysis of the "transport and communicati@tt® ................ 140
3.5.1.The modelling strategy description .........cccceeeiveeiiiiiiieeeeeeeeeeee, 147
3.5.2.Results of the analySIS ........cccoooeiiiii e 150
3.5.3.Discussion and CONCIUSIONS ........ccovvviiiiiiiiiniiiee e 155
3.5.3.1. Theinduced-FDI technique, scale and cumulative effects ........... 156
3.5.3.2. The induced-GDP technique, scale and cumulative effects ......... 160
3.5.3.3. Theimpact of FDI on CO, through GDP ............ccovviiiiiiiiiiiinnnnn. 164
3.5.3.4. The composition EffeCt ..........cceeeeiiiiieeei e 166
3.5.3.5. Other @VIJENCE ....vvvviiiiieiie e 168
Y o] 0 1= o | TP PUPPPPPPPRP 170
RETEIEINCE .. s 181

viii



Chapter IV
Discussion remarks of the main results
and policy implications

N 1 Vi £ To 18 o 1o ] o P PPPPPPPPPPP PR 189
4.2. The “agriculture and fishing” sector: main results........................ 191
4.2.1 Model [1]: the effect of FDI on ClH...........cccooeeiiiiiiiieceeen, 191
4.2.2 Model [1]: the composition effect on GH.........oovvviiiiiiiiinnn, 194
4.2.3.Model [2]: the effect of FDI 0N CO.....uvveiviiieeeiiiiiieeeeee 194
4.2.4.Model [2]: the composition effect on GO...........ccoovviiiiiiiiiiiiiinnnnee. 196
4.3. The “manufacturing” sector: main results ........ccccccceeviieeeeennnnnnn 196
4.3.1 The effect of FDI ON CO......iivviiiiiiiiiccieeeeee e 196
4.3.z. The composition effect of FDI on GQ...........ccooevvvviiiiiiiiiicceien, 198
4.4, The “transport and communication” sector: main ftssu................ 201
4.4.1. The effect Of FDI ON CO....oovvviiiiiiiiiiiiiiiiiieciiitviie e 201
4.4.2. The composition effect of FDI on GQ........coovvvviiiiiiiiiiiiie e, 202
4.5. Implications for poliCy deCISIONS ........ccccvvvveiiiiiiiiiiiieeeeeeeeeee e 203
4.5.1.Policy implications for the "agriculture and fisgihsector .............. 203
4.5.2.Policy implications for the " manufacturing " secto..................... 205
4.5.3.Policy implication for the "transport and communion" sector..... 207
RETEIENCE oo a e e e 210
Chapter V

Concluding Considerations

5.1. The conceptual and methodological framework .......................... 212

5.2. The evidence of our study and poliCy VIEWS ..cccceeevevvveriiiiiienennnn. 215
5.3. The contribution and limitations of the Study cecee....ccoovvviiiiiiiinnnnnns 217
5.4. ldeas for future reSearch ...........ccccuviceeeeeeeeeee e 218
General bibliography ... 219



Tab.
Tab.

Tab.
Tab.

Tab.

Tab.

Tab.
Tab.

Tab.

Tab.
Tab.
Tab.
Tab.
Tab.

Tab.
Tab.
Tab.
Tab.
Tab.
Tab.
Tab.

Tab.
Tab.
Tab.
Tab.
Tab.
Tab.
Tab.

Tab.
Tab.
Tab.
Tab.

Tab.
(Appendix)
Tab.
(Appendix)

11
1.2

1.3
14

15

1.6

3.1
3.2

3.3

3.4
3.5
3.6
3.7
3.8

3.9

3.10
3.11
3.12
3.13
3.14
3.15

3.16
3.17
3.18
3.19
3.20
3.21
3.22

3.23
3.24
3.25
3.26
.1

1.2

LIST OF TABLES

FDI inflow and outflow in considered regions in 202011 ............ 13
FDI inflow and outflow in considered regions in 200011 (% of
the TOLAI) .o 13

Inward and outward FDI stocks in considered regiar2002-2011 13
Inward and outward FDI stocks in considered regiarZ002-2011

(% Of the total) ........eevvieiiiii e 13
Sectoral distribution of projects related to thelgl FDI flow
(2008-2011) oooiiiiiiiiiiieee e ettt s e e e e e e 17
Summary of econometric results of medium-term biasel
scenarios of FDI flows by region (in billion US$)......................... 18
Variable specification for model [1] and [2] .ceeeeevveviiiiiiiiiiiiniennnn. 74
Summary statistics of the variables considered auets [1] and

(2] e ————— e een 76
Fisher test for panel unit-root using an Augmeribeckey-Fuller

B ST ettt bbb ennee 78
Panel data estimation results for model [1] cccceeiiiviiiiiiiiiiininnnns 79
The Brush-Pagan (LM) test results ..., 80
The Hausman test reSUILS ...........cooiie e e e esniiieie e 80
The forced Hausman test reSults ..........oceceecciiiiieeeeniiniiiiiiee. 81
Fisher test for panel unit-root using an Augmeribeckey-Fuller

BB S e e e e e e e e aanes 85
Panel data estimation results for model [2] ...cccceiiiiviiiiiiiiiinnnnnns 86
The Brush-Pagan (LM) test resultS .......ccooeeeeeeiiiiiieiiiiiiiiieeee 87
Panel data estimation reSultS ..............cccceciveiiiiiiiiiieeiiiiiiieeiieee. 96
The Brush-Pagan (LM) test resultS .......ccoeeeeeeeiiiiiieiiiniiiiiieeee, 97
Variable specification for model [3] .....oovveeeeeeeeeiiiii, 117
Summary statistics of the variables consideredaodeh(3] ............ 119
Fisher test for panel unit-root using an Augmeribeckey-Fuller

B ST ettt c——— bbb bennee 120
Panel data estimation results for model [3] .....cc.oooeiiiiiiiiiiiinnnen. 121
The Brush-Pagan (LM) test results ..., 122
Panel data estimation reSultS .............occeeeemeeeieeniiniiiieieee e 133
The Brush-Pagan (LM) test results ..........coeeeeeeeiiieviiiiieeeee, 134
Variable specification for model [4] ......covccceeeeiieiieeeees 148

Summary statistics of the variables consideredadeh[4] ... 150
Fisher test for panel unit-root using an Augmeribeckey-Fuller

LS e e ————— e e e eeeees 151

Panel data estimation results for model [4] .cceeeiiviiiiiiiiiiininnnns 152
The Brush-Pagan (LM) test results ..........ccccceveiieiiiieeeee, 153
Panel data estimation reSultS ..............ccccceovveiieieiiiiieeiiieiiieeiieenne. 165
The Brush-Pagan (LM) test results .........ccoeeeeeeviiieviiiiieeeee, 165

FDI inflow in the “agriculture and fishing” sector real min. US$. 171

FDI stock in the “agriculture and fishing” sectarrieal min. US ..... 172



Tab. ll.3
(Appendix)
Tab. Ill.4
(Appendix)
Tab. llIl.5
(Appendix)
Tab. 11.6
(Appendix)
Tab. lll.7
(Appendix)
Tab. 111.8
(Appendix)
Tab. I11.9
(Appendix)
Tab. I11.10
(Appendix)

Tab. 4.1

CH, without land use, land use change and forestrynlm tons

CO, eqUIValENt ... 173
CQO, from fuel combustion in agriculture and fishingntin. tons. .. 174
FDI inflow in the “manufacturing” sector in real hon of

US D e e a e e e e e e e e e e e e 175
FDI stock in the “manufacturing” sector in real hah of

US D e e e e e e e e e e e e e e e e 176
CO, from fuel combustion in manufacturing industriesda
construction in million toNs (Mt) ........eiiicccceeeiiieeee e, 177
FDI inflow in the “transport, storage and commuitica’
sector in real million of US$ .........oovvviiiiiieiiiii, 178
FDI inflow in the “transport, storage and commuitica’
sector in real million of USS$ .........oovvviiiiiieiiiii, 179
CO, from fuel combustion in transport in million to(dt) ... 180
Main results of the empirical analyses .....cccoeevveiiieennnnn. 190

Xi



Graph 1.1

Graph 3.1

Graph 3.2

Graph 3.3

Graph 3.4

Graph 3.5
Graph 3.6

Graph 3.7
Graph 3.8
Graph 3.9

Graph 3.10
Graph 3.11

Graph 3.12
Graph 3.13
Graph 3.14
Graph 3.15
Graph 3.16
Graph 3.17
Graph 3.18

Graph 3.19

Graph 3.20

Graph 3.21

LIST OF GRAPHS

Economic effects Of FDI ...cooveniieiee e, 11

FDI total inflow and stock in the “agriculture afidhing
sector” of OECD countries between in real min. US$
(DasSe = 2000) ...euvurriiiiiieee e e e 69
Methane (CH) emission in OECD countries without land
use, land use change and forestry in min. tons CO
EQUIVAIENT .. e 72
Carbon dioxide (Cg emission from fuel combustion in

the "agriculture and fishing" sector of OECD cotgrin

0] TR (0] o SRR 73
Technique, scale and cumulative effects for the-EBI

relationShip .ooeeeee e e 90
Technique effect for the CGHGDP relationship ................. 94
Technique, scale and cumulative effects for the-EDI

relationShip ..o 100
World Green-House Gases at 2000 .........cccceeeveeeeeennn. 103
World Green-House Gases at 2005 ........ccccceevveeeeeeenn. 103

FDI total inflow and stock in the “manufacturingéctor

of OECD countries in real min. US$ (base = 2000Q)..... 106
Total energy production by region 1971-2005 (in &)ta. 108
Total OECD energy production by product at 1971%as

of tot. energy production) .................. o eeeeeeeernnnnnnnnns 109
Total OECD energy production by product at 2005%as

of tot. energy production) .................. e eeeeeeeernnnnnnnnnns 110
World energy consumption by region at 1973 (as %hef

10 = | S 111
World energy consumption by region at 2005 (as %hef

10 1= | R 111
OECD final energy consumption by product at 1973 (a

% Of the total) .....ccoevieee i 112
OECD final energy consumption by product at 2005 (a

% Of the total) .....ccoevieee i 112
CO, emissions from fuel combustion by sector in OECD
countries 1971-2005 (in mIn. tONNES) .......cccceemeeeeeeeeeee. 113
CO, emissions from fuel combustion by sector in the
OECD area at 2005 (as % of the total) ......ccccceeeeeeeee.. 114

Carbon dioxide (C@ emissions from fuel combustion in
the “manufacturing and construction” sector of OECD

countries iN MIN. tONS .......ccoiiiiiiiii i ceee e 116
Technique, scale and cumulative effects for the-EDI
relationShip .oveeeeee e e 125
Technique, scale and cumulative effects for the-GOP
relationShiP .ovveeeecee e e 129

Xii



Graph 3.22

Graph 3.23
Graph 3.24
Graph 3.25
Graph 3.26
Graph 3.27
Graph 3.28
Graph 3.29

Graph 3.30
Graph 3.31

FDI total inflow and stock in the “transport, stgeaand
communication” sector of OECD countries in real ndh

USSP (base = 2000) ...eeeeereeeeiiiniiieeeee s eeeeeeeesanneneeeens 140
World final energy consumption by region at 1978 ¥a

of the total) .......oooerrii 141
World final energy consumption by region at 2005 %a

of the total) .......cooeerii 141
OECD final energy consumption by product at 1973 (a

% Of the total) .....ccoeveeeiieiie e 142
OECD final energy consumption by product at 2005 (a

% Of the total) .....ccoevieee e 143
CO, emissions from fuel combustion by sector in OECD
countries 1971-2005 (in mIn. tONNES) .......cceceeeeeeereeeee. 144

CO, emissions from fuel combustion in kg. per capitd a
by sector in the OECD area at 2005 (as % of the)tot... 145
CO, emissions from fuel combustion in the “transport”

sector of OECD countries in min. tons ......cccccee....... 146
Technique effect for the GEFDI relationship ................. 157
Technique effect for the GEGDP relationship ................. 161

Xiii



LIST OF ABBREVIATIONS

AEMs = Agri-Environmental measures

ARDL = Autoregressive Distributed Lag

BITs = Bilateral Investment Agreements
BOD = Biological Oxygen Demand

CAP =Common Agricultural Policy

CEOs = Chief Executive Officers

CEPII = Centre d'Etudes Prospectives et d'Informatiotesnationales
CO, = Carbon Dioxide

EKC = Environmental Kuznet's Curve

EKC = Environmental Kuznets’ Curve

FDI = Direct Investment

FE = Fixed Effects

GCF = Gross Capital Formation

GFCF = Gross Fixed Capital Formation

GDP = Gross Domestic Product

Gg. = Gigagrams

GHGs = Greenhouse Gases

IEA = International Environmental Agency
IF = International Firm

IMF = International Monetary Fund

JV = Joint ventures

LDCs = Less Developed Countries

M&As = Merger and Acquisitions

MAI = Multilateral Agreement on Investment
Min. = Million

Mt. = Million tons

MNC = Multinational Corporation

MNCs = Multinational Corporations

Mtoe = Million tonnes oil equivalent

N2.O = Nitrous Oxide

NAFTA = American Free Trade Agreement
NGOs = Non-Governmental Organisations
NIMBY = Not in My Backyard

NOXx = Nitrogen Oxides

ODA = Official Development Assistance
OECD = Organization for the Economic Cooperation amy&opment
OLS = Ordinary Least Squares

pCO2 = Atmospheric Carbon dioxide

PIF = Private International Finance

ppmv = per million in volume

RE = Random Effects

SO, = Sulfur Dioxide

TNC = Transnational Corporation

UNCTAD = United Nations Conference on Trade and Devetogm
USDIA = United States Direct Investment Abroad
WB = World Bank

Xiv



WIPS = World Investment Prospects Survey
WIR = World Investment Report
WRI = World Resources Institute

XV



Chapter |

Introductory aspects to the analysis of FDI and itdinks
with the natural environment

1.1. Introduction.

One of the most relevant aspects of the globatimapphenomenon is
represented by the dynamic of financial capitaivaround the world. Although
the term “international financial flow” refers to series of forms of capital, in
which Official Development Assistance (OD9nd tools of the so-called Private
International Finance (PIF), such as portfolio &gjirivestmenrttand debt finance
are considered, it often centres on Foreign Dihesestment (FD. The reason
why most of the available literature refers to HiB$ in the fact that, as a form of

private capital, it accounts for the greatest pathe PIF to emerging econonmies

! ODA is represented by flows of official financiegnceded with a grant element of at least 25%
and administrated with the main aim of promotingoreamic development and welfare in
developing countries. ODA flows comprise of confitibns given by donor government agencies
at all levels to developing countries (“bilateraD®’) and to multilateral institutions. ODA
receipts comprise of disbursements by bilaterabdoand multilateral institutions (OECD, 2007).

2 Portfolio investment refers to the category oéinational investment that covers investment in
equity and debt securities, excluding any suclrunsénts that are classified as direct investment
or reserve assets (OECD, 2007).

% It can be referred to either commercial loan onds The first refers to loan financing to
developing countries by commercial banks, expoeditragencies, other official institutions in
association with other agencies or banks, or thealdvVBank and other multilateral financial
institutions. The latter refers to a debt tool thatially gives the holder the unconditional right t
fixed money income or contractually determined atleé money income. With the exception of
perpetual bonds, it also provides the holder with umconditional right to a fixed sum as
repayment of principal on a specified date or datesnternational finance a bond can typically
assume the specific form of structured bonds. Thase some characteristics that are designed to
attract a certain type of investor and/or take athge of particular market circumstances.

* For now, we simply define FDI as investment magl@zompany of a country in subsidiary or
joint venture firms abroad. A more detailed defonitwill follow in the next section.

°> FDI is the single largest and fastest growing congmt of private capital flow, especially in
developing economies, despite the effect of théal@conomic downturn of the last few years
(UN, 2012; 2011). If we consider, for example, fflegiod between the early 1980’s and the early
2000's — corresponding to the time span considémedur empirical analysis which will be
presented in the next sections — its inflow to Uomeme Countries (LICs) averaged only 0.2% of
their GDP in the early 1980’s, but rose to morentB&6 by the end of 2006, showing a more than
tenfold increase. The other private flows (includimorkers’ remittances), instead, were more than
triple during the same period. In fact, they rasaf 1.1% of the LICs GDP in the early 1980’s to
3.6% in 2006 (Dorsey, 2008). In more recent yehefyween 2009 and 2010, the FDI quota
arriving to developing and transition economiescheal more that half (53%) of global FDI flow
(UNCTAD, 2012; 2011).



Its relevant and beneficial role in countries giovahd development processes is
generally recognized and reported in terms of jokation, introduction and
spread of innovation and new technologies, transfentangible resources such
as better practices and new methods of organizatibich result in production
efficiency improvements and increase in competiess.

However, we should also consider that FDI is charaed by a “hidden
aspect”, which is not always taken into proper abgration. According to some
of the last available reports of the United Natidbenference on Trade and
Development (UNCTAD), it can be appreciated that RBs always traditionally
and significantly relied on the use of natural tgses (especially in agriculture,
mineral extraction, fuel and chemical productioAjthough the evolutionary
dynamic of the last 20 years or more has showrmrwetatal shift of FDI flow
towards the service sector, which is generallyevell to be less resource-use
intensive, it can be observed that a relevant amofirFDI is still reaching
developing countries and especially those sectorsapily based on the use of
natural resources. Furthermore, as is provisionafgrred for the years ahead,
FDI flow is expected to increase in the primarytgecand particularly in the
extractive industries of resource-rich countrieS!@XAD, 2007; 2004).

In addition, particularly in the last decades imsiag and accelerating
trends of environmental degradation have also beeorded, which are widely
referred to in a number of scientific reports andd®s. The global warming
generated by greenhouse gas emissions seems tasbeh¢ synthesis of a
variegated series of environmental problems, whactge from deforestation and
biodiversity loss to ice melting and the changsea levels (UNEP, 2007). As is
generally recognized and claimed, these patteresxafonmental degradation are
also the result of widespread economic activitiesldwide. The recognition that
FDI relevantly contributes to this dynamic raisesne concerns on the effects
associated to the FDI phenomenon and, particulanyits environmental effects,
whose identification is of crucial importance ireidifying and implementing
appropriate governmental policies. In fact, whetRBX is really functional for
development and, in particular, for sustainableettgument, depends especially

on the way it is managed by the receiving countgesernments. In other words,



it depends on their vision of economic developmemd environmental
conservation management that is on their policy esgulatory frameworks.
However, the identification of the environmentabpimations resulting from FDI
movement — and more broadly from the transfer wrirational capital flows — to
other countries and particularly to developing arsanot easy and gives rise to
complex arguments and contradictory perceptionsvewis.

On the one hand, for example, investors — espgcthlbse who move
resource-seeking FDI — basically find their motivatin searching for those
countries which can ensure the highest level oheooc returns. As is quite often
perceived and sometimes observed, these counteesocamally those having a
relevant endowment of natural resources and ademhiheffective environmental
regulatory framework (UNCTAD, 2007; 2004). Such endition potentially
represents a high threat for the local communidied the natural environment
upon which their lives refy It is also perceived and observed that countries’
economic growth induced by international investmisnbften accompanied by
“industrialized countries’ style” or "western-styl&eonsumerism, which can
potentially represent a further contribution to semw the equilibrium of the
world’s natural system, the earth’s climate comaisi and the security of food
supply as a result

On the other hand, international investment is &#toto bring benefits to
the natural environment. In particular, the FDI mment from developed to
developing countries can facilitate the transfernowdre modern technologies,
which guarantee a greater efficiency in the useatfiral resources and energy,
together with the minimization of waste and residullom the production
process. If this is the case, developing countméght avoid some of the more

damaging phases of the industrialization procesdl waown to those

® With regard to this, let us think of situationsckuas, either the implementation of a large
construction project which displaces local peoptant their territory, or those cases, especially
observable in the area of the Amazon forest in iBeam in various other African countries, where
indigenous communities defencelessly watch the ghamd disappearance of their homelands as
a result of timber companies’ activities.

" In this perspective, international investment edso lead to a lifestyle change for local
communities, which might begin to express prefeesrfor the consumption of industrial polluting
goods such as cars, paper, plastic, etc. As at i@ sthlis situation, there is an increase in indakt
activity and in turn a growth in pollution emissfon



industrialized countries which are still bearin@ ttlean up cost of their natural
environmental systems.

However, it seems that the environmental refleciothin the FDI issue
has generally suffered from a lack of adequatenttie and has often been left
aside and unconsidefedFor example, in analysing the rapidly increasing
dynamic of the international capital flow towardsi& since the beginning of the
1990’s, and its reversed course following the eaouinocrisis recorded in the
region during the second half of that decade, comtaters and experts referred to
the outgrowth of those countries’ financial regoigit structure as a main
explanation. Only a few people paid attention t@ tbther critical aspect
represented by the relationship between internaltiarapital flow and the
environment. Their aim was to understand the exteathich the huge amount of
international finance flown to the countries ofttdaveloping region destabilized
the ecological foundations of these emerging ecoe®ni.e. Shahbaz et Al,
2011; French, 1998).

As will be reported later in the chapter analyzinhg literature review on the
relationship between FDI and the environment, moththe current debate
focuses on the conditions characterizing the poé$DI location decision, the
resulting competition between countries for FDI amdw this effects
environmental standards and regulations. Among#hneus aspects the literature
considers within this field of argument, the “pdiluin havens” hypothesis seems

to be the most investigated. Very briefly, this afpesis states that FDI moves to

8 It is worth highlighting at this point that veryften the literature discusses more the
environmental effects of globalization, while refeg to the relationship between trade — rather
than FDI — and the environment. As is generallyeobsd, the existence of a link between FDI and
trade exists and is based on their relationshipitbier complementariness or substitutability. On
the one hand, according to the earlier view, thinktof trade barriers promotes the growth of
trade and FDI. On the other hand, evidence of aerge FDI-trade relationship exists. The debate
refers to factor proportion differences, protedgbhbehaviours, and proximity-concentration trade-
off of countries as main aspects influencing thishdtomy. Empirical evidence varies a lot
depending on the qualification of sample and pxised, thus showing huge difficulty in finding

a generally valid pattern in the FDI-trade link (Mi et Al., 2006; Michi et Al. 2005). Having said
this, we highlight how the issue of trade goes Wwelond the scope of our work. For this reason,
we do not go any further in its analysis. Howewvéhere possible and retained useful, the aspect of
trade — in the form of the various proxies it casuame — will be taken into consideration in the
next chapters where the empirical tasks are repohteagreement with other works, in fact, FDI
does not occur in a vacuum and the decompositiats aklationship with the environment into
scale, structural and technology effects — as thi#hyoe explained later in this chapter — would be
very difficult without considering the FDI links thi other aspects among which trade appears to
be one of the most relevant (OECD, 2002).



those countries where more lenient environmentallegions offer the advantage
of producing at a lower cost. As a result, coustmeay compete for FDI, thus
getting involved in a “race to the bottom”, whicha further hypothesis occurring
when countries intentionally undervalue their eoninental assets and lower the
stringency of their environmental regulations wille aim of bringing in FDI,
thus generating an increase in pollution and enwirental degradation. As will be
referred later in the appropriate section, howeeepirical studies have been and
are still unable to systematically prove the existeof the various hypotheses,
thus the achievement of a universally acceptedlasion is still missing. Among
the various difficulties occurring in the identditon of the above considered
aspects, the use of aggregate data of investnoems fkthe excessive focus on site-
specific environmental impact and the consideratibamissions related to a few
industrial pollutants are the most relevant. Howettgere is plenty of evidence
that pollution-intensive industries do have locatigpreferences for low
environmental standards and are able to influems®m@ments to create lenient
environmental regulations (WWF, 2001).

As a result of the difficulty to empirically invegate the very complex and
dynamic interaction between increasingly mobiledmeiion and environmental
regulation, some feeling that the “pollution haverg/pothesis debate has
generated a policy stasis, by attempting to punsdemonstrable evidence, exist.
Indeed, it seems that the excessive focus on thmthesis has driven the
discussion on FDI-environment relationship awayrfravhat could be perceived
as other more relevant questions such as, for eearhe identification of more
specific linkages between FDI-induced developmendt the environment, the
regulatory capacity and the environmental limitghim which economic activities
can take place, and the planning of resource use.

Having said this, FDI is still widely and convingiy thought to be
beneficial for societies and their natural enviremts, this being an incentive for
negotiators and policy decision-makers to supgwtgointlessness of setting up
environmental restrictions in international investrh agreements. However, it
must be avoided that FDI-induced economic growticisieved at the expense of

societies and their natural environment. For thesson, a call for better



management and governance of FDI should be ongéeda of institutions and
scientific research with the aim of identifying etls and ways of making FDI
really work for sustainable development.

While keeping in mind that the main objective ofttvork is to contribute
to the reflection on the FDI-environment relatioipsby the identification of more
specific links between these two aspects, in thspter we begin to focus our
attention on representing and explaining the intoboky and main aspects of the
FDI phenomenon. To this purpose, its definition,irmgualitative features,
measures and effects will be the subject of the segtion. The following part
will be dedicated to the analysis of recent treadd prospects of FDI. A final
paragraph will briefly comment on and conclude @hguments highlighted in the

chapter.

1.2. Definition and categorization of FDI.

According to the definition given by the UNCTAD, DIFis an investment
involving a long-term relationship and reflectin¢pating interest and control by a
resident entity in a given economy (foreign dir@stestor or parent enterprise) in
an enterprise resident in an economy other thanofhthe foreign direct investor
(FDI enterprise or affiliate enterprise or foreigffiliate)" (UNCTAD, 2007:
2457. As can be observed, two keywords represent thén nieature
characterizing the definition: lasting interest aadntrol. In fact, a FDI is
normally distinguished by the other form of privaggpital, and particularly from
the portfolio equity investment, because it impliesg term investment
relationship while the latter results more volatiWith regard to the second
feature of control, the identification of a FDI ggneral convention occurs when a
minimum of 10% shareholding in a foreign firm’s ¢apis considered.

® Other definitions are provided by the Internatiom®mnetary Fund (IMF) and the Organization
for the Economic Cooperation and Development (OEQDg IMF defines FDI as an investment
made to acquire ksting interestin an enterprise operating in an economy othem that of the
investor, the investor's purpose being that of hgwan effective voice in the management of the
enterprise (IMF, 1993: 93). The OECD defines FDltlzes category of international investment
that reflects the objective of a resident entityoime economy to obtain a lasting interest in an
enterprise resident in another economy. Althoudthalse definitions are slightly different from
that given by the UNCTAD, they do not show sigrafit changes especially with regard to the
basic features of FDI.



FDI is an activity which is normally run by Multiieanal Corporations
(MNCs). In fact, the literature generally refers NONCs as those firms which
undertake FDI as the main motivation of their attivNo single definition of
what a MNC exists. However, a basic distinctionusually made between
International Firm (IF), Multinational Corporatio(MNC) and Transnational
Corporation (TNCY.

The actual implementation of FDI may take eithex torm of greenfield
investment, or the form of cross-borders Merger Aoquisitions (M&AS), or the
form of joint ventures (JV). By definition, the $ir form refers to an investment
made “from scratch”, aimed at creating a completedv enterprise in host
territorial areas where no previous productiontriigtion or other facilities exist.
This type of investment can be very costly for itmeestor, but it is often gladly
accepted by host countries, because of its highcijeation potential and its
relevant capability to increase the value-addethefhost country’s production.
As the name implies, M&As are typically implementad the ownership change
of existing enterprises. It specifically referat@estment dealing with the buying,
selling and combining of companies. This mode gEgiment has the advantage
of being cheaper than greenfield investment andggilie investor quick access to
the market of the host country. Lastly, JV invesitme made by a foreign firm
under an agreement with one or more firms or govent institutions in the host
country, as well as other companies outside thé bagntry. All parts in the
agreement are committed to bringing their own sk#éind expertise to the
investment operation such as, for example, the keahye of the local or national
market and bureaucracy, technical and financiahbgiies, etc. (Moosa, 2002).

The classification of FDI typically distinguishdsetoperational view of the
source country of the investment from that of tbstlkcountry. From the view of
the source country, or the investor’'s view, FDI tencategorized in horizontal,

vertical and conglomerate. Horizontal FDI refers ao investment operation

% An international firm can be defined as a firm efiworks in importing and exporting goods
produced in the domestic market and then exporbedaal and vice versa. The evolution of an
international firm can bring to the identificatiarf a multinational firm, which refers to a firm
producing both at home and abroad (through sub@diaaffiliates and joint ventures). The further
evolution of the firm can identify the transnatibnarporation. This occurs when a firm evolves at
such a point that difficulties arise as to the iifaration of its home country (Moosa, 2002).



aimed at the horizontal expansion of the productidns means that an investor,
operating in the source country, decides to prodimead — in a country which
will host the investment — the same or a similgretyf product he produces at
home with the aim of expanding his market oppotiuniWhat characterizes
horizontal FDI is the lack of product different@ti between that produced at
home and that in the host country. This kind ofestment is typically run to
exploit the advantage of a certain power positiothie market (i.e. monopoly or
oligopoly) a firm derives from holding, for examplpatents and where the
expansion in the home country may contravene ami-tregulations. Vertical
FDI is, instead, undertaken with the aim of gainiing economic advantages that
an investor derives from a better management obiiganizational chain. In fact,
he may consider it advantageous to be as closessibte to the market of raw
materials acquisition and/or to final consumerse Tdarlier case may occur
through investment to buy other firms working asvranaterials suppliers
(backward vertical FDI). The latter may take pldbeough the acquirement of
distribution outlets (forward vertical FDI). Lastgnd very simply, conglomerate
FDI represents a mix of the previous two types (8@002).

From the view of the host country, FDI can be catgd into import-
substituting, export-increasing and governmentatetl FDI. Import-substituting
FDI is basically determined by aspects such asniudket size of the host country
and the existence of transportation costs andamtetrbarriers. It refers to an
investment which enables the host country to begmmoeéucer of certain products
which were previously imported. As a consequengsllt, imports by the host
country, but also exports by the source country aacline with a potentially
realistic improvement of the balance of paymentthefearlier. Export-increasing
FDI occurs when a country becomes object of intewésn investor, who seeks
further or new sources of input factors. In suatase, the host country increases
its export of certain products (normally raw maieand/or intermediate goods) to
the investor's country and/or other countries whigige subsidiaries are located.
Government-initiated FDI refers to that form of @stment which is stimulated by
the provision of forms of incentives offered by gavments to attract investment

in the attempt to improve their balance of paymenotwditions.



A possible last classification of FDI distinguishesween expansionary and
defensive FDI. Expansionary FDI is a form of inwesht which is aimed at the
exploitation of firm-specific advantages (e.g. scalffects, R&D intensity,
profitability and technology acquisition, etc.) the host country and has the
additional benefit of contributing to the growthszles of the investing firm both
at home and abroad. Defensive FDI is that investwéich is aimed at reducing
production costs and, in doing so, seeks cheapufabar other cheap input
factors) in the host economy (Chen & Ku, 2000; Ckeriang, 1999).

1.3. Measures and effects of FDI.

With regard to the quantitative aspect of FDI, ande observed how its
measure is generally expressed either in term$owf ér in terms of stock. FDI
flows include the capital invested — either dirgadl indirectly through related
enterprises — by a foreign investor in an entegpias the capital received from an
enterprise by a foreign investor. More specificallffor associates and
subsidiaries, FDI flows consist of the net salesta@res and loans (including non-
cash acquisitions made against equipment, manuilagtuights, etc.) to the
parent company plus the parent firm’s share ofaffikate’s reinvested earnings
plus total net intra-company loans (short- and {tergn) provided by the parent
company. For branches, FDI flows consist of thedase in reinvested earnings
plus the net increase in funds received from theigo direct investor. FDI flows
with a negative sign (reverse flows) indicate @aeast one of the components in
the above definition is negative and not offset fmsitive amounts of the
remaining components”. With regard to FDI stocks wan learn how “for
associate and subsidiary enterprises it represbatvalue of the share of their
capital and reserves (including retained profit$dricutable to the parent
enterprise (this is equal to total assets minusal tbabilities), plus the net
indebtedness of the associate or subsidiary topdérent firm” (UNCTAD,
2007)*. Furthermore, it is important to highlight how FBdw and stock may
take the form of inward or outward investment dejdeg on the direction it takes.

! These definitions are gathered from the UNCTAD pabe in the source and definition section
available at http://unctad.org/en/Pages/DIAE/FDI%2istics/Sources-and-definitions.aspx.



Very simply, FDI flow or stock is inward when arvastor of a foreign country
invests in a considered country. It is outward wlaninvestor from a home
country invests abroad (Moosa, 2002).

According to Cantwell & Bellak (1998), it is genblyareferred that the
practice of reporting FDI in terms of stock is lwadly unsatisfactory. Stocks are
expressed in terms of their “book value”, namelirtinistorical cost, which does
not take into consideration their age distributiand makes international
comparison almost impossible. Apart from this specaspect, we must
understand that measuring FDI is not straightfodnaecause of the existence of
problems especially occurring when the investmeakéd the form of machinery
or contributions of technological capitalizatiomurthermore, due to the reluctance
of most countries to provide comprehensive inforamabn the foreign operations
of their companies for reasons of secrecy, gaps exiFDI statistics available for
source and host countries (Moosa, 2002).

After having talked about the quantitative dimensaf FDI and clarified
some basic aspects of it, we can now move ontogiaibroad look at the effects
it generates. The FDI dynamic involves the traneferarious elements (financial
capital, technology, labour skills, etc.) from auntry (the source of the
investment) to another (the destination or recipieh the investment). This
process implies the rise of costs and benefitghi@icountries involved. Due to the
existence of a general disagreement — based oaxieence of different views
pro and con the globalization phenomenon — it isreally clear what costs are
endured and what benefits are gained by the ceasgntiihis is particularly true
from a quantitative view. However, the FDI effeidsue is basically treated from
the host country’s point of view. According to theview by Moosa (2002), the
effects of FDI on an investment host country canobehe following type:
economic, political and social. In short, the sbdssue mainly concerns the
creation of enclaves and foreign elite in the homaintry, as well as cultural and
behavioral changes as a consequence of a sorbpofaimination” resulting from
the contact between the foreign and local entiliég political effects refer to the
question of national sovereignty. It is naturaltihank that — and this could be

particularly true in Less Developed Countries (LDEsecause of the relevance

10



of the interests implicated by the management N, a threat for the national
political autonomy of the host country could exi$he economic effects are

distinguished in macro and micro effects as showthé scheme below.

Graph 1.1 —Economic effects of FDI.
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Source: built and adapted from Moosa’s (2002) désoon.

The earlier are often referred to in the same teasisa rise in foreign
borrowing. If there is unemployment and capitalrshge — that is the typical case
of LDCs — FDI (which is provision of capital) leatts an increase of output and
income together with a reduction of unemploymenthie host country. In this
sense FDI has a beneficial effect on the balangawient, but its effect in terms
of trade is indeterminate since this will dependurether the impact of increased
output falls on import substitutes of export. Thenm effects, instead, concerns
structural changes in the economic and industrgdmization. Broadly speaking,
they refer to individual firms and individual indtiss, particularly those exposed
and associated with FDI. Within this context, faample, a relevant argument is
whether FDI leads to a more competitive economigrenment.

11



It must be highlighted, however, that the issuaghaf economic effects of
FDI has very often failed to consider those assedito the natural environment.
At least this is true up to the late 1990’s whea #ensitivity for this specific
aspect began to appear in the reports of somenatienal organizations. We have
inserted the environmental component in the fiqayeve as an adaptation of the
discussion of the already-mentioned author, who tkes merit of having
summarized the state of art of the literature pesly produced. The issue of the
FDI-environment relationship is the argument we going to pay attention to in

the further development of this work.
1.4. Recent trends and prospects in the FDI dynamic

In this section we examine some recent trends aodppcts in FDI by
reporting the information dispatched by the UNCTAIore details on the global
and regional trends and prospects of the FDI dyoaan be found in its World
Investment Report (WIR) series, which — at the twhevriting — shows the WIR
2012 as the last available update. Grasping infoomafrom the UNCTAD
statistical database — which is synthesized inesHl.1 and 12 — and the
mentioned investment report, it is possible to olesdéow the global FDI inflow
significantly increased between 2002 and 2007 ngpvitom about 627,975
million US$ in 2002 to 1,975,537 million US$ in 20Q0in 2008 and 2009, the
flow decreased as a result of the global econoarimail. However, despite the
financial and economic crisis of these two yeard @@ ongoing sovereign debt
crisis, the global inflow of FDI increased by 16%tween 2010 and 2011. More
specifically, it rose from about 1,309,001 millit¥$ to about 1,524,422 million
US$ showing an ameliorated situation with respeathat could be observed at

the pre-crisis average level recorded between 20052007.

2 Here our discussion only focuses on the flow of f&iD the reason already stated in the previous
sections. In order to present a complete pictuosyever, we also report tables 1.3 and 1.4 to
illustrate FDI stock data but we do not proceeddmment on it since - as can be easily observed -
its trend basically replicates that performed bey DI flow.
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Tab. 1.1 —FDl inflow and outflow in considered regions in0202011.

Region/Country 1981-2001* 2002 2003 2094 _ 2005 200§ 2007 2008 2009 2010 2011
Inward flows (in million US$ at current prices and current exchange rate)
World 339479,1 627974,8 586956,4 744329,2 980727,1 1463351,755B89,0 1790705,7 1197823,7 13090013 15244222
Developed economies 248194,3  443431,7 376807,6 422179,1 6226254 981869,3042314 1019648,0 606212,3 618586,1  747860,0
Developing economies 88389,8 173283,0 190124,8 291866,0 327247,8 427163,4 1373 650016,8 5192250 616660,7 684399,3
Transition economies 2895,0 11260,1 20023,9 30284,1 30854,0 54318,4 90800,1 0404 72386,4 737545 92162,9
Total OECD 274699,3 205046,7 186699,8 222196,6 2312259 366368,8 85886 693359,0 841108,7 875218,3 6214416
European Union 140845,7  312003,1 2742922  225900,9 4993755 585030,2 968438 5422424 3566315 318277,4  420715,2
Outward flows (in million US$ at current prices and current exchange rates)
World 335525,8 5284959 570679,3 925716,1 888560,8 1415093,98025,0 1969336,0 1175108,4 1451364,7 1694396,1
Developed economies 300221,0 476341,0 513209,9 7887951 741744,2 1152033,@95¥8,1 1580752,9 857792,0 989576,4 1237507,6
Developing economies 34468,5 47484,3 46667,6  122791,6 132507,0 239336,0 31%863328120,8 268476,0 400144,1  383753,7
Transition economies 836,3 4670,6 10801,8 14129,5 14309,6 23724,3 51583,5 60462 48840,4 61644,2 73134,8
Total OECD 300529,1 2271189,4 2449861,2 3935539,2 3653673,3 S571B72%H77470,3 7892658,6 4611633,2 5556892,5 6688833,9
European Union 187510,5 259864,4 290173,3 371478,0 604075,6  691763,947847204  957797,6  393618,3  482904,6  561805,0
* annual average;
Source: UNCTADstat.
Tab. 1.2 —FDlI inflow and outflow in considered regions in292011 (% of the total).
. 1981-2001 2002 2003 2004 2005 2006 2007 2008 2009 2010 2011
Region/Country -
Inward flows (in %)
World 100,0 100,0 100,0 100,0 100,0 100,0 100,0 100,0 100,0 oo0,a 100,0
Developed Economies 73,1 70,6 64,2 56,7 63,5 67,1 66,3 56,9 50,6 47,3 49,1
Developing Economies 26,0 27,6 32,4 39,2 33,4 29,2 29,1 36,3 43,3 47,1 44,9
Transition Economies 0,9 18 34 4,1 31 3,7 4,6 6,8 6,0 5,6 6,0
OECD 80,9 32,7 31,8 29,9 23,6 25,0 29,7 38,7 70,2 66,9 40,8
EU 41,5 49,7 46,7 30,3 50,9 40,0 43,2 30,3 29,8 24,3 27,6
Outward flows (in %)

World 100,0 100,0 100,0 100,0 100,0 100,0 100,0 100,0 100,0 00,a 100,0
Developed Economies 89,5 90,1 89,9 85,2 83,5 81,4 83,2 80,3 73,0 68,2 73,0
Developing Economies 10,3 9,0 8,2 13,3 14,9 16,9 14,4 16,7 22,8 27,6 22,6
Transition Economies 0,2 0,9 1,9 15 1,6 1,7 23 31 4,2 4.2 43
OECD 89,6 429,7 429,3 4251 411,2 404,0 417,5 400,8 392,4 382,9 4,839
EU 55,9 49,2 50,8 40,1 68,0 48,9 54,8 48,6 33,5 33,3 33,2
* annual average;
Source: our computations on UNCTADstat.
Tab. 1.3 —Inward and outward FDI stocks in considered regiom 2002-2011.

Rregion/Country 1981-2001* 2002 2003 2004 2005 2006 2007 2008 2009 2010 2011

Inward stocks (in million US$ at current prices andcurrent exchange rates)
World 2962593,3 7501217,3 9387520,6 11100663,7 11563007,5 0468 17901073,1 15451284,8 18041009,2 19906661,7 20838
Developed economies 2190298,0 5654946,7 7253576,8 8577849,8 8577412,4 182503 12738241,9 10812730,3 12296706,1 12890908,5 13@F90
Developing economies 757971,8 1730851,8 1979882,6 2325396,9 2712819,7 3335034487488,8 4214287,2 51201819 6256066,3 6625031,7
Transition economies 14323,5 115418,8 154061,3 197417,1 272775,4 3949955 4@753 424267,3 624121,3 759686,9 757264,2
Total OECD 2292618,6 6065296,8 7688400,5 9070541,7 91782257 192(8913501177,8 114748422 13214516,3 14054770,1 142(194
European Union 958524,9  2958991,7  3923359,7  4800899,6  4731893,0  5988519503020,3  6653978,9  7322963,0 7289628,8  7275621,6
Outward stocks (in million US$ at current prices aml current exchange rates)

World 3055446,4 77857955 9916512,4 11694926,6 12464846,8 72688 19272590,8 16342808,9 193257456 20864846,1 2BBGB
Developed economies 2756696,0 6811666,8 8823480,2 104136919 10951816,6 63363 16367069,9 13648378,2 161524317 17144627,8 96635
Developing economies 293269,2  909003,0  998158,7 1169747,3 13609353 183799@517784,7 2463068,9 2834914,5 3313807,7 3705410,3
Transition economies 54813 65125,7 94873,4 1114873 152094,9 222869,6 387736,231361,9 338399,5 406410,6 407114,8
Ttoal OECD 2748624,2 6913179,4 8918357,6 10528618,9 11095453,3 762800 16599613,7 13952748,7 16643731,0 176993153 908X
European Union 1198778,6  3716478,0 4826124,1 5551909,1 5742144,2 7R1%888738232,0 81153959 91271138 92435233 9198831,8

* annual average;
Source: UNCTADstat.

Tab. 1.4 —Inward and outward FDI stocks in considered regidm 2002-2011 (% of the total).

. 1981-2001 2002 2003 2004 2005 2006 2007 2008 2009 2010 2011
Rregion/Country Inward stocks (in million US$ at current prices andcurrent exchange rates)
World 100,0 100,0 100,0 100,0 100,0 100,0 100,0 100,0 100,0 100,0 00,01
Developed economies 73,9 75,4 773 77,3 74,2 73,8 71,2 70,0 68,2 64,8 63,9
Developing economies 25,6 23,1 21,1 20,9 23,5 23,5 25,1 27,3 28,4 31,4 32,4
Transition economies 0,5 15 1,6 18 2,4 2,8 3,8 2,7 3,5 3,8 37
Total OECD 77,4 80,9 81,9 81,7 79,4 78,4 75,4 74,3 73,2 70,6 69,8
European Union 324 39,4 41,8 43,2 40,9 41,8 41,9 43,1 40,6 36,6 35,6
Outward stocks (in million US$ at current prices andcurrent exchange rates)

World 100,0 100,0 100,0 100,0 100,0 100,0 100,0 100,0 100,0 100,0 00,01
Developed economies 73,9 75,4 77,3 77,3 74,2 73,8 71,2 70,0 68,2 64,8 63,9
Developing economies 25,6 23,1 211 20,9 23,5 23,5 25,1 27,3 28,4 31,4 32,4
Transition economies 0,5 15 1,6 18 2,4 2,8 3.8 2,7 3,5 3.8 3,7
Ttoal OECD 77,4 80,9 81,9 81,7 79,4 78,4 75,4 74,3 73,2 70,6 69,8
European Union 32,4 39,4 41,8 43,2 40,9 41,8 41,9 43,1 40,6 36,6 35,6

* annual average;

Source: our computations on UNCTADstat.
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The FDI flow reaching developed countries also gmamsistently during
the entire considered time. It rose from 443,43llioni US$ in 2002 to 1,310,425
in 2007. After a significant fall in the next twoears, which brought the
investment level to 606,212 million US$ in 2009 tADI flow began to go up
again to reach 618,586 million in 2010 and 747,86dlion in 2011. This
performance shows an increase of the investmelawndéf 21% between 2010
and 2011, although it is still a quarter below kel of the pre-crisis three-year
average.

In addition, the investment flow to developing amdnsition economies
increased between 2002 and 2008. On the one hanloging countries
experienced an increase from 173,283 million US002 to about 650,017
million in 2008, which was followed by a decreagé19,225 million in 2009 and
a new increase to about 616,661 million and 684,8892010 and 2011
respectively. On the other hand, the investment flo transition economies
jumped from about 11,260 million US$ in 2002 to atd21,041 million in 2008.
A decrease in 2009, which brought the level to 8@, fillion, was followed by
two new increases to about 73,754.5 in 2010 andita®®,163 million US$ in
2011. The contribution of the FDI inflow in both \@#oping and transition
economies to the global flow of inward FDI conskamicreased over the whole
considered period. It moved from about 29% in 2@®2bout 53% in 2010 and
51% in 2011 (when their contribution was 45% andré%pectively). This growth
was also recorded during the worst years of théajl@economic turmoil and
shows the economic dynamism and the strong rolg ¢the play in the future.
According to details given in the UNCTAD (2012) ogp the increase of FDI to
developing economies was generated by an incrdak@% in Asia and 16% in
Latin America and the Caribbean. It is the caséighlight that table 1.1 is
developed with the aim of highlighting the role the OECDB® and European

Union areas in the distributional dynamic of therid=DI inflow. As can be

13 For the reasons which will be explained laterdothote 40, the OECD countries we refer to are:
1) Australia; 2) Austria; 3) Belgium; 4) Canada;&)ech Republic; 6) Denmark; 7) Finland; 8)
France; 9) Germany; 10) Greece; 11) Hungary; 1€ahd; 13) Ireland; 14) Italy; 15) Japan; 16)
Korea Republic; 17) Luxembourg; 18) Mexico; 19) hertands; 20) New Zealand; 21) Norway;
22) Poland; 23) Portugal; 24) Slovak Republic; &pain; 26) Sweden; 27) Switzerland; 28)
Turkey; 29) United Kingdom; 30) United States of énca.
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observed, the FDI inflow reaching the OECD cousti&as about 205,047 million
USS$ in 2002 and — apart from a reduction to ab@@, 200 million in 2003 —
increased during all the considered period (evethe years of the economic
crisis) arriving to a level of 875,218 million in020. A new decrease was
recorded in 2011 when the amount fell to about#£4 million US$. In terms of
contribution to the global FDI inflow dynamic, i&k be observed how in 2002 the
OECD area attracted about 32% of the total wokavfl This percentage almost
constantly declined over the next years to realdvel of about 30% in 2007. In
the years of the global economic crisis, it rose8y7% in 2008 and 70.2% in
2009 to fall down to about 67% in 2010 and 41%06

The European Union area is one of the major atiraatf the FDI inflow
worldwide. In 2002 it attracted 312,003 million U$hat is 50% of the FDI
inflow moving worldwide). After a decline in the xtewo years, the amount rose
to about 542,242 million in 2008 (about 30% of #i@l global inflow). After a
new decline in 2009 and 2010, when the amount ezh856,631 (about 30% of
the global inflow) and 318,277 (about 24%) milli¥8$ respectively, the FDI
inflow rose again to 420,715 million, although atlaver level than those
recorded in the four pre-crisis years.

A very short analysis of the outward FDI makes bseove how its flow
from developed countries continuously increasethf2®02 to 2007 moving from
476,341 to about 1,830 billion US$. After a decesescorded during the crisis
period, it returned to a consistent increase oiaB5% between 2010 and 2011,
reaching about 1.237 billion US$ in the last coastd year. This increase was
the result of the operations deriving from the ¢hreajor developed-economy
investor blocs (the European Union, North Americal a@apan), although the
driving factors differed for each. FDI from the lthd States was driven by a
record level of reinvested earnings (82% of total Butflows), partially driven
by TNCs building on their foreign cash holdings.eTise of FDI outflows from
the European Union was determined by cross-bord&A#M Japanese TNCs
doubled their FDI outflow through M&A purchasesNirth America and Europe
(+132%) as a result of an appreciation of its maticurrency (UNCTAD, 2012).
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The outward FDI flow generated by developing ecoiesmshows a
generally decreasing trend between 2002 and 2010. Mbre specific regard to
the last two years of the considered period, itnsha decline of 4% moving from
400,144 to about 383,754 per cent to $384 billi@ween 2010 and 2011,
although its contribution to the global FDI outflaemained at 23%. In the last
considered year, the flows from Latin America ahd Caribbean fell by 17%.
Among the main reasons for this decrease is thatmapon of capital to the
considered country areas (counted as negativeowsf] which was partially
motivated by financial considerations (i.e. exclangates, interest rate
differentials). Once again, with reference to th&t lyear of our considered period,
the FDI outward flow from East and South-East Agés largely stagnant. A 9%
decline was recorded with respect to the outflowrbil from East Asia, while
outward FDI from West Asia increased significariy$25 billion (UNCTAD,
2012).

To comment on the sectoral distribution of the ADWs, an analysis of the
statistics between 2008 and 2011 allows us to wbskow it rose in all three
sectors of primary, manufacturing and services.ofdiag to FDI projects data
(comprising cross-border M&As and greenfield invesihts) dispatched by
UNCTAD and reported in tab. 1.5 here below, the HBIv destined to projects
in the primary sector rebounded in 2011 to a lefeR00 billion US$ after a
significant fall in 2009 and 2010. An analogousuaiton can be the investment
dynamic in the service sector, which reversed thgative trend of the previous
two years and reached 570 billion US$ in 2011. &s loe appreciated by looking
at the part of the table where the percentagestaen, the share of these two
sectors rose slightly at the expense of manufaajusivhich reached 660 billion
US$ in 2011 after having experienced a sharp dedfirthe two previous years.
From what is said in the last world investment refay UNCTAD (2012), it is
possible to learn how the top five industries cboting to the rise in FDI
projects were extractive industries (mining, quisngyand petroleum), chemicals,
utilities (electricity, gas and water), transpadgatand communications, and other
services (largely driven by oil and gas field seeg).
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Tab. 1.5 —Sectoral distribution of projects related to thielgal FDI flow (2008-
2011).

Year . Value (in bln. US$) . . % . .
Primary Manufacturing Service Primary Manufacturing Service
2005-07* 130 670 820 8 41 51
2008 230 980 1130 10 42 48
2009 170 510 630 13 39 49
2010 140 620 490 11 50 39
2011 200 660 570 14 46 40

* annual average;
Source: UNCTAD, World Investment Report 2012.

With regard to the prospects, it must be highlighteat because of the
economic uncertainty and the probability of loweswgth rates in major emerging
markets there is an objective risk of seeing theegaly favourable trend of the
last couple of years undercut. UNCTAD foresaw that FDI growth rate would
slow in 2012. Leading indicators are suggestivehas trend, with the value of
both cross-border M&As and greenfield investmengtreating during the
considered year. As a result, it was believed kidikkely that in 2012 the FDI
inflow would grow very moderately in all the thrégentified macro-regions,
namely developed, developing and transition ecoasmAmong the countries
belonging to the developing regions, Africa is redd as a particular case since
its FDI inflow is expected to increase. A very maie FDI growth is also
expected to happen in Asia (including East and IS&aist Asia, South Asia and
West Asia) and Latin America. Similarly to Africapwever, the FDI flows to
transition economies was also expected to grovhdéurtluring 2012 and in the
next couple of years (UNCTAD, 2012).

To conclude this section, we move very briefly omaderring to the
prospects expected for the next few years. In twtsnedium run UNCTAD
predictions show that, although investor uncenaiststill high, the global FDI
flow will continue to grow at a modest but stabsee reaching 1.8 trillion US$ in
2013 and 1.9 trillion US$ in 2014, barring any noemonomic shock (UNCTAD,
2012). This should be the result of the feelingorded by the World Investment
Prospects Survey (WIPS), which is run yearly by UMO and pools the Chief
Executive Officers (CEOs) of TNC on their investrnplans. This yearly survey
reveals that, although the number of pessimisti©E€E 10% higher than the

number of those optimistic, the largest group afpomdents (about 50%) are
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neutral or undecided. However, a more optimistiewiis expressed by
respondents in the longer run after the end of 2Dbilfact, more than half of them
foresees an increase — compared with the situati@d11 — of their planned FDI
expenditure between 2012 and 2014. Although thectsted increase of the FDI
flow will be driven by developed economies, indiocat also suggest that in the
short-medium term developing and transition coestmvill continue to keep up
with global FDI growth. Responses given by CEOth®WIPS of 2012 rated six
developing and transition economies among their flre investment
destinations by the end of 2014, with Indonesia ragnibe five top destinations
for the first time (UNCTAD, 2012). Table 1.6 beloeports the projection of FDI
growth in the short-medium run, resulting from tleeonometric analysis

performed for the WIR 2012.

Tab. 1.6 —Summary of econometric results of medium-termlin@sscenarios of
FDI flows by region (in billion US$).

Host region Averages FDI flows Projections

‘05-'07 ‘09-11 | 2009 2010 2011 2012 2013 2014
Global FDI flows 1473 1344 1198 1309 1524 1495-1695 1963-1925 1700-2110
Developed countries 972 658 606 619 748 735-825 -840 840-1020
European Union 646 365 357 318 421 410-450 430-510 440-550
North America 253 218 165 221 268 255-285 280-310 290-340
Developing countries 443 607 519 617 684 670-760 20-B55 755-930
Africa 40 46 53 43 43 55-65 70-85 75-100
Latin America 116 185 149 187 217 195225 215-265 200-250
and the Caribbean
Asia 286 374 315 384 423 420-470 440-520 460-570
Transition economies 59 79 72 74 92 90-110 100-130 110-150

Source: UNCTAD, 2012.

1.5. Remarks and conclusions.

In this chapter we have discussed some basic aspafctthe FDI
phenomenon and introduced some issues to understanchat extent links
between FDI and the natural environment can betifteth More specifically,
after having presented a couple of sections whBdeid~defined and identified in
its qualitative and quantitative features and whiseeffects are explained, the
chapter proposes a section where a descriptiomeofnain trends and prospects of
the FDI phenomenon is reported. The observatiorthef data dispatched by
various international organizations and, especialig UNCTAD shows that the

global flow of FDI will grow moderately in the shemedium term, although
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economic uncertainty levels deriving from the skrimhich has hit the world
economy in recent years still exist. On the baiwlmat has been said, the FDI
growth expected in the next few years represenp®tantial condition which
could harm the natural environment and should eragmuus to make more effort
in understanding whether and how FDI affects ite Tgroduction of as much
empirical evidence as possible can contribute toether understanding of the
dynamics associated to the FDI-environment relatign Only in this way will it
be possible to help the policy-making activity afvgrnments to pursue a more
conscious production of regulations for the implatagon of more sustainable
ways of managing investment activities. With regardhis, it could be useful to
conclude this chapter by recalling a concept redatlid expressed in the
international literature and especially in thoserksodeveloped by international
organizations such as the OECD. It highlights thdtether FDI is really
functional for development and, in particular, feustainable development,
depends especially on the way it is managed by rdeeiving countries’
governments, which in turn depends on their visibaconomic development and
environmental conservation management. In othedsyat all depends on their

policy and regulatory frameworks.
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Chapter lI

A literature review on the relationship between
FDI and the natural environment

2.1. Introduction.

The relationship between FDI and the environment lma considered as a
subset of the FDI literature and, especially in ldet decade or so, it has been
abundantly treated by academicians, politicians expkrts. This has generated a
massive production of writing, whose analysis ig stvaightforward. From a
methodological point of view, two basic ways of engally analysing the issue
can be observed in the literature. The first loakghe statistics of FDI flows,
environmental data and information on the enviromtaleregulatory systems of
various considered countries or areas in the attemnpmlentify the existence of
some linkages between the two aspects. The secomglders the behavioural
aspect of firms to understand how they make thsiestment location decision
and if environmental factors play a role in thipgess. Relevant information on
these issues can be found in various UNCTAD repamts especially in two of
them (UNCTAD, 1999; 1993). The first, which is stiow generally recognized
as the most comprehensive study of the environrh@etdormance of MNCs,
basically refers that larger companies are mom\liko have better management
performance. The second contains a useful updateegbrevious and a valuable
discussion on the environmental effects of FDI imegging economies.
Additional information can be found in some othseful works produced by the
OECD, where the research developed is categorizd four macro themes,
which we will refer to with the aim of presenting raethodologically clear
discussion of the specific literature. However, fine convenience of our
discussion, we group the issues analysed on theeRidtonment relationship into

three thematic areas: 1) the environmental effeicEDI flows; 2) the competition
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for FDI and its effects on environmental standar®3; the cross-border
environmental performance (OECD, 2002[a]; 2002{i9]97).

2.2. The environmental effects of FDI: scale, comgtdion and technique
effects.

The first vein of discussion, related to the envmental effects of FDI, is
claimed to be one of the research areas wher&ehatlire lacks a better and more
appropriate scientific understanding (OECD, 200R[lHven at the time of
writing, this research field still appears largeigexplored since — as has been
already mentioned above — a great deal of the tHitework developed insofar
has focused more on the environmental features teagn influencing the
location of the investment decision of firms ane ttountries’ environmental
regulatory competition for FDI rather than on thspect. Although some works
have been done to cover the gap in this thema#ia, ax strong call for further
research still exists. This body of discussion cants on how FDI can generate
benefits and costs or, which is likely the samepaofunities and risks. This is
particularly true for host or receiving countridgsH®| and their communities. For
example, FDI may boost economic growth, generatetsiral efficiency together
with other positive effects, but it can also geteranvironmental degradation.
Indeed, FDI can spread industrial activity, stinbellathe production and
consumption of industrial polluting goods, all thesulting in an increase of the
sources and forms of pollution. However, it is atdten argued — and this has
been proved to be more than a simple hypothesimat-foreign investors bring
new technologies to receiving countries. This waerdble receiving countries to

implement environmental protection projects andoast In this perspective, the

14 A fourth area can also be considered, which isessnted by the regulatory impact of
investment rules. Although this is referred to be most recent area of work, so far it has
basically focused on understanding whether or ne¢stment and environmental protection are
pursuable as a common achievement. Furthermore, afidee work carried out in this field of
discussion has taken into consideration the arslgdi investment models and agreement
regulations such as those in the North Americare Areade Agreement (NAFTA), the OECD
Multilateral Agreement on Investment (MAI), and &iral Investment Agreements (BITS)
(OECD, 2002[b]). Since the rationale of the studiesducted in this field seems more focused on
the analysis of the juridical content of agreeme(etg. Ignacio, 2003) and takes a different
direction from the scope of our work, we purpodall/to report a more extensive description of it
in the conviction that a sufficient note can remiaithese few lines.
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economic expansion driven by FDI may also genexaeneralized improvement
in the environmental sphere. For this reason, saathors point out that FDI
should be considered neither a boon nor a bane& Hoth, since the wide
differences of locations, sectors and investorslved in FDI allow us to find
evidence to support both views (i.e. Gentry, 1999leed, depending on each
specific circumstance, examples of the existencemfironmental positive or
negative marginal effects of FDI can be found imeaountries and not in others.
With regard to this, the literature claims a ladlstudies able to identify the “net
effect” of FDI on the environmeht However, this might be seen as a complex —
or even impossible — job to do, because of thetexie of two constraints. The
first refers to the extreme difficulty in discrinaiting the effects of the activity run
by domestic industries from those of foreign firorgheir affiliates. Furthermore,
FDI does not occur as an isolated phenomenon ectafify the environmental
sphere, but it also interacts very strictly withert linked factors. For this reason
most of the studies on the environmental effectsFDl are carried out by
decomposing them into scale, composition (or stinatt and technique (which is
also associated to a technological aspect) effgets; briefly, while scale effects
refer to the results of the expansion of the ecaaocmatput, composition and
technique effects respectively refer to the chaofgine industrial structure of an
economy (due to a reallocation or reorganization tleé production and
consumption structure) and to changes of the ptamuenethods associated to
the development and diffusion of technology (OE@0Q2[b]).

More specifically, scale effects would refer to thgpacts that the increment

of an economic activity - arising from the entryr@w foreign investment to be

15 Although this approach of analysis is often saidbe desirable, the difficulties implicitly
existing in its performance would impede the achiegnt of meaningful results. As reported by
UNCTAD, there are plenty of studies which have caméhe same conclusion in demonstrating
that specific industrial activities (such as thoslated to production in the sectors of chemical an
allied, pulp and paper, mining for mineral and jroement, glass and ceramics) may result highly
pollutant. However, because of data insufficienggearch has failed to prove the existence of
precise relations between FDI flows and the poaérmgolliution intensity of these considered
industry sectors. Hence, the report highlights that “net effects” of FDI on the environment
depend on a combination of macro and micro asp&bis.first can be related to the FDI profile
such as, for example, the type of industry sectawhich it takes place, and the extent to which it
involves pollution-intensive activities. The micespects could refer to specific decisions with
regard to the management of their production awmiiand the adoption and diffusion of
environmentally sound technologies (UNCTAD, 1999).
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consistent with the context of our discussion —egates on some considered
environmental features of host countries. Thesedypf effects are normally
expected to be detrimental and negative to theremvient and can be easily
understood if the case of resource-intensive imgusector is referred to.
Particularly in this sector, the increase of prdducrequires the use of — that is
the extraction of — more resources and the geoarati more waste (O’Connor,
2000Y°. The existence of a debate can be further obsenitdregard to the
determination of the size of the scale effects (Novm & Vaughan, 1999),
which is followed by some clarifying work statinigat this basically depends on
the environmental feature one investigates (OEQCD12

However, a different view is expressed in otherksowhere the existence
of an “inverted-U” relationship — also known asvitanmental Kuznets’ Curve
(EKC) — between environmental quality and econognanth is discussed. They
refer that economic expansion can alleviate, orneweunterbalance, the
detrimental result of the scale effects on the remvnent because of the
technological innovation and the increase of emwirental quality demand
implicitly living in it. Evidence of this has beeoroduced by various relevant
works in the past decade Hence, according to this view, countries with an
economic growth induced by FDI inflows may expecerm deterioration of their
environmental quality — due to the increase ofrtpeilution caused by the boost
of industrial activities — at the beginning of thprocess and up to a certain stage.
Afterwards, pollution levels should start to deelihecause of the increase of a
demand for environmental quality taking place iscagation with the increase of

'8 However, as proof of the difficulty of arguing attahe direct relationship between FDI and the
environment, a consideration that technologicabimtion may play an offsetting role by bringing
more resource-use efficiency is also made.

" Some of the most relevant contributions on thi®aech theme were produced with the support
of the World Bank (WB). For example, some works rnfdua positive relationship between
environmental regulation and the growth in the pation per-capita income (Dasgupta et Al.,
2001). Other works verified how many indicatorseaf/ironmental quality deteriorate at an initial
stage of economic growth, but they improve whemeauc welfare overtakes certain thresholds
(Seldon & Song, 1994; Shafik, 1994; Grossman & Igare 1993[a]; 1993[b]; 1995; Shafik &
Bandyopadhyay, 1992). A more recent work, whileuBog on an analysis of air and water
pollution with regard to a set of 120 countrieseted over a time span between 1960 and 2001,
finds the existence of the EKC for water (GassebeterAl., 2011). However, other works
expressing an opposite view and showing completéfgrent results concerning the inexistence
of the EKC are also extensively reported in therditure (e.g. Stern, 2004[a]; 2004[b]; Perman &
Stern, 2003; Yandle et Al., 2002).
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the economic welfare of the populatinHaving reported all this, however, it
must be stressed that for the reasons already onedtiabove, a wider debate on
the FDI-environment relationship cannot be ideetifiThe issue suffers from the
lack of data and analysis and is almost basicathytéd to the concepts and
reflections referred. The literature analysis alsghlights that, due to the
difficulty in conducting studies for the straighdentification of net effects
between FDI and the environment, researchers chaingé analytical approach
at a certain point and came to focus more on cagbes — many of which are
from Asian countries — with the aim of understagdihe environmental impact
and the management strategies of foreign firms.nEeese analyses do not
definitively resolve the debate, since evidencepositive as well as negative
environmental effects is found (Guaoming, 1999;,Jh899). More recent
evidence can be tracked in other works which ingatt the metal mining sector
of some countries of the Sub-Saharan African red@hana, Tanzania and
Zambia), where MNCs are found to cause both negaid positive effects on
the environment. While the negative effects can rbainly referred to as
deforestation, air, water and dust pollution, teeddficial aspects are represented
by the adoption of better management practices #al introduction of
environmentally-friendly technologies, these giviige to positive technological
effects in the sense that will be disclosed latethe paragraph (Kulindwa, 2003
cited in UNCTAD, 2007; George, 2003; Boocock, 200&arhurst, 1998;
Aubynn, 1997%°.

Broadly speaking composition (or structural) effeate associated with the

adjustment within and between economies when & sbdurs in the pattern of

8 The achievement of a detailed survey of the EK&rdiure is certainly not the scope of our
discussion. However, it seems the case to highlight a series of limitations arise to cool the
optimistic feeling which may be generated by apphireg the view expressed by the EKC issue.
As reported by authors who have profoundly chareeé this scientific debate, in many countries
the “turning point” of the inverted-U curve coulde found at quite a high level of their

population’s per-capita income, this opening theg teathe fear of irreversibility of environmental

degradation meanwhile generated (Panayotou, 20897;10pschoor, 1995). Furthermore, the
EKC shows its validity only for some pollutants,r feome countries and not all the times
(Munasinghe, 1999; Barbier, 1997). Finally, somepkital evidence of the linkage between

economic growth induced by trade and environmesgétrioration exists, but this does not mean
the same relationship can be validated for FDI-gedligrowth (Dessus & Bussolo, 1996).

9 More specifically, some of the mentioned studils® aefer that, in the attempt to offset such
degrading situations, MNCs have introduced mordrenment-friendly technologies and higher

standards of environmental protection in comparisathe local firms working in the same sector.
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economic activity, including a shift from one pration sector to another or from
one product to another, changes in the price aifitifi@ctors and final products,
changes in industry ownership, changes in effigienc

A more focused view on the environmental considenaiwvould see a
structural effect when a shift in the pattern cfaerce use occurs (OECD, 2001).
On the assumption that trade and investment lilzatgdn encourage allocative
efficiency among countries, these effects are epeto have a positive impact
on the environment. For a better understandinghf &spect, it is useful to
highlight that the efficiency concept implies tlggtiods are produced with lower
labour and capital inputs, which as a result aleams a decreasing impact on the
natural resources system. According to the lastiabta UNCTAD report, FDI
flows have experienced structural shifts which banobserved at geographical
and sectorial levet&

With particular regard to the sectorial shift, #résing question highlighted
in the literature under analysis tries to understéor what extent the FDI shift
towards the service sector can result beneficialti® environment. Some
approaches in the literature support this hypothdsr example, they argue that
newly industrialized countries can move from thanary to the service sector
passing through a low polluting light-manufacturimigpduction experience. This
should allow them to actually jump phases of hesdustrialization, such as
those experienced by the traditional industrializedntries during certain phases

of their economic history, thus gaining significamvironmental advantages

% From a geographical point of view, in the pastatfecthe pattern of the FDI dynamic has
changed enormously. New world areas have comeetspihtlight as host and receiving countries.
Shifts in the patterns of bilateral FDI relatiorshican also now be observed among developed
countries, and between developed and emerging adesoThe analysis of recent trends shows a
significant increase of FDI flows from developingdatransition economies and in the South-
South relationships (UNCTAD, 2007). From a sectgui@int of view, it can be appreciated how
over the past 25 years FDI has grown notably imlals terms in the three main economic sectors
(primary, manufacturing and services). However, tiservation in terms of stock shows the
primary (particularly referred to the natural resmusub-sector) and manufacturing quotas have
considerably decreased. Meanwhile, a significarift s favour of the service sector can be
appreciated. In terms of FDI stock, in fact, whhe primary sector in 2005 represents one tenth of
the total, that is a slight decrease with respecthe figure in 1990, the manufacturing sector
accounts for 30% of the total in 2005 against 41194990. The FDI stock in the service sector
performs a significant increase arriving to repne$% of the total in 2005 against 49% in 1990
(UNCTAD, 2007).
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(OECD, 2001; Gentry, 1998) Another analysis states that the service sestor i
the one where the implementation of better enviremia practices is more likely
to happen. It supports this hypothesis by refertiogthe hotel sector as an
example in which FDI induced practices for a mdfeient use of water, energy
and waste are more widely put into action, thusegeimg positive environmental
effect (UNCTAD, 1999). As a counter fact, a caselgtby WWF (2001), while
recognising the beneficial effect of FDI in tourisaativities, also stresses its
possible negative effect on the environment. Theebis can be particularly seen
in terms of income generation, which also allowes ¢reation of infrastructure and
facilities for environmental protection. The negataspects may be related to the
ownership structure of tourism service facilitiés fact, when the tourism sector
is driven by FDI — and this is the case in manysetigping economies — this would
imply that the economic benefit will almost alwaffsw out of the FDI host
country, where it was generated, while environnmeotsts generated by the
running of the activity and tourist use of the itery will remain upon the
shoulders of the local communities. Another questis also posed by the
literature and refers to the understanding of wéretir not the world economic
structural shift in favour of the service sectoll wush manufacturing industries
to move from developing to rapidly industrializieguntries, thus giving rise to
some negative environmental implications (O’Conr&fX00). Although research
is claimed on this aspect, available empirical ene shows that FDI flows to the
service sector of developing countries is an irgiraphenomenon and, on the
basis of the consideration of some data, it seamppated not only by service-
based MNCs but also by the establishment of otbpesating in the other two
sectors (UNCTAD, 1999; 2007).

The aspect of technique (or technology) effecterréd the development,
transfer and diffusion of technology as a phenomessociated to the movement
of international investment flows. This can happinough the transfer of

physical goods (i.e. capital goods) and the trarsfféacit knowledge (UNCTAD,

2L with regard to this, however, a reflection shobéimade with regard to the different nature of
the many activities characterizing the serviceme(d.g. the difference between financial and air
transport services) and to the different environtaleimpacts they can generate. This considered,
further research is claimed for a better undersiandf the wide variety of environmental impacts
which can arise from the service sector activif@gCD, 2002[b])
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1999). In a free trade and investment context,neldyy effects would normally
be expected to exert a positive (or at least nButrgpact on the environment
(OECD, 2001). However, other views show how thisnta always be considered
the rule of thumb. For a better explanation of ¢hwgo different ways of thinking,
it is worth highlighting how technology effects cdme seen under the
consideration of a double hypothesis. In some itng, foreign investments can
certainly generate positive spillover in the enmireental sphere of the investment
host country, as a result of the use of environaibntriendly technologies in
producing goods and exploiting resources. In thsction goes, for example, the
evidence produced in some works already mentioned.analysing the
technological side of the Chinese FDI inflow, theidy refers that foreign
investors have introduced better technologies am rappropriate environmental
structures and practices which were inexistenhéndountry before (Guaoming et
Al., 1999). Other works suggest that the preseric®INCs working with new
technologies in host countries can also represeptush or an incentive for
national and local firms to implement similar prolan methodologies. As has
been observed, in a comparison with more advancéddatter organized MNCs,
domestic firms may feel an incentive to imitateithgoduction schemes. In this
way a so-called “reverse engineering” processsstaithough it can be strongly
conditioned by the more or less rigidity of the peaty rights system (Panayotou,
2000; Blémstrom & Kokko, 1996; Coe & Helpman, 19858imilar empirical
evidence is also produced by a relatively recentkwahich analyses the
Vietnamese investment context in the manufactugagtor while exploring —
among other aspects irrelevant to the purpose ofimgussion — whether or not
FDI generates vertical or horizontal technologylleper on domestic firms
through the use of a panel data technique. They stoidcludes by confirming that
FDI is found to be a relevant tool to improve proiiln efficiency and expand the

22 Furthermore, the study by Blémstrom and Kokko @)9@ighlights that the presence of
multinational firms in a country seems to generatgher technological spillover among the
supplier industries, which can be beneficial toehgironment. In fact, by requesting factor inputs
(e.g. raw material, component parts, etc.) withcefmequality standards and furnishing supplier
firms with appropriate technical aid to achieve tteguired standards, multinationals can
encourage these firms to improve their technoldgieaformance. For other aspects, the same
study also reports the observation of other beiafapillovers, which can arise when people and
experts previously employed in international firmsespecially when they are the subject of
significant training programmes — are successiealyaged by national and local firms.
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small and inexperienced domestic enterprise ofctrsidered sector (Nguyen et
Al., 2008). Conversely, in other situations teclugyl may have a negative impact
on the environment by playing a detrimental eff@tiis can happen, for example,
when the object of the technological transfer ithezi archaic and obsolete
equipment or machinery or technology banned inRBé source country due to
the previous knowledge of its negative environmleeft@cts (OECD, 1997). In a
small number of cases, evidence of this “technoldgsnping” is reported with
regard to some cases of companies which were dintaobsolete production
plants in industrialized countries to move thenmetoerging economies (Esty &
Gentry, 1997). Similar evidence is reported witgarel to the Chinese leather,
footwear and plastic sectors, where in the pastrsnvestors were seen to
implement very poor environmental performance, thagatively affecting the
environment and the health of the local communif@soming et Al., 1999). Yet
another example comes from Malaysia, where obsenstvere made of the very
low environmental practices implemented by some MNIC the chemical and
copper mining sectors and in the disposal of radiea residuals of production
processes (Rasiah, 1999). At other times, it isdiotinat technology implemented
in foreign investors’ firms does not play any reatrole in generating beneficial
spillover to the domestic firms of host countri@és investigation related to the
Estonian transitional economy on the existence plloser from technology
transfer to domestic firms and the relationshipwieein this spillover and the
capacity of domestic firms to absorb them shows BpiNover from technology
transfer depends on a number of aspects, sucle aszth of the receiving firm, its
trade orientation and its ownership structure. Shely finds that small, non-
exporting and foreign firms gain a higher benefi@#ect from spillover than
domestic firms are able to do. In fact, in contri@msthe expectations, domestic
firms do not enhance their ability to attract trenéficial aspects of technology
spillover by failing to catch up with foreign firmie most industries, thus failing
to bring in a higher level of efficiency in theirgauction schemes (Sinani &
Meyer, 2004).

Moving away from those works specifically relatedthe analysis of each

single effect we have just mentioned, the most medierature shows how
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researchers have come to follow new approachesnvesiigate the FDI-
environment relationship. This vein of researchiadker in works focusing on the
trade-environment relationship rather than the EBMironment orf&. Apart from
this, however, the new approaches consist in dpueo analysis while
considering the empirical evidence as associatedlltdhese aspects (scale,
structural or composition and technique or techgypl@ffects) together. For
example, while focusing on the trade issue, somthoasi consider scale,
technique and trade-induced composition effectslewbsing Sulphur Dioxide
(SO, data for 43 countries over the period betweenll@id 1996. Their
empirical result shows consistently higher elastiof technique effect over scale
effects. In their study, trade-induced compositstiows a generation of positive
consequences for the environment. They concludedyng that free trade is
good for the environment (Antweiler et Al.,, 200I)his result is partially
supported by a complementary study by Cole an®dtEl{2003), who assess a
combined scale and technique effect for,SBitrogen Oxides (NOx), Carbon
Dioxide (CQ), and Biological Oxygen Demand (BOD). They finchrique
effects are dominating scale effects for,&0d BOD with scale effects dominant
for NOx and CQ.

With more specific regard to the FDI-environmentatienship, for
example, a work aimed at understanding whetherobrADI is harmful to the
Chinese environment finds a negative relation betwtae FDI inflow and the air
guality measured in terms of $@missions, thus stating that FDI generates a
beneficial effect to the environment of the hostrdoy. Benefits happen thanks to
a process of technological innovation (the techgpleffect), implicitly associated
to the foreign investment dynamic, which brings heig levels of production
efficiency and pollutant abatement as a resultn(@ja&2006). A different view is
referred by the evidence produced by another awhdrhis panel data model
built for the period between 1994 and 2001 withardgto 29 Chinese provinces

affected by industrial SOemissions. He observes a positive relation between

2 We also make reference to the trade issue, siecarevaware of the fact that FDI and trade can
be intended as the two faces of the same cois.génerally recognized that the perception, which
has been empirically proven in most cases, thdeteand FDI are interlinked in various modes and
they are two ways — sometimes alternatives, bueasingly complementary — of servicing foreign
markets (ie. Chaisrisawatsuk & Chaisrisawatsuk,720jazi & Safarian, 2001; Baldwin, 1994).

31



inward FDI stock and the emission levels of,S®1% increase in the FDI stock
generates a 0.098% increase i, @nission levels. He relates this overall very
small negative impact of FDI on the environmenttlie fact that the country
produces a relatively higher pollution efficieneyél as a result of the technology
effect and to a composition effect, which is heawuilfluenced by the inflow of
foreign capital in searching for lower complianaests of pollution regulation
(He, 2006). Another similar view is expressed imare recent work, where the
FDI-environment relationship is investigated oviee period between 1985 and
2006 for 110 developed and developing economiesoufin the use of the
econometric technique of panel data, the studysfiadsignificant and positive
linear relationship between the two considered @spef the flow of foreign
direct investment and energy emissions consideredrims of CQ@. The authors
conclude by saying that the increase of FDI gersraicreases in the levels of
environmental degradation (Shahbaz et Al.,, 201hyolgh the use of a panel
data set of 29 Chinese provinces for the periodvden 1992 and 2004, another
study investigates the effect of FDI on the emissievels of five different
pollutants and assess the technique, scale andositiop effects. The analysis
result shows that, although FDI contributes toruction of pollution emissions
in the whole of China, the FDI environmental impaaties significantly among
different regions and pollutants (Bao et Al., 2011)

As can be observed, these works — as the majdrityeaesearch carried out
in this thematic context — focus their attention tme FDI-environment
relationship while working on aggregated data aisdedarding the specification
of the activity sectors, which in our view shoulel taken into consideration for a
more thorough investigation. In this direction dvestrecent work investigates
French data of the FDI outflow, disaggregated atosal level, which reached a
mix of developed, emerging and developing countbesveen 1999 and 2003.
Through the use of a simultaneous equations maaktlaanong other analysis
targets, it also assesses the FDI impact on theosmvent (this considered in
terms of CQ and BOD emissions) of host countries. The reswins a positive
relationship between the FDI outflowing to the mi@cturing sector of host

countries and Cg) this showing the existence of a carbon leakageaijc. A
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different result is achieved, instead, with regerdhe relationship between FDI
outflowing to the manufacturing sector of host does and BOD water
emissions which shows an inverse relationship (Beeder, 2010).

The examination of this part of the literature ba environmental effects of
FDI does not give us a clear understanding of wdretr not FDI affects the
environment positively, negatively or neutrally.Se#s are specifically related to
the context of the analysis where they are achiedsdbserved, in fact, a wide
part of the scientific debate and the productiommdlyses as a result concentrate
on only one dimension of the three different catesgo(either scale, or structural
composition, or technology effects) of the FDI-eomment relationship. Apart
from some more recent works, studies still seerfailoto consider these three
aspects all together. For this reason, a call fwthér research in this area is
generally made. Furthermore, according to somesjdea interesting point which
still does not seem to be properly addressed isutiterstanding of whether the
structural shift most countries are experiencingrawing from the manufacture

to the service sectors is environmentally valugBIECD, 2002[b]).

2.3. The competition for FDI and its effect on envonmental standards.

The second theme on the competition for FDI and effect on
environmental standards basically refers to theylaiditerature in which much
of the debate on the FDI-environmental relationdtdp been developed so¥ar
It considers the development of a reflection precediose mainstreams could be
seen as two sides of the same coin: the impaatwfa@mental standards on the
location of firms’ investment decisions and the iemvmental effects of
international countries’ competition for FDI.

The first basically tries to understand if the &t€e of countries with
different environmental regulations and standarda be a reason for firms

relocating their activit’. The latter analyses the implication of the FDI-

4 This is particularly true with regard to the issu# the location of firms’ investment decisions
as related to the “pollution haven” and “pollutibalos” hypothesis, which will be explained later
in this section.

%5 For the purpose of completion, it is worth refegrithat the aspect related to the environmental
regulation is often seen to play a very minimaériol the decision process of investment location.
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environment nexus which occurs, for example, whenntries intentionally
modify their environmental regulatory systems bywéoing environmental
standards to attract more FDI or — as a countérfdxy increasing them to gain a
competitive advantage in the longer term. This baodliterature deals with
various phenomena associated with theories, whasterce is based on the
existence of the following hypothesis: 1) “pollutidhavens”; 2) “race to the

bottom”; 3) “regulatory chill”.

2.3.1. The “pollution haven” hypothesis.

The “pollution haven” is the hypothesis which idight to occur when
investors relocate their industries in those coestcharacterized by weaker or
even absent environmental regulation, thus gaithegnaximum advantage from
producing at the lowest cost in light of environn@regulatory requirements.
The search for pollution havens has widely charemdd the debate and the
literature on the FDI-environment relationship.llStowadays the debate on this
topic is lively. In fact, the production of scienti works is still unable to
empirically show systematic evidence of the existeof pollution havens, while
reaching contradictory results.

Although limited to a small nhumber of cases andcHjpally considered
sectors, some works prove the existence of theigpmii havens hypothesis (Gray,

2002¥°. One of the earliest works on this issue refemrtinvestigation to assess

In fact, in this body of literature, most of the nis focus on various different aspects, such as the
size, growth and accessibility of potential markeislitical stability, labour costs, financial
factors, mainly represented by the easy profitatrégtion, red tape (administrative and legal)
transparency and certainty, infrastructures, gualit life and education levels, etc. (Motta &
Thisse, 1994).

% As made clear by some authors, the reason whymalfehaves in such a way can be better
explained if we refer to the difference between wagious types of FDI, which are normally
divided into three types: 1) resource-seeking ED)Iproduction-seeking FDI; 3) market-seeking
FDI. The first FDI category refers to those investawho aim to access critical primary resources
which are not promptly available in their domestiarket because of their physical scarcity or
they are sold at much higher prices. For theseskifdinvestment activities, final outputs are
rather undifferentiated. As a result, a small dédfece in prices can mean larger market quotas. For
this reason, this type of investment flow can beywensitive to differences in environmental
costs. The second category refers to those invessnmeade abroad in export markets to provide
platforms for production and sales. A typical exéampan be found in the car sector when
observing the way in which car producers of onentguexpand their network in other countries.
This type of investment is not very sensitive toirmerease of environmental costs. The same can
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the relationship between the location of heavyyiwlf industries in the United
States and the dynamic of trade and investment Nat&vidence confirming the
existence of firms’ behavioural patterns movingirthevestments to pollution
havens in less developed countries was found insthdy. This evidence was
confirmed even for the case of the mineral procgssector, whose average FDI
flow was much higher in developed than in develgmountries (Leonard, 1988
cited in OECD, 1997). Following the same reasonanry,updated reiteration of
this work was carried out by a successive studyraadhed the same conclusion.
With specific regard to the chemical industry ofetth Canadian provinces, the
performed regression analysis did not find anyifcantly evident link between
environmental regulation and plant location (Olewil1994 cited in OECD,
1997). In 1990 a study focusing on how regionaledénces in environmental
regulation can affect the car industry location isiea did not reach any
significant evidence with the exception of thoserdaes characterized by heavy
incompliance with air quality standards (McConn&llSchwab, 1990 cited in
Gray, 2002).Another survey of more or less the same period dotlvat 26% of
Maquiladora operators in Mexicali cited Mexico's Environmental enforcement as
an important reason for their location there (Sarcii990 cited in WWF, 19984
milestone often recalled in the literature referaih analysis of the United States
Direct Investment Abroad (USDIA) data in 1992. istwork, it is observed how
in the considered year developing and transitiesahomies received 45% of the
total flow. However, a very small quota of thisvld5%) went to environmentally
sensitive industries, such as those related tooleetm and gas, primary or
fabricated metals, and chemical sectors, while aensgnificant proportion
(24%) reached already developed countries withtdigbnvironmental standards.
Hence, the conclusion supported the non-existehteecevidence that advanced
countries export their “dirty” industries to leseveloped economies (Repetto,
1995). As a counter fact, another study of an Aoagripublic institution reported
that a number of manufacturers in the wood fureitundustry moved from the
region of Los Angeles to Mexico between 1988 an80]l%ecause here they

could use their solvents without considering any pallution constraint (U.S.

be said for the last category of investment, whosévation is basically the need for investors to
seek new opportunities to sell in larger marketsl, @ven in those abroad (Esty & Gentry, 1997).
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Congress, 1991 cited in WWF 1998). Another studhes a similar conclusion
by using a statistical test to measure the effetigbter environmental regulations
on financial capital movement. In analysing the FDtflow from various high
and less-polluting US industries (chemicals, priymaetals, electrical machinery,
non-electrical machinery, food products and transgpion equipments) to seven
developing and 15 developed countries between 28851990, the study finds a
significantly higher and positive correlation beemethose host countries with a
more lenient environmental regulation and the USlawm of FDI. This evidence
is particularly observed with regard to the chemarad primary metals sectors,
which supports the existence of the pollution havérypothesis for highly
pollutant industrial sectors (Xing & Kolstad, 200&jmilar evidence comes from
other studies focusing on the Chinese investmentezbd One of them observes
how a relevant number of highly pollutant foreigmmis, dealing in the pesticides
and asbestos production sectors, relocated thamtgpto China (Guoming et Al.,
1999). The other study refers how over 36% of th€se inflow of FDI arrived
to high-polluting production sectors such as, fearaple, printing, dyeing and
electroplating (Yofou, 1995 cited in Gray, 2002)rther examples of investment
flight regarding industries involved in heavy-pdihg production sectors are
reported in another study. In the late eightiesndgiin the wet processing and
tanning industry relocated their activities fromré&pe to Brazil, as well as a
number of firms working in asbestos tiles and bednpe dye manufacturing
facilities, which relocated to Mexico and Romar@aifncross, 1990 cited in Gray
2002). The analysis of more recent literature setenitse more supportive of the
thesis on the existence of pollution havens. Byneatetrically evaluating the
impact of the environmental stringency on the FDiflow of OECD countries, a
significant positive correlation is found. This éence would support the
pollution haven hypothesis as related to the in@alstlight dynamic, which
indeed corresponds to an increase of FDI outfloWwsmenvironmental stringency
of countries arises (Mihci et Al., 2005). Among k&rious analysis focuses and
conclusions, in his already-mentioned study, HeOG}Oprovides convincing
evidence of the existence of the pollution havepadliyesis. As has already been

referred, he observes that the location and cortiposof the inward stock of
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Chinese FDI are highly motivated by pursuing a thrction platform” with lower
compliance costs of pollution regulation. A furtretudy proves the existence of
the hypothesis in question, while analysing thduypioin abatement cost savings
and FDI inflows to specific “dirty” production sert in China (Wenhuda, 2007).
In the same direction, another study observes homsfin industries with higher
abatement costs tend to invest more abroad to aha@@t environmental
compliance costs (Spatareanu, 2007).

As counterfactual evidence in a very recent analysarried out to
understand whether or not ASEAN countries can msidered pollution havens
for Japanese high-polluting industries, Elliot aBdimamoto (2008) provides
indication of the non-existence of the pollutiorvéas hypothesis. In addressing
the question of why the literature fails to find maevidence of the “pollution
havens” hypothesis, another study suggests thdatheof a systematic and firm
link between industry abatement costs and the FDflaav from developed
countries is due to the fact that most of the ssidgnore the role of factor
endowments in the decision of MNCs to relocaterthetivities abroad. As is
commented in the study, by focusing particularly the link between capital
intensity and pollution intensity, it is possibéeitientify those countries which are
more likely to be considered as pollution havensné¢¢, after demonstrating the
relationship between capital intensity and pollatiotensity of US industries and
the link between the stringency of countries’ eonimental regulations and
capital abundance, the study econometrically apalyise determinants of the US
multi-sector FDI outflow to Mexico and Brazil anthds the capital sectorial
requirement a key determinant for FDI locationalo finds that in US industry
the abatement cost of pollution levels is a sigaifit determinant of its FDI
outflow, thus proving the evidence of a pollutioaven effect (Cole & Elliot,
2005).

" As is commented, foreign investment, particulahigt from North to South, is at least partially
driven by factors endowment. Hence, it is plausitieexpect that firms operating in capital
intensive sectors — typically corresponding to gtidin intensive industries — would invest in
capital abundant countries — normally correspondingthose with stricter environmental
regulations — whilst firms involved in labour inve sectors — typically less pollutant — would
invest in labour abundant countries characterized kenient or absent environmental regulations.
This “Capital-Labour” hypothesis (KLH) seems to geate countervailing forces and dynamics
with respect to those referred by the “pollutiorvéras” hypothesis, which may explain why the
literature testing the latter hypothesis failsitalfsystematic proof of its existence.
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2.3.2. The “race to the bottom” hypothesis.

The race to the bottom hypothesis can be considased subset of the
“pollution haven” phenomenon. In fact, it can begeéved as a possible factual
evolution resulting from the recognition that “pglbn havens” do matter. Indeed,
it is natural to think that if the pollution havérypothesis exists, then countries
might feel that by lowering their environmentalrstards they would result more
competitive in FDI attraction. In fact, the racethe bottom phenomenon happens
when, for example, a country’s government underfasative actions to lower its
environmental standards with the final aim of bmmggin FDI. Although the
occurrence of this theoretical prescription may pbeusible, little evidence is
found to support its systematic validity.

In fact, some empirical evidence counters its tegcal foundation by
highlighting that it seems unlikely that countrmsrposely proceed to lower their
environmental standards, thus behaving in contoagiieir own interest (Revesz,
1992). In addition, the existence of some factdayipg the role of countervailing
forces in the race to the bottom should be consitleFhese might be basically
related to the pressure arising from local commesiitwhose reasoning may
follow the Not in My Backyard (NIMBY) principle (Sine, 1996 cited in OECD,
2002[a]) and a number of other varying factors agnewhich education and
income levels can be seen among the most relevapdctes (Zarsky, 1999).
Another study empirically testing the race to tlottdaim hypothesis focuses on the
trends of air quality — measured in terms of sudpdrparticulate matter — in the
United States and in the three largest recipienht@es of FDI in the developing
world (Brazil, China and Mexico). The result shawesv the globalization era has
brought about a decline of the considered pollutambajor cities of all analysed
countries, thus contradicting the theoretical fatmah of the “race to the bottom”
hypothesis. As is said, the lack of evidence is thughe fact that the basic
assumption of the hypothesis in question misreptese political economy of
pollution control in developing countries, becaitseloes not consider a more
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realistic approach according to which low-incomeistes serve their own long-
run interest by abating pollution (Wheeler, 2001).

However, counterfactual evidence confirming thestxice of the “race to
the bottom” hypothesis can be observed especiallly vegard to case studies
from specific sectors. The natural resources secboild be the fact in case,
especially in developing countries, where the raguy experience may be very
limited and a preference for foreign investmendfien shown. In Zimbabwe, for
example, the dominant presence of foreign investorshe mining sector is
explained by the national “Mines and Mineral Acthieh takes over any other
regulation including those related to norms of emwvnental protection (Gray,
2002). Similar situations can also be observeadohesia and Papa New Guinea
where, especially in the mining sector, governmédrage considerably relaxed
environmental controls over mining operations rage of areas. As is referred,
in these two countries all mining operations ara wnder special conditions
which require minimal or no regulation thus permgtan extensive detrimental
effect on the environment. More precisely, in Inésia mining corporations
operate under special Contracts of Work (COW), tlmesng exempt from
respecting environmental laws. Yet in Papua Newn€aii Indonesia and the
Philippines, it is observed how governments hawaviged general or specific
(project-by-project) exemptions from existing eovimental and other laws with
the aim of attracting higher flows of FDI (Mabey MicNally, 1998). Some
further evidence in this direction is provided byher observations of the
Canadian and German cases, where governments hawglified their
environmental regulation by relaxing its enforcememd implementing a more
business-friendly context for investors (Esty & @#in, 1998). Another more
relevant analysis supporting the existence of ymothesis in question refers to
the Costa Rica case study, where the governmeiveBcpursued investment
projects in particular polluting sectors by skigpihegal requirements, also

including environmental aspects. This was made tbaaing FDI through the
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Free Zone Law, whose implementation made the nuwiiims operating in the
free zone context jump from 11 in 1986 to 183 i839Gentry, 19985.

2.3.3. The “regulatory chill”.

The “regulatory chill” can be very briefly seen asconcept very closely
related to the “race to the bottom” phenomenormctiurs when countries desist
from setting stricter environmental regulations atdndards with the aim of
avoiding loss of competitiveness in attracting F[Bray, 2002°. As a
consequence, environmental regulation can get Kstuc the mud”. More
specifically, behind this idea there is the conwittthat more stringent pollution
control requirements impose costs which will hatme tompetitiveness of the
eventual regulated industry. This leads economentsg— especially industrialists
— to argue for lower environmental standards thaulev be justifiable in the
absence of the problem of competitiveness. This ldvagenerate a context
characterized by a lack of political consensussuport (i.e. “the political drag”
effect), which plays its relevant role in the “dtuat the bottom” process and
confirms the idea expressed in various models wpeligcal institutions are seen
as crucial variables of this problem (Porter, 1988yesez, 1992). In this sense,
the evidence of a recent study is supported, wiaichlyses the relationship
between environmental regulatory systems and F&hfa completely different
perspective. It develops a political economy madéh imperfect product market
competition and where domestic and foreign firmstjp lobby the local

government for the introduction of a pollution tahile also considering the

8 The work points out that the Free Zone Law did sett clear environmental requirements for
companies entering Costa Rica and that the norm&@mework was confusing and incomplete.
Furthermore, people working for governmental agenanvolved in FDI attraction were unaware
of environmental laws and norms. As a result, ewy out of the 183 companies arriving in Costa
Rica during that period operated under a formalrenmental programme.

? In the case of developing countries, which arey\aten characterized by the inexistence of
environmental regulations, this phenomenon is bé&tiewn as the “stuck at the bottom” effect to
mean that because of the fear of losing competiése in FDI attraction, they would remain
“stuck at the bottom” with minimum or no environnt@lirregulations. For example, during the last
decade the governments of Morocco and Tunisia stiatlveir unwillingness to upgrade the
regulation level of the phosphate industry for thar that the companies operating in the sector
would leave their countries and relocate the a@dtwiin places with lower environmental
stringency (Vogel, 1995).
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corruptibility degree of the investment host coig®rgovernments. The empirical
test, a panel data for 33 countries, finds that &fidcts environmental regulation
depending on the governments’ corruptibility levéithe corruptibility degree is
high, FDI leads to a less stringent environmerggutation and vice-versa (Cole
et Al.,, 2006). However, as is often highlightede ttegulatory chill refers to a
scenario, which is very difficult to prove sincegiénerally refers to government
inaction in undertaking appropriate environmentafiyotective measures in
response to FDI pressure. This is indeed sometreng difficult to demonstrate.
For this reason, this specific issue is not charastd by the existence of wide
research. Nevertheless the chilling effect on r&guh seems to be the most
relevant effect of policy competition between arithim countries rather than the
race to the bottom because of the reasons explabede. Although unproven
through statistical analysis, some examples ofréggilatory chill phenomenon
(also occurring via a political drag effect) exéstd are mainly related to cases
where the competition for FDI or their holding witha country has been quoted
as an important reason for not introducing new remvnental regulations and
taxes. For example, a number of large and impodargorations operating in the
oil sector threatened to reduce their investmantse Netherlands as soon as the
government announced a plan to introduce a cadsarSimilarly, in response to
the possibility of introducing a carbon tax in Uike paper federation announced
that in such a case its associated industries wselibusly consider relocating
their activities to other countries, thus leavihg UK and all the European area
(Mabey & McNally, 1998). Evidence supporting thegopite situation can also be
found in the literature. For example, in Mexicolldwing an implementation
phase of environmental regulation and enforcemersyrvey-based analysis on
the environmental management of manufacturing firmanostly large US
companies — found they were undertaking signifidanestments to meet the
regulation requirements and inspections. The resilithis study — which
considering some views in literature we may sea asrt of edge between the

“regulatory chilling” and the “race to the top” &pollution halos” theorie® —

% However, it is worth highlighting that this actlyatlashes with the definition of the “race to the
top” or “pollution halos” and seems to be more itagult of a misunderstanding due to the fact that
sometimes the concept of the “race to the top”heomes out a little confused. In fact, in some
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shows how less developed economies can tightenegheironmental regulations
without the fear that foreign investors will fledther countries (Gentry, 1998).
As can be appreciated from the discussion aboeemiin point of this part
of the literature on the competition for FDI and iffect on environmental
standards is basically represented by the envirataheost of firms’ production.
Through all the hypotheses analysed, the redundeatis that firms relocate their
production to other countries to avoid higher eommental compliance costs. In
these other countries, indeed, firms can take dedganeither of less stringent
environmental regulations — implied by the “poltutinavens” and the “race to the
bottom” hypotheses — or of minor costs arising frilv@ virtuous circle related to
the theoretical foundation of the “pollution haldsj/pothesis, that is a cost saving
as a result of the existence of higher levels ofinelogical efficiency. Hence, in
this perspective the leniency or the stringencythaf environmental regulation
affects the firms’ production costs and, as a testdn be thought to be
determinative for the location of their investmeatision. However, the literature
very often highlights how environmental costs da seem to be a strong
motivating factor — like those mentioned in foomm@®3 — in determining the
location of foreign investment. According to whatdgenerally stated in official
documents and relevant studies, environmental cotsesent a very small
proportion of total costs if compared to labour arapital costs, so that any
difference in environmental regulation will havilé impact on a firm’s location
decisions (i.e. Dasgupta et Al., 2001; WTO, 199&ttsl & Thisse, 1994}.
However, as is generally claimed, research as&atiat this body of literature is

still lacking a deeper comprehension of how envitental regulation plays a

works it is possible to read that the hypothesiguiastion occurs because a tighter environmental
regulation stimulates technological advances, whitbmote efficiency and in turn attract
investors (Gray, 2002). However, this idea show@driore properly intended as the countervailing
prospect of the main expectation related to thguieory chilling” theory, that is the existence of
a weaker environmental regulation is more attractor foreign investors. As will be highlighted,
the “race to the top” or “pollution halos” hypotksshave nothing to do with the location decision
of foreign investments, but with the environmematformance of foreign investors in the host
country.

31 Although this is not generally confirmed, partady for specific sectors — as observed in the
discussion above — it happens because countriesmoalyp fail to properly price their
environmental assets. According to what is broa#lid in the context of environmental and
natural resource economic studies, if external renmental costs are actually computed and
internalized, then compliance costs would increasesiderably, thus making environmental
regulation a more relevant factor in the decisioocpss of firms' investment location.
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relevant role in the location of firms’ investmedecisions (Gray, 2002).

Although some evidence confirming the theoreti¢ahking associated to the
considered hypotheses are found both at macro @&rd-fevel analyses, a lack of
its systematic proof still risks to leave the debat an ideological dispute among

policy decision makers.

2.4. The cross-border environmental performance andhe “pollution halos”
or “race to the top” theory.

The third and final considered cluster of reseamm cross-border
environmental performance of foreign investing #rngoes beyond the
understating of how FDI location can affect or cenaffected by environmental
regulation. According to some reflections, the ipatar consideration of the
chosen environmental management approach by fimaesiing abroad appears to
be relevant to the understanding of the environaiantplication of FDI in host
economies (Hansen, 1999; UNCTAD, 1989)For this reason, much of the
empirical analysis developed within this cluster rebearch focuses more on
investigating the driving forces of the differentveéonmental behaviours and
performance of foreign firms in their cross-borded relatively undifferentiated
operations. In other words, it takes into accoum¢ faspect of corporate
environmental performance in an attempt to undedsthe reason why a certain
type of environmental management approach is chimgenforeign investing firm
once it has established its activity abroad in attwuntry®. This part of the
literature is relevantly characterized by the “pbdn halos” or the “race to the
top” theory”. This theory assumes exactly the opposite of fditition havens”

%2 As is claimed, this still appears to be a largeiexplored field. For this reason a call for furthe
research generally exists.

% In this context, for example, foreign investors cpt for a wide series of strategies from those
aiming to achieve significant worldwide environmantesults, such as those trying to internalize
global environmental costs, to those which areofe#id only to accomplish local environmental
regulations.

% The “pollution halos” phenomenon is also termed thace to the top” phenomenon or the
“California effect” (Gray, 2002). The “Californiaffect” takes its name from a specific case
related to a virtuous circle which can be reachim history of American emissions standards. The
Clean Air Act of 1970 gave to California — whichosle this option — the possibility of undertaking
stricter emission standards than those requiredtHerrest of the US states. Later in 1990,
Congress decided to bring national emission staisdap to the Californian level and once again
gave California the possibility of choosing a g&icemission level. At the same time, Congress

43



and the “race to the bottom” hypotheses and hdsngpto share with the location
decision of the foreign investor. It basically fees on how the investor performs
from an environmental point of view once gets ithte host country, having based
his investment there (OECD, 2002[b]; Zarsky, 199%9.has already been said,
while the latter two hypotheses are based on the that an inverse relationship
exists between the strictness of environmental latigms and the location
decision of foreign investmerits the “pollution halos” theory is based on a
different point of view. Under the “Porter hypotigs it could be said that
stronger environmental policies would representoanarative advantage for
countries because, as a result of an over timeepsobasically characterized by
the spread of the positive implications of techgatal advances which promote
innovation and efficiency, competitiveness (in teraf production cost reduction
and improvement of product quality) would improvethe whole marketplace
(Porter, 1990). In clearer terms, the idea of tpellition halos” hypothesis is
based on the premise that the existence of pdligicd economic pressures in a
“greener” country might influence environmental girees in specific sectors of
another less “green” country. Of course, the maipeetation at the basis of this
theory is that investing firms from developed argesform environmentally
better because they hold newer and cleaner teafesloas well as better
environmental management systems and best-pragiitge.can be the result of
the stricter environmental regulations existinghair home countries or even the
pressure from “greener” consumers at home for fr@ducts. On the basis of the
assumption that MNCs apply the same productionmaadagement systems (also
those related to the environmental aspect) regesdiethe country in which they
operate, then the expectation is that the FDI fltiy move can represent a
relevant vehicle for spreading technological adesnand best-practice all over
the world. This theory, however, is also charazestiby some weaknesses which
can be synthesized in two main aspects. First lpftteé literature fails to give

systematic proof of its existence. Secondly, as dlemady been observed, the

also gave the other states the same option. In,1PB4tates asked Congress to adopt the new
standards set by California (Vogel, 1995).

% As has already been said, the main perceptioreapectation of these hypotheses is that a more
stringent environmental regulation would increasedpction costs, reduce competition, thus
making foreign investment go elsewhere.
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empirical existence of the “pollution halos” hypesis — when verified — seems to
be particularly related to the energy sector (MaBeycNally, 1998). Some
studies support the existence of “pollution halmsMexico, Venezuela and Cote
d’Ivoire where, through the use of the energy Is\ad a proxy of the emissions
from its consumption, it is found that foreign owstap firms are associated to
lower levels of energy use thus resulting environtakly cleaner (Eskeland &
Harrison, 1997). Another study supporting the “ptitin halos” hypothesis is
related to an investigation of the investmentshim field of electricity generation
in China. It finds empirical evidence that, thanis advanced technologies,
foreign investments are characterized by increasedgy efficiency and reduced
emissions (Blackman & Wu, 1999). A number of otlaralyses, however,
provide countervailing evidence. For example, theteelies from different authors
on Asian countries (Bangladesh, India and Indopesaiaalysing fertilizers,
pulping, paper and various other plants linkedafficially or managerially) to
OECD entities did not find any evidence of bettavimnmental performance,
this being associated to the scale of the plarn¢ ftlgger the cleaner) and
particularly to the employment of newer technologshich is not necessarily
associated to the FDI flow (Pargal & Wheleer, 1996 Hartman, 1995 cited in
Hettige et Al., 1996; Huq & Wheleer, 1993). In istigating the spending level
on pollution abatement, another analysis alreadytioieed on the Korean
manufacturing sector does not provide any evidevicéhe “pollution halos”
hypothesis. Surprisingly, in fact, the result shalat domestic firms seem to
perform better than foreign ones from an envirortaeperspective (Aden et Al.,
1999). To conclude, a further study on the Mexicammufacturing sector does not
find any significant evidence that plants linked @CD economies through
MNCs investments, trade flows, management traivinghanagement experience
put much effort — this measured in terms of adoptd ISO 14000 schemes and
use of plant personnel for environmental contral arspections — into improving
their environmental management strategies and ipeaioce. In addition, it does
not find any significant evidence that plants wiagw technological equipment are
cleaner and perform environmentally better (Dasg@pHettige, 2000).
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However, going beyond the detection of the studiggporting or not the
“pollution halo” assumption, it is possible to obse the existence of works
which identify the factors determining the enviramtal strategy choice of
investing firms. Among the factors determining teevironmental behaviour
strategy, it is observed how foreign firms go framentralized to a decentralized
strategy approach depending on their size (UNCTAZR9)®. However, this is
not the only determinant of the decision processpther factors enter into the
game. These can also be referred to another sdrespects such as ownership,
market forces, industrial forces, and formal anfdnmal regulatory forces. With
regard to the ownership, the countervailing condition of the hypothesis that
foreign-owned enterprises perform environmentabjtdr than domestic ones is
observable. In fact, some studies state that forgigesting firms are cleaner and
more efficient in energy use and production, thetping to reduce polluting
emission levels (Eskeland & Harrison, 2003). Otsteidies produce evidence of
the better environmental performance of foreign-eaviirms. For example, an
investigation of MNCs working in various sectorstioé Chinese economy shows
how these generate a positive environmental effdotough fulfilling
environmental compliances and adopting environnmeatulatory schemes such
as I1ISO 14000 (Christmann & Taylor, 2001). Differenidence is also observed
in the literature, although this seems more allutethe past. Some studies find
no evidence to support the relationship betweerotiagership of firms and their
environmental strategy and performance. This aesad supported by a study on
the reality of South and South-East Asia in whioé dwnership structure of firms
is not found to be a significant determinant fotlygeon abatement (Hettige et
Al., 1996). The same evidence is highlighted ireotstudies focusing on Mexico,
where firms’ environmental strategy and performaa@enot found to be affected
by the ownership structure, but other aspects saglhplant size and public
environmental awareness can generate a direct effiethe firms’ environmental

performance (Dasgupta & Hettige, 2000). A completéelifferent view is

% As is reported, although this is not always théerdarger MNCs keep decisions on the
environmental strategy approach at their centrdlilmvel. In this sense, decisions are taken
directly by the foreign investor and are appliegpt the country it operates in. Instead, smaller
MNCs decentralize these decisions to their foraiffifiate level.
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expressed in another analysis referring to the &ormanufacturing sector, in
which it is observed that domestic firms perfornttdrethan foreign firms from an
environmental point of view (Aden et Al., 1999). elimdustrial forces argument
focuses on the featuring aspects of an industiig.dtgued that the environmental
performance of an industry depends on features @shts concentration,
collaboration or collusion behaviours existing hie imarket system, since this will
affect environmental cross-border practices among rmembers. Better
environmental performances are more likely to ocourthe case of highly
concentrated industry, such as the case of oligppml when a collaborative
approach is followed. In the first case, firms wilhd themselves in a better
situation to compensate environmental costs becalisigeir higher capacity to
control the market. In the second case, by follgnancollaborative behavioural
approach, firms have greater motivation to develmpmon codes of conduct and
to implement best practices (Hansen, 1999). A &rrgtudy focuses on industrial
forces by pointing out that one of the beneficigpects of globalization is the
encouragement firms receive in undertaking envirema self-regulation. This
basically happens through the adoption of volungryironmental management
schemes, which often go much further than local egoment regulation
requirements (Christmann & Taylor, 2001). The isstienarket forces refers to
commercial and financial featuring factors of a kegplace which can induce
firms and foreign investors to implement betteratgtgies with the aim of
achieving greater environmental performance. Thisason can lead to a
competitive advantage in terms of positive implmas in the relationship
between FDI and the environment. For a better eigtian of this aspect, the
literature often proposes two case studies. Tha& fiegards the case of an
environmental certification scheme in the banamapction sector of Costa Rica,
where pressure from the consumers in foreign mauded the need to produce at
a lower cost led the firms in the sector — mairfiyaveign investors — to reduce
the use of chemicals and irrigation, thus ensubeger environmental results.
The second example refers to the Brazilian pulp @aqaer production sector. As
in the previous case, this sector is observed @ maproved its environmental

performance by creating a national system of ¢eatibn (Gentry, 1998). The
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fact that customer pressure — as a featuring agfpebe marketplace — can push
firms towards better environmental performancess abserved in China, where
a significant quota of those producing and selpngducts to developed countries
have higher environmental compliances and are rikety to adopt the 1SO
14000 environmental schemes (Christmann & Tayl0012. The other market
feature can be seen in the financial aspect amdlased to the dynamic of the
stock performance. This is an aspect which can iafeence firms in the same
way as has already been commented. For instangerosen in some studies,
information on negative environmental performancpaoor environments harmed
capital markets of countries such as ArgentinaleChiMexico and Philippines
(Dasgupta, et Al. 2001). Similarly, a case studgyoreon the Indonesian pulp and
paper industry shows how the larger producer in dbetor gained enormous
benefits — in terms of a significant increase & dompany’s stock value — from
the excellent environmental improvement achievedrfdV Bank, 2000). More
support to this view comes from a study which shdwsy American MNCs
adopting higher environmental standards in theieifm operations than those
required in domestic operations have a higher marideie with respect to those
not following the same strategy (Dowell et Al., PO6ited in OECD, 2002[b])).
The aspects of formal regulatory forces refer ® ¢bnsideration that investing
companies abroad are normally influenced by thet loogintry regulations
(O’Connor, 2000). A study already mentioned in thak, for example, observes
that in Mexico, due to the existence of a good aetl enforced environmental
regulation, a number of American investors in i@nefacturing sector generated
positive technological effects, especially by bnrggadvanced water treatment
facilities, thus ensuring a higher level of ecaedincy in their business (Gentry,
1998). However, this observation is not always roréd. In fact, it should also
be considered that the implementation and enforoefelegal rules, especially
in the environmental issue, can be particularlybfgmatic with the result of
generating very weak or null results. Evidencehis sense is particularly related
to a deficiency in monitoring the respect of rukssd is observed in various
analyses. For example, weaknesses and enforcemaiems are referred in
China (Gouming et Al. 1999), Malaysia (Rasiah, 19@%d India (Jha, 1999). The
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existence of these difficulties would require cohgpower to be worked out at
some levels. Following the literature, it is po$sito note that this could
potentially be ensured by investment source coemthich can set out binding
environmental rules for their corporation operatatgoad. Although the refection
has been made and brought to light by various UNQTAports, no empirical
work seems to have been conducted in this areachwhisaid to suffer from a
lack of research (OECD, 2002[b]). However, when tbgulatory forces of the
formal sector (of both investment host and soumentries) are unable to govern
or to affect the environmental conduct of corpamadi then it is easier that
subjects of the informal regulatory forces makeirtreppearance. As often
happens, non-state actors — such as Non-Governin@rganizations (NGOs) —
appear and try to cover the regulation gap by ptayheir role. This would be
particularly aimed at implementing activities of-called “civil regulation” —
normally run in the investment source country bsio & the host country — and at
achieving the reduction of the environmental impdetiving from business
activities through better public environmental mf@tion, that is by exposing
public opinion to corporate behaviour and promotitlge adherence of
corporations to codes of responsible business airftiewell, 2001).

As is clear, this final body of literature consiter the cross-border
environmental performance of foreign firms actudibcuses on what is also
known as corporate environmental performance. ¢eneyears, this has become
a relevant public issue with respect to the situmtof both developed and
developing countries. Research does not yet prp@sglain why cross-country
differences of MNC environmental performance isesbed. As is generally
referred, this can be due to the lack of appropritta and more comprehensive
knowledge linked to the fact that the release @rmation on the environmental
aspects of the operation of foreign firms abrodtireimains a voluntary fact. As
the search for public consensus pushes firms &asel environmental reports of
their activities, more information will become aahle for additional
investigation in this area of discussion. This \Wwelp to better understand the role
and relevance that firms’ features (as endogenowsrd) and market, industry
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and regulatory forces (as exogenous drivers) hawetheir environmental

performance in both domestic and foreign countries.

2.5. Remarks and conclusions.

By referring to the scientific literature produced far and we are aware of,
in this chapter we have introduced and discussed nfain issues of the
relationship between FDI and the natural enviromm@ur literature review is
exhaustive of the different views developed by aede and analysis developed in
this thematic context which basically refers teethmain discussion areas: 1) the
environmental effects of FDI flows; 2) the competitfor FDI and its effects on
environmental standards; 3) the cross-border enniemtal performance.

As we have more extensively reported in the chaptex first vein of
discussion includes those works which attempt taeostand if FDI flows
generate benefits and costs or opportunities asics rfor receiving countries.
These works basically focus their attention ondfiects FDI generates on some
specific aspect of the host countries' economy.eVipecifically, the subject of
their investigation is the identification and quéoation of technique, scale and
composition effects. While the technique effecterefto the change of the
production methods as a result of the developmedtdiffusion of technology,
the composition effect is associated to the redediving from the change of the
industrial structure of an economy as a consequesfca reallocation or
reorganization of the production and consumptionicstire. The scale effect
refers, instead, to the result of the expansiorthef economic output (OECD,
2002[b])*".

The second theme refers to those works focusingégearch and analysis
effort on two different aspects which appear astwesides of the same coin: the
impact of environmental standards on the locatibfirms’ investment decisions
and the environmental effects of international ¢oas’ competition for FDI.

Research on the first aspect attempts to understahd existence of countries

37 As has been adequately highlighted and arguechéndedicated part of this chapter, the
contemporarily consideration of the technique acales effects implicitly brings the EKC issue
with itself.
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with different environmental regulations and staddacan be a reason for firms
relocating their activity. The second aspect isdhigject of those works analysing
the implication of the FDI-environment relationshignich occurs, for example,
when countries intentionally lower their environrtedrstandards to attract more
FDI. As has been adequately reported, the liteeapmoduced in this context of
analysis has brought the following hypothesis slemith various phenomena
associated into light as a result: 1) “pollutiorvéias”; 2) “race to the bottom”; 3)
“regulatory chill” (i.e. He, 2006; Cole & Elliot,@05; Grey, 2002).

The third and final vein of discussion goes beytre understating of how
FDI location can affect or can be affected by emwnental regulation. It builds
its research interest on the consideration of bwsen environmental management
approach by firms investing abroad, since this appdéo be relevant to the
understanding of the environmental implication @fl fn host economies. This
part of the literature is relevantly characterizgdthe “pollution halos” or the
“race to the top” theory, which assumes exactly apposite of the “pollution
havens” and the “race to the bottom” (i.e. Hand&99; UNCTAD, 1999; Porter,
1990).

It is in the first thematic area where we find @auspiring motivation and
which all our empirical work, developed in the nekgpter, refers to. In fact, the
relationship between FDI and the environment isegaty claimed to be one of
the research areas where a lack of better and rappeopriate scientific
understating exists. This is particularly truehié tcontext of analysis associated to
this first vein of discussion is taken into consat®n. Apart from the fact that
the relationship between trade and investment hae roften been subject of
investigation, rather than that between FDI and eéheironment, the scientific
literature produced insofar could be perceived atscompletely exhaustive. In
fact, works in this field can be grouped into twaim veins. The first vein,
particularly developed between the late 1990’s @nedbeginning of the 2000’s,
numbers among its major studies those works fogusimthe individual analysis
of each single aspect playing a role in the FDIt@mment relationship, namely
technique, scale and composition effects. Only nrecently, starting from the

late-mid 2000’s a new analysis approach, based lwm ¢ontemporary
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consideration of the mentioned effects — that istlo® decomposition of the
environmental effects of FDI into scale, techniguel composition effects — was
developed on the consideration that FDI does natumcas an isolated
phenomenon, which only affects the environmenthksp, but it also interrelates
with other linked factors (OECD, 2002[b]). To olrservation, however, even the
more recent literature is characterized by somehauegtiogical failures, since it
misses to carry out empirical analysis with refeeemo specific sectors. Apart
from some recent work (e.g. Ben Kheder, 2010), eogliinvestigation takes into
consideration aggregated values of FDI flows anlufpog agents disregarding
the specific dynamic observable at the level ohesmecific activity sector. With
the aim of overcoming this situation, which in ouew represents a heavy
limitation to the development of more appropriatep@ical analysis, in the next
chapter of this work we present empirical invegt@es in which the FDI flows
and the pollutant agents are considered in sts®b@ation to the economic sector
investigated time by time. More specifically, thexh chapter presents empirical
investigations conducted on the basis of the salcboeakdown (“agriculture and
fishing”, “manufacturing” and “transport and comnmation”) of both FDI flow
and polluting agents typically generated in eachsitered sector. The analyses
take into consideration OECD countries because artafpom the fact that
countries belonging to this aggregation are momadyc in attracting FDI — the
OECD database is the only one containing the statisnformation of FDI flows

organized in terms of sectoral breakdown.
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CHAPTER I

Empirical Evidence from Sectoral Investigations

3.1. Introduction.

As has already been said in the previous chaptadies on the FDI-
environment relationship can be divided into thnegin veins of discussion: 1)
the environmental effects of FDI flows; 2) the cagtifpon for FDI and its effects
on environmental standards; 3) the cross-border@ammental performance.

It has also been highlighted that the theme reladethe environmental
effect of FDI is said to be a still largely unexmd research area and calls for
further research (McAusland, 2008; OECD, 2002[bj)our view, this is even
truer when this argument is treated at the levespdcific economic sector of
activity. The majority of research carried out so has largely focused on the
macro-aspects of the link between FDI and some ideresd pollutants by
investigating data aggregated at country level @leabbaz et Al., 2011; Liang,
2006). Minor attention, instead, has been paidntestigate the issue while
considering the features of specific sectors ofneadc activity. There is very
little research in this sense and it is still feonh giving us a clear understanding
of the phenomenon. It is on this last considerati@t our research interest finds
its foundation. However, before entering the capeat of this chapter, which is
devoted to the empirical task of our work, we wolike to very briefly recall
some aspects already treated in the previous ahdfte aim is to refresh some
main concepts of the theory characterizing the thefmenvironmental effects of
FDI and to better prepare for the reading of thalyais which will be developed
in the following sections.

As already said in the previous chapter, FDI dadsaffect the environment
as an isolated phenomenon since it also interaits avrange of other linked
factors. For this reason, various analyses haveiedarout their work by
decomposing the environmental effects of FDI inechnique, scale and
composition (or structural) effects (i.e. He, 20Q&ng, 2006; He, 2006; Cole &
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Elliott, 2003; Grossman & Krueger, 1995; 1993[93[b]; 1991%. In short, the
technique effect refers to the change in the prooluanethod — this involving
development, transfer and diffusion of technologyd/ar introduction of
regulation — deriving from an economy’s growth me& which, among other
things, can be induced by FDI inflow. The scaleefffrefers to the increase in the
size of the economy. Lastly, the composition (or structural) effectaissociated
to the change in its industrial structure occurramy a shift in the pattern of
economic activity. Broadly speaking, a discussion the environmental
implication of these three types of effect we hagust mentioned generally
hypothesizes that the technique effect is almoghyd associated to the fact that,
in a given country, the quantity of emissions peit wof considered goods
produced or consumed depends on their producti@emsumption “techniques”.
Due to a mechanism of allocative efficiency amoogntries, which implicitly
exists in the free movement of investment, libeatlon can very likely change
these techniques especially through policy and neldgical channels. More
specifically, as growth and income increase, theated for environmental quality
also increases. This leads to the generation,drcdimsidered economy, of a new
demand for products based on more “environmenfaydly” technologies
and/or for the enforcement of environmental regoapolicies. In other terms,
the technique effect generally refers to the dewelent, introduction and
diffusion of new and more stringent environmenégulations and more efficient
technologies, which are expected to exert a baaéfale on the environment.

The scale effect, instead, is expected to genemaetrimental result

deriving from the fact that an increase in the ©f@n economy implies more

% These terms, which now belong to standard econdsmiminology, were entered in the
economic literature after they were used by Grossamal Krueger in their seminal work of 1991,
where they analysed the environmental impact dafetriiberalization within the context of the
NAFTA agreement (Grossman & Krueger, 1991). Althotigese terms were coined in relation to
trade, they are also used for the case of FDI ssudihis makes sense if we think that trade and
FDI are the two faces of the same coin due to tteng correlation existing between them and
proven by various studies (e.g. Ghosh, 2007; OEXDD2[b]).

%1t is the case to highlight that, although theiosdly different, “technique” and “scale” effects
appear very similar. In fact, they are quite difficto separate especially with regard to their
consideration in empirical analysis. As will berdiad later in the section where the models
subject of our analysis will be presented, theliteque” effect is identified by the only variablé o
GDP taken in isolation. The “scale” effect is idéat by two variables contemporarily
considered, namely the GDP per-capita and its sguasmputation.
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production and, in turn, more pollution. More sfieeily, as a result of an
economic liberalization process, the more efficigihdcation of resources within
countries modifies the frontier of production pbdgies. This raises the size of
the industrial pollution base and results in gregtebal emissions. However, it
must be highlighted that the scientific discusstonthe scale effect contains the
EKC argument in itself. Various studies have obsértiow the expectation of
environmental deterioration, associated to theesetiect, can be verified up to a
certain point or level of an economic growth pracesterwards, an amelioration
of the environmental situation can be achieved mgzas countries become richer
the ability of adopting new and more efficient teclogies (together with
people’s sensitiveness in requiring more stringenvironmental regulation)
increases. However, looking at the literature, we aware of the number of
different viewpoints the empirical investigation tns topic has generated (e.g.
Stern, 2004[b]).

Finally, with regard to the composition effect, #mevironmental implication
is generally expected to be beneficial to the emritent on the assumption that
the already mentioned free movement of investmamowages allocative
efficiency among countries (OECD, 2001). As a resof an economic
liberalization process, the lowering of tariff andn-tariff barriers reduces the
relative prices of import-competing goods. Suchyaagnic might induce, for
example, the service sector (less polluting) obastdered country to expand and
the industrial one (more polluting) to shrink. Tloetcome is that its total
emissions will likely fall with a beneficial resulor the environment. However,
this view is not subject to general agreement. Oslteks highlight how, in a free
trade and investment context, the expected sigheimpact resulting from the
composition effect can be positive or negative depg on the productive
specialization of a country. This, of course, defsean the country’s competitive
advantages, which can be characterized by oppssiteces (Cole & Elliott,
2003).

Having done this, we are now ready to move furthwed talk about the
rationale of this chapter. For the reasons refamede opening of this section, the

aim of our work is to contribute towards coverirge tgap still characterizing
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research on the issue of the environmental effieEDao. To this end, our research
focuses on a sectoral level and we investigateetspecific sectors of activity
("agriculture and fishing”, "manufacturing” anddiisport and communication™)
of the OECD countrié8 to determine whether and how the sectoral inflé\wDI
has an impact on their natural environment ande@afby, on the levels of some
specifically considered pollutants.

As a consequence, the organization of this chaptas follows. The next
section is devoted to a general presentation ofrthterials and methods used for
our empirical analysis. A further section is detkcato the analysis of the
"agriculture and fishing" sector. More specificalyhile the introductory aspects
of the analysis are treated in the main body ofsénaion, the presentation of the
two econometric models used (one to assess therelhip between the sectoral
inflow of FDI and CH and the other to do the same with Lf@&omments on the
estimation results and the final conclusions togethith a discussion of the
resulting policy implications are articulated ireteubsections. In another section,
the "manufacturing” sector is analysed and, on@nadhe specification of the
model used, the presentation of its results andcthecluding considerations
together with the associated policy implications articulated in subsections. A
similar structure is given to the last section luf tchapter, where the "transport

and communication” sector is analysed.
3.2. The materials and methods of the empirical argses.
As has already been anticipated, our investigadiothe FDI-environment

relationship is conducted while considering specsectors of economic activity

of the OECD countries. More precisely, our emplrigaalyses, which will be

%0 The 30 OECD countries are: 1) Australia; 2) Aastr8) Belgium; 4) Canada; 5) Czech
Republic; 6) Denmark; 7) Finland; 8) France; 9) Bany; 10) Greece; 11) Hungary; 12) Iceland;
13) Ireland; 14) Italy; 15) Japan; 16) Korea Repyhl?7) Luxembourg; 18) Mexico; 19) The
Netherlands; 20) New Zealand; 21) Norway; 22) Paja&tB) Portugal; 24) Slovak Republic; 25)
Spain; 26) Sweden; 27) Switzerland; 28) Turkey; P8¢ United Kingdom; 30) The United States
of America. The remaining four OECD countries (€hiEstonia, Israel and Slovenia) are not
taken into consideration, because their accessibntook place in 2010. At the last visit made in
November 2011, the OECD database within the ESESrational statistical support tool (which
is the only database available reporting data erséttoral breakdown of FDI), does not yet report
information on these countries, since it is basadte “OECD international direct investment
statistics (vol. 2010, release 01) with updateZ08f7.
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presented in the next three sections, closely &idkree sectors ("agriculture and
fishing”, "manufacturing” and "transport and comneation") to verify whether
and how the FDI inflow impacts the level of spexifpollutants particularly
associated to each considered sector. With regatthis, the polluting agents
taken into account in our analyses are methane)(@rtl carbon dioxide (CLp
from the sectoral fuel combustion for the caseagjritulture and fishing". The
sectoral amount of COfrom fuel combustion is also considered for the
"manufacturing” and the "transport and communicgétgectors. It is important to
stress that this sectoral approach of analysis igaovative contribution to the
iIssue under consideration. In relation to the tem@paspect, our analyses take into
consideration the period between 1981 and 2005 théhexception of one of the
two analyses devoted to the "agriculture and fighgector. More specifically, the
investigation of the FDI-Cldrelationship focuses on the period between 1990 an
2005 due to a more limited historical series of,@Hta.

On the basis of the information above and to thepgae of our empirical
task, we have built a panel datasets by sourciaiisstal information from the
databases of various international organizaffon¥he panel dataset covers
observations for 30 countries, for 25 years (1&sdar the investigation of the
FDI-CH, relationship in the "agriculture and fishing" se¢tand contains 24
different variables. However, it must be noted ttiee number of observations
actually subject of the analyses is smaller thae eRrpects considering the
described main features of the dataset. As wilséen in the sections devoted to
the presentation of the analyses results, depemhirige informative base of each
considered sector, the number of observations lctusalysed varies from about
a third to about a quarter of the total number lnfepvations one would expect
(750 and 480 for the case of the analysis of thé-@B, relationship in the
"agriculture and fishing" sector). In fact, the tstical gaps in the source

“l We are aware of the fact that the “Centre d'Etudesspectives et d'Informations
Internationales” (CEPII) recently developed a FRtabase covering 96 countries (for FDI stock
data) and 70 countries (for FDI flow data) as ad20Among the most relevant features of this
database, we can note that it considers a breakadwime FDI flow and stock into 26 activity
sectors. However, we were unable to use it foriouestigation because - as explicitly stated in
the CEPIl webpage - the methodology used to coetsmissing data and to balance the dataset
makes it inappropriate for econometric analysigp(Htvww.cepii.fr/anglaisgraph/bdd/fdi.htm).
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databases deeply characterizes our panel dataseh whaccording to Greene
(2012) - is as a result defined as strongly unlzaédn

With regard to other aspects, our analyses aréedaput by employing the
econometric technique of panel-data since theychagacterized by country and
time units. In addition to the fact that this teicjue is also suitable for unbalanced
panel datasets, which however benefit from its yammsl property, it must be
highlighted that the panel data technique showsatheantage of checking for
unobserved heterogeneity, which is a form of oditteariable bias, and
investigating dynamically over time. Apart from #® problems associated to
heteroskedasticity, autocorrelation, stationaritygl @ointegration (for which the
data in our model specifications have been cheeldldl appropriate tests and
whose result will be reported in the next sectiogether with the estimations
result), the panel data technique also shows theraage of reducing the problem
related to the existence of collinearity among afales, which allows the
achievement of more precise estimates generatedebgfficiency gain resulting
from the higher quantity of data which can be coesed with respect to other
technigues such as cross-section and historical $ienies analysis (Greene, 2003;
Woolridge, 2000; Gujarati, 1995).

Regarding the specification of the relationshipljett of analyses, in this
section we only report the equation in a generionfand postpone a more
detailed presentation of it to the sections wheee d@nalysis of each considered
sector will be treatéd. Broadly speaking, with the aim of achieving ciméts
representing the elasticities of the relationshgobject of investigation, the
functional form we use for our estimations is ig-log term&® and defined by the

following expression:

“2 1t is the case to highlight how, in relation toagh 1.1 in the previous chapter, the baseline
specification we propose here refers to an anabysihe macro effects of FDI. As will be seen
later in the specific sections where the varialsebject of investigation are explained, FDI is
considered in terms of provision of capital flowlth®dugh its data is gathered in relation to some
specific sectors ("agriculture and fishing", "maatfiring” and "transport and communication"),
FDI is not treated here as a variable concerningcstral changes in the economic and industrial
organization of the considered countries and, thezeit does not account for micro effects.

43 We recur to the use of a log-log form due to threspnce of exponential series in our model and
also because - as will be seen later - the regessour models are expressed in different urfits o
measurement. The elasticity then becomes a moeetblg measure since it allows to quantify the
relationship between the dependent variable anthttependent variables in percentage terms.
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Yit = o + B1 GDPsctg + B, GDPsctfi; + s FDIscti + Ba FDISctf; + Bn Xit + &it

where:i represents the country or cross-sectional unitisrassociated to the 30
OECD countries under our consideratibrg the time unit referring to the number
of years consideredYy is the sectoral pollutant which will vary, of ceey
depending on the sector under investigatiG@DPsctr and GDPsctf are the
sectoral Gross Domestic Product in real terms #dquared form respectively
and, as will be specified later in the sectionsotiest to the empirical analysis,
they are employed either in per-capita or per-wotkems to identify the induced-
GDP technique, scale and cumulative eff&®lsctr and FDIsctr® respectively
represent the sectoral FDI inflow and its compotain squared terms. Similarly
to before, they are considered in real terms ardicate the induced-FDI
technique, scale and cumulative effecsis a generic vector of other variables
which will be better defined later in the sectiatesoted to the analysis of each
considered sector where the functional relatiorshifll be more specifically
identified;e is the error term.

Before concluding this section, however, it is ubdb explain how the
induced-GDP and the induced-FDI technique, scalmutative and composition
effects are identified in the above generic equatnmdel.

According to Cole and Elliot (2003), the induced¥&Bechnique effect is
identified through the estimated coefficient of BBP variable taken in isolation,
since it happens as a result of a change in thmmedevel and tells us how the
dependent variable changes (in percentage terne) GDP changes by 1%. The
induced-GDP scale effect is, instead, represenyeth® GDP squared variable
since it represents the size of a country’s econamy its enlargement. More
specifically, the scale effect is achieved by cotmguthe partial derivative of the
above equation with respect to GDP so that whaeagpin the generic equation
as 1 GDPsctr+ S, GDPsctf turns intof; + 28, GDPsctr The elasticity of the
scale effect is then observed only throudbp. Its environmental-economic
meaning tells us how the dependent variable chafah@ays in percentage terms)
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in response to the 1% GDP change (e.g. He, 20@81gL.i2006; Cole & Elliott,
2003; Antweiler et Al., 20015,

The contemporary consideration of the techniquesaatk effects allows us
to compute the cumulative (or total) effect whishindeed, achieved through the
algebraic sum of the terms resulting from the phderivative of the model
equation with respect to GDP. In other words, thefficient is represented by the
betas ing; + 28, GDP and its environmental-economic meaning indicates th
change (in percentage terms) of the dependentblares GDP varies by 1%. Its
actual impact can be computed while consideringef@mple, the sample mean
income of OECD countries &DP (e.g. Managi et Al., 2008).

Similarly, the induced-FDI effects on the considerenvironmental
dependent variable can be observed as followst8dimique effect is associated
to the variable of the FDI sectoral inflow takenisolation. As a consequence, it
can be observed through in the above equation model, that is the estimated
coefficient of the FDI variable. The induced-FDlake effect is determined
through 24,4 resulting fromps; + 24,4 FDIsctr that is the partial derivative with
respect to FDI of; FDIsctr + 8, FDIsctr? in the above equation. The cumulative
effect is finally represented by the contemporargsideration of the coefficients
of the technique and scale effects, nanggly 24, FDIsctr, and can be computed
while substitutingFDIsctr with the sample mean of the sectoral FDI inflow in
OECD countries. Of course, the environmental-ecaaoneanings of the results
of the induced-FDI effects are identified in theneaway as done for the induced-
GDP one¥.

“In other relevant works (e.g. Antweiler et Al.,04), scale and technique effects are separately
measured by employing two different identities. Whhe earlier is measured in terms of GDP per
squared km., the per-capita GDP is used for thHerlafs will be seen in the specific sections,
following Cole and Elliot (2003) — who use per-dapGDP to capture both the effects — we
employ the sectoral GDP per-worker (in the casethl® "agriculture and fishing" and
"manufacturing" sectors) and the GDP per-capita {ire case of the "transport and
communication” sector). The GDP per squared kmsp dtied in our analyses, came out
insignificant. It must be noted that transformasiaf the above-mentioned GDP variables in cubic
terms resulted insignificant and reduced or inakd the significance of other variables in the
estimated models.

“> Similarly to what said in the previous footnote,our analyses we consider the FDI variable in
per-GDP terms (in the case of the "agriculture fistung" sector) and per-worker in the sector (in
the case of the "manufacturing” sector). For theri&port and communication" sector we employ
the FDI variable expressed in terms of per-squinedEven in this case, the transformation of the
FDI variables in exponential terms beyond the segidmrm was not statistically significant.
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The composition effect, which does not appeargitan the above generic
equation form because considered in the generiiovetvariables X, is captured
in our models by considering a variable represgntine relevance of our
investigated sectors. In our modelling, this isegivby the ratio between the
sectoral GDP and the total.

Having noted these methodological aspects, we @reready to move onto
presenting the specific cases of analysis whichheilthe content of the next three

sections.

3.3. The analysis of the "agriculture and fishing"sector.

To present the sector, we can say that computati@ae on the basis of our
available United Nations data enable us to obstrae“agriculture and fishing”
is one of the most relevant economic sectors inQECD considered area. It
accounted for about 23.4% of the total GDP at tingt fyear (1981) of our
considered period. Although it decreased in 19934®4% and to 11.41% Iin
2005, this sector still remains a relevant contobuo the considered countries’
economies.

However, with the aim of orienting the discussi@veloped in this section
to the purpose of our analysis, we proceed by amajythe trends of the main
variables subject of our empirical investigationog specifically, the sectoral
FDI flow and stock are analysed over the periodvbenh 1981 and 2005. In
addition, methane (Chlis considered in the time span 1990-2005 and soms
of carbon dioxide (Cg from the sectoral fuel combustion between 198d an
2005.

With regard to FDI, the graph below (graph 3.1)wektdhe trends of its
inflow and stock (or inward position) derived frothe year by year data
aggregation in the 30 OECD countries (see tablek dind 111.2 in the appendix
section). Despite some difficulties in observingsttata, as a result of various
gaps in the source databases, we can see howhaveorisidered period the trend
of the inflows has generally decreased after flathg in a range varying between
a maximum of +527 million US$ (recorded at 19874 anminimum of about -

736 million (at 2005 when evidently the amount ddivestment overtook the
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investment). The observation of the aggregated bataountry shows how the
country which received the major investment qust8pain (with a total of about
1,472 million US$) for all the considered periotl.id followed by USA (with
about 783 million US$) and Italy (with about 595llah US$). The countries
which, between 1981 and 2005, experienced majoeldewf disinvestment,
instead, are: Belgium (with about -2,139 million®)&nd Germany (with about -
1,528 million US$).

The observation of the trend of the FDI stock, gsedl of OECD
aggregated data, shows a substantial — althougtufiting — increase from about
74.5 million US$ in 1981 to about 3,492 million UB$2005. As can be observed
in table II1.2 in the appendix, the years in cop@sdence with the major levels of
stock capitalization recorded are: 2004 (with abdm98 million US$); 1999
(with about 5,005 US$) and 2000 (with about 4,988%)) The analysis of the
stock dynamic by country enables us to observe lgoming the period between
1981 and 2005, the USA and Australia are the twotiees, which received the
highest amount of FDI. In fact, the earlier showsial stock of about 44,068
million US$, the latter about 18,184 million US$hely are followed by the
United Kingdom (with about 4,280 million US$), Menri (with about 4,086 US$)
and Italy (with about 3,834 million US$).

Graph 3.1

FDI total inflow and stock in the "agriculture and fishing" sector

of OECD countries in real min. US$ (base = 2000)
Source: our computation on OECD data
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With regard to the pollutants subject of our anialyse focus our attention
on CH; and CQ because — as will be better explained later fiteeis strictly
related to some typical production activities ot ttagriculture and fishing”
sector. The second, whose dataset is availabl&gharestimates provided by the
International Environmental Agency (IEA), is herensidered in relation to the
activity of fuel combustion specifically occurring agriculture and fishing. A
further reason for this choice lies in the factt tihey are available in a larger and
more complete dataset with respect to other paitataApart from their wider
availability, however, there are other valid reasab the base of their choice.
Relevant studies state that &Hogether with C@ N,O (Nitrous Oxide) and
halocarbons (which is a group of carbons containilugrine, chlorine or
bromine), is among the four long-living Greenhousases (GHGs) and, as a
result, the second largest contributor to globakmwag and climate change
(IPCC, 2007).

Like any other GHG, it occurs as a natural phenanefbeing a primary
component of natural gas and the result of thetenxi® of wetlands and deposits
lying on the ocean floor) as well as the resultwfning human activities. With
regard to these, CHrepresents something between 14.3% and 15% oflglob
anthropogenic GHGs emissions and is generated flandfills, waste
management, and energy production (coal, oil aridralagases extraction and
processing). In particular, agricultural activitissch as rice paddies cultivation,
livestock and manure management are considered qrti@ most relevant
anthropogenic sources of GH The activities of livestock and manure
management are particularly considered as the delemgest contributors to its
generation (EPA, 2011; Jorgenson & Birkholz, 200@rld Bank, 2009; IPCC,
2007°. Although agriculture is the aspect which is alsaglled to the bar when
talking about CH emission sources, here it is the case to verylyrirghlight
how a relationship with fishing might also exisonge relatively recent research

work discusses how the deterioration of marine ystems caused by the loss of

¢ Some studies also highlight how €4 more than 20 times as effective as,@0trapping heat
in the atmosphere (EPA, 2011). Furthermore, othlevant analysis report that between 1981 and
2005 the CH concentration in the atmosphere increased by 14B&C, 2007).
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specific fish species — due to heavy industrididry — is very likely to contribute
to the increase of GHGs and, particularly, of,GBlakun & Weeks2004).

In relation to the other pollutant (G2and apart the straight link with sector
in analysis due to the fact that it is considereterms of emissions deriving from
those sectoral activities whose operations aredbasefuel combustion, we can
identify other possible links to fishing similarty what has just been stated for
methane. Some studies report how the removal ofinmdiota — basically
occurring through uncontrolled fishing activitieghich always results in heavy
marine resources exploitation — would increaseath@st unknown atmospheric
Carbon dioxide (pC¢&), which implies an increase of GQe.g. Fashman, 1993;
Shaffer, 1993). For other aspects, with regard he identification of links
between C@ and agriculture, we must observe how this relatgm is
fundamentally based on deforestation (quite oftansed by the expansion of
agriculture to the expense of forested areas) amudss burning (Fernandes &
Thapa, 2009; World Bank, 2009).

An analysis of the trends related to the pollutavestake into consideration
(CH, and CQ from the sectoral fuel combustion) enable us tseole the
following. With regard to CH first of all it must be highlighted that the st
data stored in the United Nations database didjivet us the possibility of going
any further back than 1990. Furthermore, the, @dta considers the emission
level generated without land use, land use chamgkfarestry. As the graph
below (graph 3.2) shows, by looking at the yearybsr aggregated data of ¢H
emissions, we can observe an almost constant decrethe OECD area between
1990 and 2005 (see table 111.3 in the appendix)abt, the total amount of CH
emission in the OECD area was about 1,407 millarstCQ equivalent in 1990
and shifted down to about 1,226. For other aspdutsanalysis of the breakdown
by country shows that, between 1990 and 2005, cesrguch as the USA (with
about 9,157 million tons CQequivalent), Australia (with about 1,836 million),
Canada (with about 1,468 million) and the Unitedhgtlom (with about 1,255

million) were the major polluters among the OECumies. Iceland (with 7.24
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million tons CQ equivalent), Luxembourg (with 7.58), Switzerlandtfh 62.04)
and Norway (with 77.14) were, instead, the lessdufers’.

Graph 3.2

Methane (CH4) emission in OECD countries without land use, land use
change and forestry in min. tons CO2 equivalent
Source: United Nations data
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A different story can be reported for @@hich, as has already been pointed
out we consider in terms of amount of £€pecifically deriving from the fuel
combustion in the “agriculture and fishing” sectAs shown in the graph below
(graph 3.3), which is built on data estimated by lifiternational Energy Agency
(IEA) and reported in table 1ll.4 in the appendive can observe an increase of
the sectoral C@emission from 132.8 million tons in 1981 to 173i842005,
although fluctuations can be seen during all theswtered period.

Here again, moving onto analysing the breakdowrtduyntry we can see
how, during the whole 25-year period we are congidethe USA was the major
polluter of CQ from fuel combustion activities in the “agriculeuand fishing”
sector with about 1,108 million tons. It was folleavby Japan (with about 491
million tons), Poland (with about 256 million tondfrance (with about 231
million tons), Canada and Italy (with about 192 lioil tons each) and The

"t is interesting to note that, if we stop our ehation at 2005 — the last year considered in our
analysis — and normalize the emission quantitieshenbasis of the population, the major CH
polluting countries become New Zealand (with ab686E-06 million tons of emissions per
capita), Australia (with about 5.60E-06), Irelarwdthh about 3.20E-06) and Canada (with about
3.16E-06).
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Netherlands (with about 178). Minor polluting catedg are Luxembourg (with
0.56 million tons), Switzerland (with 6.87), Irethrfwith 14.92), Iceland (with
16.87) and New Zealand (with its 22.40 million tjfis

Graph 3.3

Carbon Dioxide (CO2) emission from fuel combustion
in the "agriculture and fishing" sector of OECD countries in min. tons
Source: IEA estimation
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3.3.1. The modelling strategy description.

The investigation of the impact FDI arriving intbet "agriculture and
fishing" sector of OECD receiving countries genesatin their natural
environment is run through two different equatitmesause - as has already been
said - two pollutants (CHand CQ from the sectoral fuel combustion) are
considered for the analysis of this specific seddarhas already been anticipated
in the second section of this chapter, the panlséa built for the analysis of the
sector in question contains 24 variables which raelbeen tried in the numerous
analysis attempts aimed at attaining the best ffithe estimated models. Of
course, some of them have only been found statisticelevant to explain the
investigated relationships. To make for easier irggdwe introduce the table

below (tab. 3.1) where a schematic specificatiaemorted.

8 As before, if we stop our analysis at 2005, andmadize the emission quantities on the basis of
the population, we can observe how the major paljutountries are: Iceland (with about 2.39E-

06 million tons per capita), The Netherlands (vattout 5.19E-07), Norway (with about 3.77E-

07), Denmark (with about 3.39E-07), Poland anddridl(with about 3.24E-07 each).
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Tab. 3.1 —Variable specification for model [1] and model*?]

No.

Variable

Description

Source

CH,
Dep. var. in model 1

Natural log. of the ratio between the amount of etk
(in Gg. CQ equivalent) and the population amount.

Our computation
on UN data

Natural log. of the ratio between the amount ofb@ar

Our computation

blis CD:%S\?; in model 2 dioxide (in million tons) from fuel combustion ife | on IEA estimation
T sector and the amount of population. and UN data
One year lag of the natural log. of the ratio betwéhe .
2 EiBnDrrﬁ)oSc;:élrl only) sectoral GDP (in real US$) and the amount of warker Oglﬂl\?%nggg té(;r:a
the sector.
2 | GDPsctr Natural log. of the ratio between the sectoral G@P| Our computation
bis | (in model 2 only) real US$) and the amount of workers in the sector on UN/OECD data
(llag_In GDPsctr * llag In GDPsctr) square of heO tati
3 | GDPsctt natural log of the sectoral GDP per worker in theter ur computation
. on UN/OECD data
(in real US$).
One year lag of the natural log. of the ratio betwéhe o tati
4 | FDIsctr sectoral FDI infloi® (in real min. of US$) and the GDp 4" computation
. on UN/OECD data
(in real USS$).
(In FDIsctr * In FDIsctr); square of the naturaglof the Our computation
5 | FDlIsctf sectoral FDI inflow (in real min. of US$) per GDm on UN/OECD data
real US$).
Natural log. of a sectoral relevance indicator givey Our computation
6 | SCTRrel the ratio between the sectoral GDP (in real US#)tae on Udiata
total GDP (in real US$).
Natural log. of a market openness indicator giverhe our computation
7 | MKTopn ratio between the amount of export f.0.b. (in re&$) on IMF/L?N data
and the total GDP (in real US$).
Our computation
8 | EDU Natural log. of the average year of schodidator. on CID Harvard
data
9 gf;gé‘gl only) Natural log. of the no. of cattle per squared Km. g]u\r/\;:g ,“F“/’;‘ga(};g
Natural log. of the surface of protected area (nased| Our computation
10 | PROTarea Km.). on UN data
Cross-product derived from the product between [the
11 | CRpr natural log. of the sectoral GDP per worker in gleetor| Our computation
on UN/OECD data

(in real US$) and the natural log. of the total Fitflow

per GDP (in real min. US$).

of analysis, we have already said that they areesspd in log-log terms and now

With regard to the specification of the two funo@b relationships subject

clarify that they take the form of the followingdvequation models:

9 All the financial data in our database is in US#l @ransformed from current to real terms by
using the USA Gross National expenditure Deflatisg year = 2000) gathered from the World

Bank (World Bank database at http://databank.weanhttorg).

0 According to what has been said in the previowsptér and other empirical works, we focus
our attention on the FDI inward flow, and not oe thward stock, because the stock measure is
unsatisfactory. In fact, FDI stock represents tiveatl investment position on a historical-cost
basis, namely the investment amount already irhts country as opposed to the flow of capital
into the host country at a considered year. Asadlyehighlighted by Cantwell and Bellack (1998),
the use of the book value (which is the historiadt) does not take into account the distribution

of the stock age. As a result, international cornsparof FDI stocks is almost impossible.
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[1]  CHai = o + p1 GDPsct + P, GDPsctfy + B FDIsctr, + B4 FDIsctr; + fs
SCTRre} + Bs MKTopn; + B7 EDU + Bg CATTLE j; + fg PROTarea + Bio
CRpri + it

[2]  COsscti; = a + f1 GDPscty + B, GDPsctfy; + B3 FDIsctr; + B4 FDIsctfy +
Bs SCTRre} + ps MKTopn; + B7EDU + pBgPROTarega+ fg CRpK; + &t

where:i represents the 30 cross-sectional units we haeady saidf represents
the time units already mentioned (1990-2005 for dhalysis of model [1] and
1981-2005 for the analysis of model [24)js the error term. We do not explain
the meaning of the other considered variables diniseis already done in table
3.1. The description of those variables represgnthre technique, scale and
cumulative effects induced by GDP and FDI in ouo teguation models is
already treated in section two where the mateaats methods of our analyses are
described". Another few words need to be said in relationthte composition
effect which we capture through the relevance efgéctor (namely, variable no.
6 in table 3.1). We also tried to identify it thghuthe use of a capital-labour ratio
(with capital associated in turn to GFCF and GEMhich we decided to drop
because of the insignificant result achieved invidi@ous estimation attempts.

A final explanation to justify the choice of intnacing cross-products in our
estimation relies on the fact that sometimes wel reeéest with power to detect
ignored nonlinearities in model estimations angeeglly, in those estimated by
OLS or 2SLS. To do this, a useful approach consistsadding nonlinear

®1 Cole and Elliot (2003) observe how in the real ldidhe GDP scale effect is likely to be
contemporaneous while the GDP technique effectrédsalt of some past dynamic. As they
suggest, diversifying the variables in questionelyploying lagged terms could help to capture
this aspect. Hence, we decided to lag both theabkms representing the induced-GDP and the
induced-FDI technique effects. As our evidence slilbw, the above consideration appears to be
true for model [1]. It does not appear completediid/in model [2], where the best fit of the model
estimation is achieved without lagging GDP but dairfor the FDI variable.

2 The Gross Capital Formation (GCF) consists ofsfioss Fixed Capital Formation (GFCF), as
below defined; 2. changes in inventories and adiprisin produced assets (like building roads,
machinery, stock of commodities, etc.) less disjgosat valuables for a unit or sector
(http://stats.oecd.org/glossary).
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functions, such as squares and cross-product tarvelstained by the product of
two other vectors) to the original function (Woattye, 2002)°.

3.3.2. Results of the analysis.

To comment on our analysis results, which have laebireved by using the
tool Stata/IC 12.1 for Windows, we begin by repaytihe table below (tab. 3.2),
where summary statistics of the variables consaié@reboth our models appear.
Afterwards, we will proceed with two different s@losions where the results

achieved for each of the two models above will Essented and discussed.

Tab. 3.2— Summary statistics of the variables considanedadels [1] and [2].

Variable Obs Mean Std. Dev. Min Max
model [1]
Id 480 - - 1 30
Year 480 - - 1990 2005
EDU 480 2.168737 .2361877 1.373716 2.505526
PROTarea 480 -6.205169 1.807776 -90.219663 -1.6507
CATTLE 454 9.595933 1.232904 6.441844 11.71158
CH, (dependent var.) 448 -6.734959 .7001559 -8.583849 -4.896647
MKTopn 447 -2.067351 2.846427 -15.51018 1.11255
SCTRrel 443 -3.482158 .7153801 -5.598056 .3206728
GDPsctf 418 313.3441 110.9189 202.6947 816.761
GDPsctr 417 17.5572 2.612474 14.23709 28.40579
CRpr 375 -312.5475 174.3007 -919.3273 432.9947
FDIsctr? 231 515.6398 80.58488 311.1336 777.9856
FDlIsctr 230 -11.89744 19.36066 -27.89239 27.45324
model [2]

Id 750 - - 1 30
Year 750 - - 1981 2005
EDU 750 2.12257 .2730594 1.029619 2.505526
CO,sctr(dependent var.) 744 -15.55893 .8372048 -18.57597 -12.6687
MKTopn 662 -2.459594 3.221396 -15.70503 3.740827
SCTRrel 650 -3.354633 .7404608 -5.598056 .3206728
GDPsctr 600 17.83365 2.826254 14.23709 31.6578
GDPsctf 599 326.0136 122.0182 202.6947 1002.216
CRpr 514 -321.9877 174.7688 -920.6189 432.9947
PROTarea 480 -6.205169 1.807776 -9.219663 -1.6507
FDIsctr? 331 517.8182 80.28949 311.1336 777.9856
FDlsctr 330 -11.43911 19.69514 -27.89239 27.45324

*3 The implementation of such an approach is easywalieexplanatory variables are exogenous.
F and LM statistics for exclusion restrictions assily achieved. Complications arise, instead, for
models with endogenous explanatory variables, lsecawe need to choose instruments for the
additional non-linear functions of the endogenoasiable. However, we must consider that

"transforming into squares and cross product atigexous variables can considerably consume
degrees of freedom" (Wooldridge, 2002: 124).
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3.3.2.1. Estimation results for model [1] built onCH,4 as dependent variable.

Before presenting the estimation procedures ancbogs, we report on the
results of the tests used to check our model [lEkcifipation for
heteroskedasticity, autocorrelation and statiopaFfor the first type of test, we
employed a LR test, which performs a likelihooderdést for the null hypothesis
(panel homoskedasticity) that the parameter veaft@r statistical model satisfies
some smooth constraints (Greene, 200%ur LR test generated a Chi2(18) =
292.72 with a p-value = 0.0000. This implies that ngject the null hypothesis of
the test, which is associated to the inexistencljyedéroskedasticity, and confirm
that our model specification has heteroskedastmitplems.

To check for autocorrelation, we recurred to a desteloped by Wooldridge
(2002) for panel data models, whose null hypothéfjds associated to the
inexistency of first-order autocorrelatibn The achieved result shows a F value
(1, 14) = 94.632 and a p-value = 0.0000. Hencerejext the null hypothesis of
the test and accept the alternative hypothesisséying that our model
specification is affected by autocorrelation.

The last test was to check whether the variablesidered in our model
specification are stationary or not. To this pumose employed the Fisher test
which, as developed by Maddala and Wu (1999), coashihe p-values from N
independent unit-root tests and — unlike other sypletest — gives the possibility
of dealing with unbalanced panel data. Based orpthalues of individual unit-
root tests, this test assumes that all series arestationary under the null
hypothesis against the alternative that at leastsamies in the panel is stationary.
The table here below (tab. 3.3.) reports the resaflthe test. Non-stationarity can
be observed in correspondence with those variadilesving a p-value> 0.05
which makes us accept the null hypothesis of thie(td) that panels contain unit-

root and reject the alternative hypothesis) (Hat panels are stationary. As can be

> The LR test provides an important alternative talttesting for models fitted by maximum
likelihood. Wald testing requires the estimationoofy one model (the unrestricted model) and,
for this reason, it is computationally more atthaetthan likelihood-ratio testing. However,
whenever feasible, most statisticians recur tdikedihood-ratio testing since the null-distributio
of the LR test statistic is often "more closelyi-square distributed than the Wald test statistic.

%5 This test implies the use of the Statmerial command which implements a test for serial
correlation in panel-data discussed by Woolridg#®g) and Drukker (2003).
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observed, the test was run up to three lags anid #widence that, except for the

market openness variable, all the others are ratiesary®.

Tab. 3.3— Fisher test for panel unit-root using an augmeickey-Fuller test.*

Lag -1 Lag -2 Lag -3
Variable chi2 chi2 chi2
p-value p-value p-value
CHe (dep. var) 88.3410 50.7080 40.4565
0.0038 0.6748 0.9415
SDPsctr 31.4958 34.4661 59.2644
0.9967 0.9896 0.3574
33.7427 44.0703 65.7669
GDPsctf 0.9920 0.8759 0.1746
EDlsctr 48.3106 20.0024 13.9586
0.1220 0.9729 0.9977
EDlsot? 23.3882 5.4078 2.6288
0.8657 1.0000 0.9999
169.3467 38.3992 36.0523
SCTRrel 0.0000 0.9780 0.9895
MKTopn 187.0651 121.3394 104.2179
0.0000 0.0000 0.0002
EDU 19.5396 22.6780 33.1199
1.0000 1.0000 0.9981
101.6096 46.9906 59.99711
CATTLE 0.0006 0.8896 0.4768
74.3303 177.9399 91.3229
PROTarea 0.1009 0.0000 0.0057
CRor 65.1987 203.7623 155.1569
0.1873 0.0000 0.0000

* chi2 in italics, p-value in bold.

To present the estimation results achieved for infide we can initially
refer to the following table (tab. 3.4), where ahy Least Squares (OLS), Fixed
Effects (FE) and Random Effects (REare generated while considering all the

*% This test is run through the use of the Stafishercommand which implements unit-root tests
for heterogeneous panels based on the mean oidodivunit-root statistics (Im et Al., 2003). It
performs an Augmented Dickey-Fuller test and okedathe problem characterizing other types
of tests based on the assumption of no serial ladior which require serial correlation
corrections before the unit-root test is performed.

" pooled OLS models ignore the panel structure ofdita and simply estimate while assuming
that units or time effects are inexistent. They&raracterized by the fact that all the typical OLS
assumptions are not violated, the constant teroonstant across all units and the effects of any
given explanatory variable on the dependent vagiablconstant across observationke Fixed
effects model assumes that the individual specfiect is correlated with the independent
variable. It controldor all time-invariant differences between the induals and, therefore, its
estimated coefficients cannot be biased becausemitted time-invariant characteristic. Fixed
effects models are characterized by the inexistesfcgignificant temporal effects and by the
presence of significant differences among the groups. For this reason, they are characterized
by constant slopes, although the intercept can wargss the cross-sectional unit groupke
random effects models assume that the individuakifp effects are uncorrelated with the
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variables in first-differences with the aim of otaking the non-stationarity
problem we have observed, controlling for serialrelation and avoiding
spurious resulté. The analysis result from the use of these mddelsrrected for
heteroskedasticity and autocorrelation throughitglementation of estimation

strategies which produce robust standard erramesgis for panel modéfs

Tab. 3.4 —Panel data estimation results for model [1].

deg”\;‘ar oLS FE RE
GDPsctr -.0055%** -.0033** -.0034***
(.0017391) (.0011589) (.001096)
GDPsct? .0004 -.0005 -.0005
(.0007873) (.0004367) (.0004471)
EDIsctr .0199 .0427* .0345*
(.0166297) (.0218498) (.0187577)
EDIsct? .0004 .0009* .0007*
(.000338) (.0004568) (.0003901)
SCTRrel -.0178 .0147 .0131
(.0352826) (.0237678) (.0245004)
MKToon .0219 -.0143 -.0129
b (.0312177) (.0159551) (.0168643)
EDU .0840 .0040 .0066
(.115664) (.0645614) (.0706832)
3716%** .3376*** 3441%**
CATTLE (.086067) (.0855671) (.0793544)
PROTarea .0565 .0167 .0209
(.0347658) (..0151317) (.0156976)
CRor -.0001** -.0001*** -.0001***
. . .oJe-
P 0000164 0000114 9.39e-06
Constant -.0113 -.0069** -.0105*
(.0077274) (.002644) (0.0063446)
N. obs. 87 87 87
N. groups 18 18 18
R-squared 0.2638 n.a. _
Adj. R-squared n.a. with robust estimates with robust estimates Rho =.6135

Robust standard errors in parenthesis; P-value: ***< 1%, ** <5%; * < 10%

independent variables/hich allows for time-invariant variables to playrole as explanatory
variables So,the variation across entities is assumed to beorarehd this helps to generalize the
inferences beyond the sample used in the modek(@re2007).

*8 The decision to adopt a dynamic specificationwfmodel and use first-differences is the result
of the Engle-Granger test for cointegration we mmthe OLS model while considering our
variables in levels (Engle & Granger, 1987). Thst shows a p-value equal to 0.074 for the lagged
value of the residual& This makes us accept the null hypothesis of rintegration and means
that the residuals of the regression are non-siatyoand its variables are not cointegrated.

%9 With specific regard to OLS and FE models, hetezdasticity and autocorrelation are corrected
through the use of robust standard errors genelstékextsccStata program. It reports Driscoll-
Kraay standard errors which account for within-grarorrelation, heteroskedasticity and cross-
sectional correlation. It produces heteroskedagtamd autocorrelation consistent standard errors
that are robust to general forms of spatial (cseEgional) and temporal dependence (Hoechle,
2007: 282). In addition, thetsccprogram is capable of handling missing valuesctvimakes it
suitable for use with balanced and unbalanced paitgistandard errors are robust to forms.
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Table 3.5 reports the results of the Brush-Paganh (g LM test) for the
choice between OLS versus RE/FE. We observe aexual to 52.36 with a p-
value = 0.0000, which makes us drop the OLS andsfon choosing between RE
and FE.

Tab. 3.5 —TheBrush-Pagan (LM) test results.

Var sd = sgrt(Var)
CH, .0008774 .0296209
E .0002557 .01599
U .0004058 .0201453
Test: Var(u) =0 chibar2(1) = 52.36 Prob > chibar2 = 0.0000

Hence, for the choice between FE and RE, we rurHgngsman test (tab.
3.6). Although generating a chi2 equal to 1.69 pswdlue of 0.9982, the test fails
since the matrix of variance is not positive deéniFor this reason, we cannot

take its result into consideration for the purpostrmulating our decision.

Tab. 3.6 —=TheHausman test results.

Coefficients

(b-B) Sqrt(diag(V_b - V_B))
g)g (B) Difference S.E.

GDPsctr -.0032621 -.0033722 .0001101 .
GDPsctf -.0005195 -.0004573 -.0000623 .0001165
FDlsctr .0427368 .0345065 .0082303 .002175
FDIsctr .000903 .0007337 .0001693 .0000476
SCTRrel .0147121 .0130995 .0016127 .
MKTopn -.0142928 -.0129196 -.0013733 .0044435
EDU .0040437 .0065644 -.0025207 .
CATTLE .3375618 .3441082 -.0065465
PROTarea .0166826 .020924 -.0042414
CRpr -.0000875 .-.0000742 -.0000133

b = consistent under HO and Ha; obtained from xtBeg inconsistent under Ha, efficient under HOtaifed from xtreg
Test: HO: difference in coefficients not systematic
Chi2(10) = (b-B)'[(V-b-V_B)*(-1)](b-B) =1.69 Prob>chi2 0.9982
(V_b-V_B is not positive definite)

As a consequence, we go further and run a forcesloreof the Hausman

test (tab. 3.7) by using a specific Stata offflowe get a chi2 equal to 14.21 and

0 Sometimes, in finite samples, the Hausman testcsta result < 0 and fails to meet its

asymptotic assumption because different estimdtdsecerror variance are being used in V_b and
V_B. Stata software provides us with the possipitif forcing the same variance to be used in
both by employing the “sigmamore” option, which &ssboth (co)variance matrices on

disturbance variance estimates from efficient estioms (Stata help).
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a p-value of 0.1152. This result, however, is rs@ful to our choice purpose since

it is accompanied by an alert on possible problent®mputing the test.

Tab. 3.7 —=The forcedHausman test results.

Coefficients

(b-B) Sqrt(diag(V_b - V_B))
(é)g (B) Difference S.E.

GDPsctr -.0032621 -.0033722 .0001101 .0003466
GDPsctf -.0005195 -.0004573 -.0000623 .0001755
FDlsctr .0427368 .0345065 .0082303 .0044835
FDIsctr .000903 .0007337 .0001693 .0000949
SCTRrel .0147121 .0130995 .0016127 .0056182
MKTopn -.0142928 -.0129196 -.0013733 .0066446
EDU .0040437 .0065644 -.0025207 .0174607
CATTLE .3375618 .3441082 -.0065465 .0175987
PROTarea .0166826 .020924 -.0042414 .0050153
CRpr -.0000875 .-.0000742 -.0000133 7.56e-06

b = consistent under HO and Ha; obtained from xtBeg inconsistent under Ha, efficient under HOtaided from xtreg
Test: HO: difference in coefficients not systematic
Chi2(10) = (b-B)'[(V-b-V_B)(-1)](b-B) = 14.21 Prob>chi2 0.1152

As a further consequence, according to what is estgd in the technical
literature by Schaffer and Stillman (2010; 2006) wnplement a recently
developed robust téstthrough the use of an artificial regression appoa
described by Arellano (1993) and Wooldridge (2682Yhe result shows a
chi2(10) equal to 117.452 and a p-value of 0.0088nce, we reject the null
hypothesis associated to the consistency of thenRé&el and accept the validity
of the FE model whose result will be the subjeabwaf discussiol.

®1 A test of FE versus RE can also be seen as atasteridentifying restrictions. The fixed
effects estimator uses the orthogonality conditidrat the regressors are uncorrelated with the
idiosyncratic erroe_it The random effects estimator uses the additiorthbgonality conditions
that the regressors are uncorrelated with the gspagific erroru_i (the "random effect"). These
additional orthogonality conditions are overideyitify restrictions (Stata help).

%2 |n the artificial regression, a random effectsaipn is re-estimated augmented with additional
variables consisting of the original regressoragfarmed into a deviations-from-mean form. The
test statistic, which is a Wald test of the sigmdfice of these additional regressors, can also be
seen as a test of overidentifying restrictionss lasymptotically equivalent to the usual Hausman
FE versus RE test and is implemented in Stata girahe use of thetoverid command. In
contrast to the Hausman test, however, this extstmdightforwardly to heteroskedastic-robust and
cluster-robust versions and always generates anagative test statistic (Schaffer & Stillman,
2010; 2006).

% The variables in this model estimation are joissilgnificant, since the F-test shows a F(10, 218)
= 223.18 and a p-value = 0.0000. In addition te thitomatically generated test, we also run a F-
test to check for the joint significance of the twariable associated to GDP and the other two
variables associated to FDI. The earlier test gaasr=( 2, 17) = 6.59 and a p-value = 0.0076. The
latter shows F(2, 17) = 7.89 and a p-value = 0.0@38a result, we reject the null hypothesis of
the test that the estimated coefficients of thesiared variables are jointly significantly equal t

0. Hence, we can say that our model including thesiables is correctly specified.
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With regard to the two relationships between thesatered measures of
GDP and CH, we observe a statistically significant (p-value0:012) and
negative relationship (-0.0033) when GDP is considas it i&*. If we consider
what has already been said in the previous pagssatibn two, this result, which
represents the elasticity associated to the ind@®H technique effect, has the
environmental-economic meaning that a 1% increadsésDP determines a
decrease of about 0.003% of £NVhen GDP is considered in its quadratic form
the relationship with Cldbecomes statistically insignificant. This does aldw
us to argue in terms of scale and cumulative effe€tGDP on the dependent
variable and, as will be better remarked in thectating subsection of this
paragraph, does not enable us to comment on thdityabf the EKC theory.
What we can generally and only say is that an asmeof the income level
generates a very slight decrease in the envirorahdagradation level.

With regard to the relationship between Leémission and the sectoral
inflow of FDI, we observe a statistically signifita(p-value = 0.067) and positive
result (0.0427) when the FDI variable is consideasdt i$>. Another significant
(p-value = 0.065) and positive relationship (0.008%chieved between Gnd
the sectoral inflow of FDI when this is considernadts squared form. As already
said in section two of this chapter, the elastsitof the induced-FDI technique
and scale effects are respectively observed thrgg@he estimated coefficient of
the FDI variable taken in isolation) a@,. In more detail, the elasticities are
+0.0427 for the technique effect and +0.0018 fer shale effect. By bringing to
solution 3 + 24, FDlsctr, namely by operating the algebraic sin®©427 +
0.0018 FDiscty and considering foFDIsctr the mean value of the FDI inflow

observable in the table of the summary of statidt is possible to compute the

® As already described in table 3.1, this variatdeconsidered with a one-year lag. The
justification for this could be seen in the facttthe CH-GDP relationship turns out to be validly
evident from a statistical point of view probablgdause of the time needed by changes in the
GDP level to generate their effects - namely, ttegihnique effects - on the considered pollutant.
8 Again, as described in table 3.1, where the sjpetibn of the variables in the models is
reported, this variable is also considered with-pear lag. As in the previous footnote, the
justification for doing so could be seen in thetftltat changes in the FDI level exert their
statistically significant effects - that is theéichnique effects - on the considered pollutanty@ae
after their implementation.

% For the clarity of the computation methodology, reenind that the sample mean value of the
FDI variable is equal to -11.89744 as shown ing&bP where the summary of the statistics of the
variables considered for our sectoral investigaisoreported.
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induced-FDI cumulative effect which is equal to abot+0.0213. In the
consideration of the environmental-economic meamihghese achieved results
we would say that, with regard to the techniqueeatffa 1% increase of the
sectoral FDI inflow generates a increase of abo0#Zr% of CH. The result
associated to the identification of the induced-BBdle effect would make us say
that a 1% increase of the sectoral inflow of FDiedaines an increase of about
0.0018% of CH. The cumulative effect refers, in percentage tertosthe
response of the dependent variable to changesdfih level. As just observed,
if computed at the sample mean value of FDIsctrs iequal to 0.0213 and its
positive sign is due to the algebraic sum of tlohréque and scale effects which
are both characterized by positive signs.

The relationship between Gldnd the variable representing the relevance of
the "agriculture and fishing sector” is not fourtdtistically significant. For this
reason, we cannot comment on the impact this Marialrepresenting in our
model the aspect associated to the compositiorteffexerts on CiH We also
find statistically insignificant the variables regented by the market openness,
and the education levels characterizing the consttleconomies.

Another positive (0.3376) and highly significant@lue = 0.001) outcome
Is associated to the relationship between the dkgervariable and the number of
cattle in the considered countries. The practicaamng of this identified
relationship is that an increase of 1% of the nundfecattle would generate an
increase of Chlby about 0.34%.

Statistically insignificant is the outcome assamihtto the relationship
between the quantity of protected area charaatgriaur considered countries and
the dependent variable.

Finally, another strongly significant (p-value =000) and negative
relationship (0.0001) is found between the variabf@esenting the cross-product
and CH. Its practical explanation would suggest that meraase of 1% of the
sectoral relevance (in terms of increase of the @BiPworker in the considered
sector) decreases the impact of the total flowdFf én the dependent variable by
about 0.0001%.
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3.3.2.2. Estimation results for model [2] built onCO, as dependent variable.

In this section we present the results achieved fthe analysis of the
equation [2] above reported, which considers therahlogarithm of per-capita
CO, emissions in the “agriculture and fishing” sedcsra dependent variable. As
done in the previous pages, before presenting hien&tion procedures and
results, we report the outcome of a few tests rith e aim of checking our
model specification for heteroskedasticity, autoglation and stationarity. The
LR test, which performs a likelihood-ratio test fiwe null hypothesis of panel
homoskedasticity (Greene, 2007), shows a chi2(2@%1€.22 with a p-value =
0.0000. This implies that we reject its null hypegdls associated to the inexistency
of heteroskedasticity, and confirm the existenckeatéroskedasticity problems.

Autocorrelation was checked through a specific tesfpanel data models
(Wooldridge, 2002) whose null hypothesig &sumes the inexistency of first-
order autocorrelatid. The result shows a F value (1, 16) = 121.111 and
value = 0.0000. It induces us to reject the nulpdtiiesis and accept the
alternative hypothesis jHsaying that our model specification is affected by
autocorrelation.

Through the employment of the Fisher test, as dg@esl by Maddala and
Wu (1999), we then checked our model specificatmrverify if the variables
considered in it are stationary. We have alreadgdthat this test combines the
p-values from N independent unit-root tests andnlike other types of test —
gives the possibility of dealing with unbalancedgladata. Based on the p-values
of individual unit-root tests, the test assumed #ih series are non-stationary
under the null hypothesis against the alternahe¢ &t least one series in the panel
is stationary. The test — up to three P&gsis again run for all the variables in our
considered panel, and not only for the sectorab €@ission (the dependent
variable in this new model), because they refeh&period 1981-2005. The test
in the previous section was referred, instead, @aoables related to the period
1990-2005. Table 3.8 here below shows the restiltseonew test. As we can

" Here again, this test is based on the use of thim8serial command which implements the
Woolridge test for serial correlation in panel dé@daukker, 2003; Woolridge, 2002).
% As reported in footnote 56, we use the Sxifishercommand.
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observe, the majority of our variables are nonimtary since they show a p-
value> 0.05 which makes us accept the null hypothegjsasisociated with the

fact that they are characterized by unit-roots.

Tab. 3.8— Fisher test for panel unit-root using an augmemickey-Fuller test*.

Lag -1 Lag -2 Lag -3
Variable chi2 chi2 chi2
p-value p-value p-value
87.7182 55.9233 66.3847
COsctr (dep. var.) 0.0113 0.6254 0.2664
SDPsctr 40.2439 44.1879 51.7711
0.9634 0.9095 0.7047
46.8202 42.7446 54.4113
GDPsctf 0.8532 0.9333 0.6095
EDlsctr 80.4139 40.2672 35.2848
0.0002 0.2870 0.4073
— 24.1866 4.4060 6.2555
0.8376 1.0000 0.9950
57.8478 40.9166 39.2747
SCTRrel 0.4809 0.9566 0.9718
MKTopn 119.9346 105.2773 56.4148
0.0000 0.0001 0.5344
EDU 28.3284 40.3724 99.6644
0.9998 0.9758 0.0010
74.3303 177.9399 91.3229
PROTarea 0.1009 0.0000 0.0057
CRor 102.5609 95.0358 169.0008
0.0003 0.0005 0.0000

* chi2 in italics, p-value in bold.

As a consequence, we again proceed to analyzeaoet prhile considering
the variables in first-differences to deal with then-stationarity problem and
control for serial correlatidl. As already done in the previous sections, we
estimate robust OLS, FE and RE models due to tisteexce of heteroskedasticity
and autocorrelation problems in our panel. Thesults are shown in the table
below (tab. 3.9). An initial look at the estimatashieved shows, as could be

expected, that this model does not produce anyfisignt outcome in terms of the

% As in the previous estimation case, once agairde@de to transform our variables in first-
differences to adopt a dynamic specification of madel. This comes as a result of the Engle-
Granger test for cointegration we ran on the OLSl@havhile considering our variables in levels.
The test generates a lagged value of the resiésdiswing a p-value equal to 0.056 which makes
us accept the null hypothesis of no-cointegratiinis means that the residuals of the regression
are non-stationary and its variables are not cgrated.
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sectoral C@GDP relationshiff. However, indications of the effect that the
sectoral FDI inflow exerts on GO which is actually the main purpose of our

investigation - are produced.

Tab. 3.9 —Panel data estimation results for model [2].

(fe?fsv‘:;_ oLsS FE RE
CDPsclr -.0032 .0101* -.0032
(.0062017) (.0050995) (.0054187)
.0019 .0014 .0019
GDPsctf (.0016746) (.0020731) (.0017079)
— -.0848%+ -.1318% -.0848%+
(.045561) (.0292269) (.026198)
EDlset? -.0018%+ -.0027%+ -.0018%+
(.0008641) (.000599) (.000565)
-.1358 -.0675 -.1358
SCTRrel (.1266087) (.1371938) (.1373609)
MKTopn 0517 0162 0517
(.0679675) (.0801983) (.066728)
DU 1320 1819 1320
(.4898129) (.344598) (.3589489)
PROTarea -.0462 -.0961 -.0462
(.1111729) (.1563837) (.114618)
CRpr .0004%+ .0004%+ .0004%+
(.000052) (.0000554) (.0000448)
Constant -.0062 -.0008 -.0062
(.0130101) (.0104774) (.0120121)
N. obs. 94 94 94
N. groups 20 20 20
R-squared 0.1614 n.a. Rho = 0
Adj. R-squared n.a. with robust estimates with robust estimates

Robust standard errors in parenthesis; P-value: ***< 1%, ** <5%; * <10%

The Brush-Pagan (LM) test shows a chibar2 equdl.@0 with a p-value
equal to 1.0000 (tab. 3.10) which make us choose(thS model over FE and
RE™.

" The reason for this expectation is due to the flaat, although here we are working on IEA
estimates of C® from fuel combustion in the “agriculture and fisgt sector, it must be
highlighted that this pollutant is not really assted to the exercise of agricultural activities. |
fact, according to estimates of the World Resoureessitute (WRI) — which will be better
presented in the concluding section — the quota‘otier fuel combustion” associated to
“agricultural energy use” is just 1.4% of the tofaD, generated by anthropogenic activities
(Herzog, 2009; Baumert et Al., 2005).

" The F-test for the joint significance of the véates in the OLS model is highly statistically
significant with F(8, 19) = 60.29 and a p-value.8@O0. In addition, the F-test is also run to check
for the joint significance of the two considered IRRriables which shows a p-value = 0.0003.
Therefore, we reject the null hypothesis of the sesd can say that our model including these
variables is correctly specified.
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Tab. 3.10 -TheBrush-Pagan (LM) test results.

Var Sd = sqrt(Var)
COssct .0076741 .0876018
E .0073743 .0858737
U 0 0
Test: Var(u) =0 Chibar2(1) = 0.00 Prob > chi2 = 1.0000

We can observe how the two variables associate@D® (namely, the
sectoral GDP per worker and its squared versionhalbogenerate any useful
statistical evidence. As a result and in contrasthe estimation of the previous
model, this time we are unable to make any commerhe relationship between
CO, and GDP and on the induced-GDP technique, scaleamulative effects on
the dependent variable.

The two variables linked to the FDI flow (the oneay lag FDI and the FDI
squared), instead, show evidence of statistic@vexice. More specifically, we
observe a statistical significant (p-value = 0.0@hd negative relationship (-
0.0848) when FDI is taken as it'4sAnother significant (p-value = 0.000) and
negative relationship (-0.0018) between ;C&hd the sectoral inflow of FDI is
achieved when FDI is considered in its squared f&eferring back to what has
already been said in section two and similarly teativwe have done in the
previous section, the elasticities of the induc@d-technique and scale effects
are respectively observed throygg{the estimated coefficient of the FDI variable
taken in isolation) an@p, derived from the partial derivative of our consete
equation with respect to FDI. In this specific cabe elasticities are -0.0848 for
the technique effect and -0.0036 for the scaleceffene elasticity of the induced-
FDI cumulative effect is represented, as a consemgjeby the estimated betas in
3 + 2f4 FDIsct, namely-0.0848-0.0036(LnFDIsctr)By bringing to solution this
algebraic relation while considering, as an exagple=DIsctr the mean value of
the FDI inflow (as shown in the table of the sumynaf the statistics) the
cumulative effect can be actually computed andlresgual to -0.0438.

The practical explanation of the environmental-ernit meaning of these

results would make us say that, with regard tatélenique effect, a 1% increase

2 As described in table 3.1, this variable is againsidered with a one-year lag to mean that it
exerts its statistically significant effects - tlimtechnique effects - on G@iith a lag of one year.

3 As done in the analysis of model [1], we remindttthe sample mean of the OECD countries’
sectoral inflow of FDI is equal to -11.43911.
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of the sectoral FDI inflow generates a decreasaboiut 0.0848% of CO The
result associated to the identification of the wetl+FDI scale effect would make
us say that a 1% increase of the sectoral inflow@F determines a decrease of
the sectoral C® emission by about 0.0036%. Finally, the cumulateféect,
which is the actual response (always in percentages) of the dependent
variable to changes of the FDI level, would indécat decrease of 0.0848 -
0.0036 FDIsctrwhen the FDI level increases by 1%. As alreadg,shtis equal to
-0.0044 if computed while considering the mean &ati FDI in our sample and
its negative sign is the result of the algebraim ©ietween the technique and scale
effects, which are both negative.

Our analysis does not find any evidence of stasibtsignificance for the
variable associated to the sectoral relevance (3€lY.R herefore, we are unable
to comment on the composition effect. The variablgsresenting the market
openness (MKTopn), education (EDU) and protectedai(PROTarea) are also
found to be statistically irrelevant.

The last noteworthy finding of our analysis is #tatistically significant (p-
value = 0.0000) and positive relationship (0.000éjween the cross-product
accounting for the interactive effect of GDP and tbtal inflow of FDI on CQ
This would suggest that an increase of 1% of tretosael GDP generates an
increased impact — although quantitatively insigaifit — of about 0.0004% of the
total inflow of FDI on CQ.

3.3.3. Concluding remarks.

In this section we have mainly analysed the refetigp between the inflow
of FDI in the "agricultural and fishing sector" @ECD countries and the
emission levels of two pollutants, namely £&hd CQ from fuel combustion in
the sector. We have done this while referring to tfferent periods (1990-2005
for the earlier and 1981-2005 for the latter) tonarily assess whether FDI plays
a role in the dynamics of the two considered palitg or, in more general terms,
to observe if FDI can be considered beneficialeirichental to the environment.
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To this purpose, we have constructed a panel datas&ining data for 30
countries, 16 years (for GH and 25 years (for COfrom sectoral fuel
combustion). The dataset is strongly unbalanced tdugaps in the statistical
information on the source databases of the vaiii@snational organizations we
consulted. Our empirical investigation focused wo similar equation models —
one for each considered pollutant (model [1] for,GHd model [2] for Cg) —
organized in such a way to take into account tephei scale and composition
effects according to the mainstream literature.s€hsvo models were estimated
through the use of the panel-data technique and ¢bacluding discussions and
policy considerations will be presented in the rnext sub-sections.

3.3.3.1. Discussion and conclusions of model [1].

3.3.3.1.1. The induced-FDI technique, scale and cuthative effects.

The observation of the results achieved with regardthe FDI-CH
relationship based on the separation of the teciengffect (associated to the FDI
variable taken in isolation) from the scale eff@dsociated to the FDI variable in
its squared form and computed according to whaiaid in the methodological
section) highlights a technique effect charactekizg a positive relationship (the
specific coefficient is equal to +0.0427) betweba sectoral inflow of FDI and
the considered pollutant. This result would prowattFDI inflowing in the
considered sector generates an increase qfa@Hi, therefore, is detrimental to the
environment of our considered receiving countrigsfirst glance, therefore, we
have some difficulties in going along with that m&ream thinking - more
extensively reported in the chapter reviewing fterdture - which talks about a
beneficial effect of FDI on the environment. It &xplained through a
technological effect implicitly associated to FDhiwh is capable of bringing
higher production efficiency levels and minor ptlig emissions as a generally
expected result (e.g. Liang, 2006). In addition,ewhthe measure of FDI is
squared with the aim of taking into account thdeseffects (whose coefficient is

equal to +0.0018), the role of the FDI flow on Cdill appears to be detrimental
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to the environment because of its positive algelsan. Finally, as a result of the
algebraic sum between the induced-FDI technique acdle effects, the
cumulative or total effect (averagely equal to 208) definitively shows a
positive sign and confirms the detrimental roleypthby FDI on Chl

The dynamics of what has been referred so far eapelter represented by
resorting to some graphs (graph 3.4) where thetsfigf the sectoral FDI inflow
on CH, (this intended in terms of Gg. of G@quivalent) are plotted on the basis
of the technique, scale and cumulative effect ddefits estimated in our

empirical analysis.
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Cumulative effect
computed for the CH,-FDl relationship
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It can now be more clearly observed how the retatiqp between CHand
FDI is initially characterized by an increasingniedue to the positive elasticity
of the technique effect. Hence, ¢kBmission increases as a result of the increase
of the sectoral inflow of FDI at a first stage. @tater stage, in correspondence to
a turning point we identify at a level of FDI peB8 equal to 4.99E-1%, the
elasticity of the scale effect still remains pag&tbut the relationship between €H
and FDI slightly changes its trend. In fact, theeleof CH, still increases in
response to further rises of FDI but at a sloweep&lowever, the overall impact
of FDI on CH, basically remains detrimental to the environmefaature we are
considering since its increase would generallyltesuan increase of the emission
level of the considered pollutant. As already paahout, this happens because of
the positive sign characterizing the elasticityhed cumulative effect which is the
result of the algebraic sum between the techniqueé scale effects both
characterized by a positive sign.

The evidence we achieve agrees with those workshwhiave found
positive correlations in the FDI-environment redaghip while working with
different sets of pollutants (e.g. Bao et Al., 20$hahbaz et Al., 2011; He, 2008;
2006) and differs from other analyses, which coseltheir considerations by

recognizing the beneficial role of the FDI inflowm the environment. In this latter

" For a methodological indication, the turning poistobtained from computing the partial
derivative with respect to FDI of our estimated dtion (LnCH, = 0.0427 LnFDI + 0.0009
LnFDI? and then making it equal to zero. The resultri§DI = -(0.0427/0.0018) = -23.27 which
converted into real numbers through exp(-23.27¢gi#.99E-11.
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sense, for example, Kirkulak et Al. (2006) prove #xistence of this virtuous
circle in the FDI-environment relationship while skmmg with different
pollutants, that is those associated to the alilitgua Chinese receiving territorial
areas.

However, apart from this still unresolved doubleewi existing in the
literature and going beyond the observation ofalgebraic signs characterizing
the statistical evidence we have achieved, it nmesstressed that our result is
characterized by a very low number which could bensas irrelevant from a
quantitative point of view. This would more appriepely lead us to argue in
terms of an almost neutral role of the sectordlomfof FDI on CH,. Further
analysis of the investment patterns within the@gtiral and fishing sector in the
considered countries and over the considered peoatd help us to understand
whether the above-mentioned quantitatively insigarit value characterizing the
FDI-CH, positive relationship is the result of the facttimvestment has moved
away from more polluting practices in terms of JJ€.g. the running of livestock
activities) to approach others which are less pioldu(e.g. the running of rural
tourism activities). Unfortunately, to the best air knowledge, there are no
documents which can support us in this s€hdéowever, the fact that foreign
investment inflowing in the analysed sector of tbensidered countries is
characterized by certain levels of technologicalettgpment could still be a
possible explanation of our positive but quantigy irrelevant result. In
addition, one should also recognize that investrades place in contexts which
are characterized and conditioned by certain palagision activities.

With regard to this, it must be considered howtipalarly in the last three
decades, the relationship between agriculture hacehvironment has become a
very prominent issue in agricultural policies of CIE countries. In fact, all
OECD countries have imposed and still impose regofarequirements (which
can vary from outright prohibition to standards aedource-use limits) at state,

regional and provincial or local level to deal wittre negative environmental

> Neither the analysis of the World Investment Repguublished by the United Nations

Conference on Trade and Development (UNCTAD) nerdbarch for other works in the specific
literature helps us in bridging this lack of infation. For this reason, the carrying out of specifi

research should be recommended to cover this iftoom gap. Of course, this is not done in the
context of this study, since it goes well beyond analysis purpose.
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effects of agricultural practices (OECD, 2003). &sesult, a variegated set of
agro-environmental measures have been producedimpi@mented through
direct regulations, economic instruments, and #eymng out of education and
persuasion activities (OECD, 2008[a]). It is welokvn that, with the aim of
reducing the negative environmental impact of adgice, many countries have
taken direct action. For example, European cowtaed The United States
widely recurred to the use of incentive paymentsinduthe 1990’s. More
specifically, this kind of instrument has been usedsupport the use of less
intensive farming practices, land retirement paytsetailored to specific
environmental objectives, and transitional paymetds assist farmers in
implementing structural changes, which could resbkneficial to the
environmen®. Other countries such as Australia, Canada and Reatand have
instead widely recurred to the use of communityedaspproaches (i.e. supporting
collective action through the organization of lazade groups or conservation
clubs), which rely on the farmers’ self-interesteinvironmental conservation and
make use of local expertise to solve environmematblems.

In the consideration of the very slightly detrim@nt- and, more
appropriately, almost neutral - role of FDI on OMe have observed, a possible
policy implication could be seen in the enforcemehtinvestment (and free
trade), As we have already mentioned, in fact, EDdenerally recognized as a
transfer of modern and advanced technology and dais be particularly true

within the regulatory framework characterizing @ECD countries.

3.3.3.1.2. The induced-GDP technique, scale and culative effects.

With regard to the relationship between GDP and,Ctiat is our
considered pollutant agent in model [1], only thBR5variable taken in isolation

6 with specific regard to the European Union (EU, ¥6) example, farming has been and still is
supported under the Common Agricultural Policy (GA®gether with additional national
expenditure within the CAP framework, although mtal decrease from 39% to 34% can be
observed between the 1980’s and 2002-2004 (OECEageevas about 30%). In the mid-1980’s,
about 98% of the support given to European farmas related to input and output performance.
This level fell to about 70% up to 2004. Howevémist be highlighted how support to farmers
also considered the agri-environmental measuredM@En terms of rewards to be given when
activities considered beneficial for the environtr@re undertaken (OECD, 2008[a]).
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was found statistically relevant. In contrast, wigDP was considered in squared
terms to take into account the scale effect inmadel, no evidence of statistical
significance could be observed. As a result, weardy comment on the induced-
GDP technique effect on the dependent variablecamtiot do the same for the
scale and cumulative effects. This will not allow to make any kind of
consideration with regard to the EKC and the comarh of a turning point
characterizing the relationship now subject of aitention.

As already observed, the estimated coefficient loé induced-GDP
technique effect on CHs equal to -0.0033 and shows a decrease of thde&vel
in response to the increase of the GDP level. Taphgbelow (graph. 3.5), where
the induced-GDP technique effect on Lhhtended in terms of Gg. of GO

equivalent) is plotted, helps us to build a clearew on the associated dynamic.

Graph 3.5
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Sectoral inflow of FDI

This evidence of a decreasing trend between @ttl GDP induces us to
generally argue in terms of a beneficial role pthyg)y GDP on our considered
pollutant. Once again and according to what theydiure generally refers, this
could be explained by the fact that an increaselP implicitly brings with it the
effect associated to the development and diffusibhechnological innovation
from which minor levels of environmental impact agenerally expected. As
already anticipated, we cannot develop any disongsirelation to the EKC issue
since we have not achieved any useful evidence wbeputing the scale effect -
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and the cumulative effect as a result - considerezir model. Nevertheless, our
analysis gives us indication, although in a venyaor sense, that increases in the
level of GDP generate pollution abatement.

It is perhaps the case to highlight, however, #patrt from the observation
of the algebraic sign of our empirical result, #drelook at the coefficient of the
technique effect we have achieved would make ugrebsa very low number
which appears almost insignificant from a quantigatpoint of view. As a
consequence, we feel to more properly argue ing@ithe neutral role that GDP
plays on CH.

The policy suggestion deriving from our result wbuhake us broadly
consider — according to the typical approach ofBK€ policy implications — that
a push towards the generation of major levels oPGDhat is becoming richer -
might represent a solution to environmental prolslem other terms, although
conscious of the limit of our evidence in term&#fC framework of analysis, the
inverse relationship found between £ahd GDP would make us very broadly
say that population or country richness per sélmmronsidered as a driver for
pollution abatement or, at least, as a factor targnutee a nearly-zero pollution

level.

3.3.3.1.3. The impact of FDI on Chthrough GDP.

Having referred insofar to the effect the sectéiial and the sectoral GDP
in isolation exert on the level of our consideretlygant, it is useful to assess how
CH, is affected by FDI through GDP. It is realisticassume, in fact, that GDP is
influenced by FDI. We do so in the attempt to bwldnore complete picture of
the empirical evidence whose production this werdlevoted to.

To this purpose, while considering our data intftdferences due to all the
reasons already referred to in the previous segtiare run OLS, FE and RE
estimations of the following functional relationghwhich is considered - as
previously done - in log-log terms to get the ettsts of the investigated

relationship:
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GDPsctg = o + B; FDIsctr; + B, FDIsct?; + Bs SCTRret + B4 MKTopn; + fs
PROTarega+ Bs CRpf: + &t

where:i represents the 30 cross-sectional units we alrkaoly;t is the time span
from 1981 and 20055DPsctris the sectoral GDP normalized on the basis of the
amount of workers in the "agriculture and fishiregctor; FDIsctr and FDIsctr?
are the sectoral inflow of FDI per-capita considene its linear and quadratic
terms respectivelySCTRrelis the variable associated to the sectoral relaan
MKTopn is the variable representing the market opennB&DTareais the
surface of protected are@Rpris the cross-product we have already talked about
in the previous sectionsis the error terr.

The result of the above-mentioned estimations aesemted in the table
below (tab. 3.11). They are produced on the balsi®loust standard errors by
following the same estimation strategies alreadscdieed in the previous section.

Tab. 3.11 —Panel data estimation results.

de(?)I.D\I/Dar. OLS FE RE
EDIsctr -.1830*** -01184** -.1830***
(.060772) (.0685309) (.0638518)
FDIsct? -.0068*** -.0044** -.0068***
(.002192) (.0024634) (.0023247)
SCTRrel .9285*** .9247*+* .09285***
(.1248675) (.0866231) (.0983888)
MKTopn -.9251 % -.9373*** -.9251 %
(.0442102) (.0322506) (.0437837)
PROTarea -.2818*+* -.1572 -.2818***
(.0995262) (.0919009) (.0996816)
CRpr .0002 .0008 0.0002
(.0001165) (.0000544) (.0000727)
Constant .0981*** .0965*** .0981***
(.0151892) (.0044085) (.0151633)
N. obs. 100 100 100
N. groups 20 20 20
R-squared 0.9412 n.a. Rho = 0
Adj. R-squared n.a. with robust estimates with robust estimates

Robust standard errors in parenthesis; P-value: ***< 1%, ** <5%; * <10%

" This functional relationship is basically simikarthat used for the estimation of model [1] and
has been estimated by using the same estimatiategyr previously described. Only the FDI and
the FDF variables had to be changed from per-GDP to pgitaderms to achieve statistically
significant results. The other variables we consitere are exactly the same as those already
described in table 3.1 where the specificatiorhefitariables was reported.
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The Brush-Pagan test, computed for the choice le#tv@.S and FE/RE models,
generates a chibar2 = 0.00 and a p-value of 1.0@fl6h make us choose the
OLS over the FE/RE.

Tab. 3.12 -TheBrush-Pagan (LM) test results.

Var Sd = sqrt(Var)
GDP 2784767 .5277089
E .0161665 1271476
U 0 0
Test: Var(u) =0 Chibar2(1) = 0.00 Prob > chi2=1.0000

Since our aim is now to identify the impact of K@ CH, through GDP,
we limit our consideration to the GDP-FDI relatibips and will not comment on
any evidence we have achieved. The answer to thstign now subject of our
attention, in fact, can be achieved by recalling ¢stimation result we achieved

for model [1]

CH, = - 0.0033GDP + 0.0427FDI + 0.0009FDI? + ...

from which we take the partial derivativesagfH,/ oFDI andoCH,/ 6GDP and

the result from the estimation we have just rumelg

GDP = - 0.1830FDI - 0.0068FDI? + ...

from which we take the partial derivative@®DP/ 0FDI. By computing [CH,/
OFDI) + (0CH,/ 0GDP)] x (0GDP/ oFDI), with FDI and GDP considered at their
sample mean values (FDI = -11.8974, and, althoughneeded in this specific
computation case, GDP = 17.5572 we take from thie taf the descriptive of the
statistics), we get a result equal to -0.0003. Tduscome would represent the
guantitative measure (in average terms) of theahdtupact generated by the
sectoral inflow of FDI on CH(in terms of Gg. of C®equivalent) as observed
through GDP. As can be noted, its negative sigrfimros what was said in the
previous section where the induced-GDP effects éh @ere examined and
corrects the sign of the trend we previously obsgémvhen analyzing the induced-
FDI effects on CHl
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What is relevant to highlight, however, is the vemnimal quantitative
aspect of the figure just computed which would gomf independently from the
consideration of the algebraic sign - the neutd FDI plays on our considered

pollutant.

3.3.3.1.4. The composition effect.

With regard to the composition effect, considemedur modelling in terms
of relevance of the “agriculture and fishing” secto the whole economy, the
various attempts of estimating model [1] did nobhg@te any statistically useful

evidence. As a result, we forego to comment ongpéxific aspect.

3.3.3.1.5. Other evidence.

We have already pointed out that the variablesessrted by the market
openness, education and protected area did ndt statistically significant. For
this reason, we do not comment on them.

A meaningful relationship found in this work, aneriding from the use of a
specific variable considered only in model [1],ti&t related to the positive
relationship between CHand the quantity of cattle existing in our consade
countries. This result is in accordance with receortk investigating the existence
of similar relationships (i.e. Jorgenson & BirkhoR010) and agrees with our
expectations deriving from what has been learnenh frarious reports produced
by international organizations. These stress tlsitige correlation between cattle
and CH, as we have already mentioned in the introducsection (EPA, 2011,
World Bank, 2009; IPCC, 2007). This finding higtitg how in the agriculture
sector, and especially for cattle and manure managg a policy aiming at
controlling the feeding process of cattle woulddesirable, on the consideration
that — as reported in the literature for this peiriechnological innovation for the
production of both cereals and cattle (which areidadly related to feeding
modification techniques) are already well impleneeintn the experience of

countries such as New Zealand.
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The last noteworthy result of our empirical worksafaund in the negative
relationship between CHemissions and the cross-product we used. If weiden
that it was thought and constructed with the ideassessing the impact the total
inflow of FDI exerts on the dependent variable tlgio changes in the sectoral
GDP level, our result might be seen as having ddaidoneaning. In broad terms,
it could first be intended as a clear confirmatmnwhat we have said in the
previous section when examining the effect of FBIGH, through GDP. Second,
it might be intended as a general indication of hihve polluting agent we
consider changes in response to changes of thd tdveelevance of our
investigated sector. A policy indication associatedhis kind of evidence cannot
take any other form than suggesting a push towasases of the relevance of
our considered sector due to it being compatiblih wie environmental feature

we have analyzed.

3.3.3.2. Discussion and conclusions of model [2].

3.3.3.2.1. The induced-FDI technique, scale and cutative effects.

The estimation of model [2] gives us evidence o #xistence of a
statistically significant relationship between th#ependent variable (GO
emissions form sectoral fuel combustion) and thetosal inflow of FDI
considered in its linear and quadratic terms. Tdr@emporary observation of this
result and that achieved for the £GDP relationship (which does not show any
evidence of statistical significance as will beadpd in more details in the next
section) would induce us to think that the generatbf CQ emissions in the
"agriculture and fishing" sector is more linked ttee activities run with the
concourse of foreign investment - probably duehtartproduction modes - rather
than those exerted in the sector considered asoiewhis not a case, in fact, that
the contribution of the agricultural sector to tieneration of the considered type
of polluting emission is very small, as will be sdater. This may be the reason
why our model statistically explains the relatiopshsubject of our interest with
respect to FDI and not to GDP.
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Having said this and entering the details of ounsoderations on the
technique, scale and cumulative effects of the-EDI relationship, our analysis
makes us observe a technique effect equal to -8,@8wwing a beneficial role of
the considered investment flow for the environm&nte it highlights a decrease
of CO, in response to an increase of FDI. The same cbal@dbserved when
considering the scale effect, that is when considethe FDI variable in its
quadratic form, for which a coefficient equal t0.0086 is achieved. This
beneficial role of the sectoral inflow of FDI on rodependent variable is
confirmed by the cumulative effect characterizing mvestigated relationship
which is equal -0.0044 (computed as an average)rasult of the algebraic sum
between the technique and the scale effects. Taghghere below (graph 3.6)

gives a better idea of the trends associated talibge-mentioned effects.

Graph 3.6
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Cumulative effect
computed for the CO,-FDlI relationship
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As we can more clearly observe, at a first stageQ®-FDI relationship is
characterized by a decreasing trend due to thetimegdasticity associated to the
technique effect. As a result of this, €@ecreases as FDI increases. At a later
stage, in correspondence with a turning point wapde at the level FDI per-
GDP equal to 5.92E-1§ the elasticity of the scale effect is still negatbut
flattens the trend with the result that £€ill decreases as FDI increase but at a
slower rate. The overall impact of FDI on g®ighlighted by the cumulative
effect, keeps showing the beneficial role of FDI ttve environmental feature
under consideration since an increase of the imast level cumulatively
generates a decrease of the emission level ofamsiadered pollutant.

Our result agrees with those studies which havendoavidence of the
beneficial role of FDI on C®through the observation of a negative relationship
between them, while specifically focusing theireatton of analysis on the
agricultural sector (e.g. Yanchun, 2010). Howewedifferent view unavoidably
exists and is expressed in those analyses wheresibppevidence has been
produced. Jorgenson (2007), for example, finds sitige relationship between

the inflow of FDI in the primary sector and €@missions, although his case

8 As for a methodological note, the turning pointnisw computed by considering the partial
derivative with respect to FDI of our estimated dtion (LnCQ = -0.0848 LnFDI - 0.0018
LnFDI? and then making it equal to zero. The resultri§DI = -(0.0848/0.0036) = -23.55 which
converted into real numbers through exp(-23.5)g&2E-11.
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study was a focus on less developed countries lmnarmount of C@emissions
level was considered in different terms from thasehave used.

Once again, apart from the debate still open erdiure and going beyond
the observation of the algebraic signs of the doefits we have achieved from
our analysis, the consideration of their quantitataspect should induce us to
speak in terms of an almost neutral role of FDtl@considered pollutant.

In the consideration of the result we have achigvee policy suggestion
could convincingly go along with the indication efforcing the sectoral inflow
of FDI (and trade liberalization with it). It is melikely, in fact, that FDI is
characterized by levels of technological innovatiwhich make possible the
beneficial - and almost neutral - role it exertstiom CQ emission level from the

sectoral fuel combustion.

3.3.3.2.2. The induced-GDP technique, scale and culative effects.

Model [2] failed to give us significant results twitregard to the two
considered relationships (linear and quadraticjvbeeh the C® emissions from
the sectoral fuel combustion and the sectoral GDterefore, we are unable to
comment either on the technique effect and theesefféct or on the cumulative
effect induced by GDP on our considered type 05.CO

As anticipated in the previous section, this cooédexplained by the fact
that the contribution of the agricultural sectothie generation of this type of GO
is very small. This misleading aspect of our analgsin be easily observed in a
couple of graphs. The two charts below (graph 3d graph 3.8), produced by
the WRI for 2000 and 2005, show that the world dbation of agriculture to the
generation of C@from energy use is about 1.4% of the total emi8SicSeen

from this perspective, CQrannot be considered as a type of pollutant paatity

" In Jorgenson's work GOwas considered as the amount of emissions fronicural
production as a whole. We have used, instead, ats@aciated to the amount of €@enerated in
the “agriculture and fishing” sector as a resultuafl combustion activity.

8 We do not have similar detailed computations fier ®ECD countries. The only OECD country
for which computations of this kind were made i®20s the U.S.A., thanks to the activity run by
the WRI. The U.S.A. data also shows the irrelevan€eagriculture in contributing to the
generation of C® emission from energy use and fuel combustion (wwirorg/chart/us-
greenhouse-gas-emissions-flow-chart). Neverthelessinteresting to investigate GGsince it is
considered as the most significant GHG contributinglobal warming (IPCC, 2007).
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associated to agricultural activities and its cdesition surely represents the
misleading aspect of our analysis.

Graph 3.7 —World Green-House Gases at 2000.
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Source: Baumert et al., 2005, p. 14.

Graph 3.8 —World Green-House Gases at 2005.
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3.3.3.2.3. The impact of FDI on C@through GDP.

We are unable to comment on the impact of FDI orp @®ough GDP,
since the C@GDP and the COGDF relationships were both found to be
statistically insignificant. As already said in tipeevious section, the fact that
GDP is unable to statistically explain a relatiapswith the sectoral COfrom
fuel combustion may be due to the very small rbjdays in its generation. As a
result, we only rely on the direct relationshipvbe¢n CQ and FDI to have an

idea of the impact the latter generates on theeearl

3.3.3.2.4. The composition effect.

The composition effect, which we have considereteims of relevance of
the "agriculture and fishing sector" cannot beghbject of any comment because,
once again, the various estimation attempts of inf#Jedid not produce any

statistically useful evidence.

3.3.3.2.5. Other evidence.

We have already said in commenting the resultseaeki by analyzing
model [2] that the variables represented by maskenness, education levels and
the size of protected areas were not found todtessctally significant.

The only noteworthy result of this further estimatwork can be seen in the
negative relationship between ¢@missions and the cross-product we used,
which makes us observe how an increase of thers¢ @®P causes a decreasing
impact of the total inflow of FDI on our considerddpendent variable. As done
in the previous section, we can comment on it whalierring to two different
aspects. On the one hand, we can refer to it mdef a very broad substitute of
what we have missed to observe in relation to ¥aengnation of the effect of FDI
on CQ through the sectoral GDP. In this sense, thebadge sign of the
relationship remains negative and indicates anrgeveelationship between FDI
and CQ. On the other hand, it might be intended as a rgénedication of a
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composition effect, since it gives an idea of htw €mission level associated to
our considered polluting agent changes in respdosenodifications of the
relevance of the sector subject of investigatidme policy indication arising from
these considerations would suggest the adopticanodpproach oriented to the
increase of the sectoral FDI inflow and/or of tletevance of the considered
sector because they are beneficial to the envirohntieis intended in terms of

reduction of CQ emissions from sectoral fuel combustion.

3.4. The analysis of the "manufacturing” sector.

The increasing relevance of the "manufacturing‘t@estricto sensun the
OECD area is shown by the data from the Uniteddwati We observe how, over
the 25-year period considered in our study, théosateveloped from 19.27% of
the total GDP in 1981 to 22.92% in 1993 to finaljach 24.78% in 2005. As
such, it is natural to perceive this sector as atacting a significant quota of
FDI and, at the same time, relevantly contributmg@ollution. As before, with the
aim of better introducing the major arguments deddb the analysis of the FDI-
environment relationship in the "manufacturing”teecwe now present the trends
of the sectoral FDI flows and stocks between 198d 2005. Afterwards, the
reason for choosing GOfrom fuel combustion deriving from the sectoral
activities and its trend over the considered peisaaso presented.

With regard to the first aspect, the figure belgraph 3.9) shows both the
trends of the FDI flow and stock (or inward posiian the “manufacturing”
sector, which derive from the year by year aggiegaof the data of the 30
OECD considered countries (see tables IIl.5 an® il the appendix section).
Although the occurrence of various gaps in the sidtand some uncertainty in
data computation at source generate some difficuitydealing with this
information, we can observe how over the considgredod the trend of the
sectoral inflow of FDI fluctuated over a range @aflues. Its minimum level of
about 15,891 million US$ was seen in the first mdrthe considered period in
1982. The maximum level was recorded in 1999 withirdlow of FDI of about
239,669 million US$, which fell again to a new nminim of about 17,672 million
US$ in 2005. The observation of the data aggregayedountry highlights that
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the major investment receiving countries over lad tonsidered period are the
USA (with about 875,736 million US$), followed blget United Kingdom (with
about 167,016 million US$), France (with about $3d, million US$) and the
Netherlands (with about 122,257 million US$). Ap&éndm Luxembourg, for
which we do not have any recorded data, the castwiich received the minor
quota of investment, instead, are: New Zealandh(\athout 761 million US$),
Slovak Republic (with about 1,394 million US$), lmed (with about 1,569
million US$) and Austria (with about 3,123 millidS$).

Graph 3.9

FDI total inflow and stock in the "manufacturing" sector
of OECD countries in real min. US$ (base = 2000)

Souorce: our computation on OECD data
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In relation to the trend of the FDI stock, obseivaif the data summarized
in the above graph shows a general increase —uglthwith a few fluctuations —
in all the OECD area from a minimum of about 15,78#lion US$ in 1981 to
about 778,008 million US$ in 2005. The year coroesjing to the major level of
capitalization, however, is 2004 with the highesalp of about 1,417,236 million
US$. Observation of the evolution of the stock dréy country during the whole
considered period highlights how the USA (with ab6277,658 million US$),
the United Kingdom (with about 1,696,917 million $)S Canada (with about
1,402,707 million US$) and the Netherlands (witlowhl,289,547 million US$)
are those countries which have capitalized the mgyota of FDI stock. Apart
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from Belgium, Ireland, New Zealand and Spain, fdnickh we do not have
records, the last positions in the ranking of FIRck receiving countries are
Iceland (with about 5,905 million US$), Slovak Rbpa (with about 8,559
million US$) and Luxembourg (with about 40,315 ioifi US$).

In explaining why CQ from sectoral fuel combustion was chosen as the
polluting agent in our empirical analysis, it ispgortant to say that industrial
manufacturing activities rely heavily on the use afergy. This is mainly
generated through processes of fuel combustioniaridin, is responsible for the
largest amount of greenhouse Gases (GHGs) emis€i@hdeing among theSk
In fact, about a third of the world’'s energy congtion and 36% of C®
emissions are generated by manufacturing industfies large primary materials
industries (i.e. chemical, petrochemicals, iron atekl, cement, paper and pulp,
and other minerals and metals) account for more tiva-thirds of this amount
(IEA, 2007[b]). The link between manufacturing aittes and CQ emission is
easy to see if we also consider that in 2005 tmeeatration of CQ which was
equal to 379 parts per million in volume (ppmv),swabout 35% higher than a
century and a half ago, that is the pre-indus@dion era, when the rather steady
level of concentration was about 280 ppmv (IEA, 2GA009, 2007[a]).

With the aim of better commenting on the tripleatelinship between energy
use, manufacturing industry and €@eneration, we now analyse some data and
begin with that reported by the OECD related towloeld total energy production
by region for the period between 1971 and 2005. deso because energy
production is considered as a function of the rttgsources availability of a
country and can represent an economic incentivaheir exploitation and use
(OECD, 2009). From the graph below (graph 3.10 ftossible to observe how
world energy production has continued to increasend the considered period
moving from 5,655 Mtoe in 1971 to 7,217 Mtoe in 1%hd again to 8,901 Mtoe
in 1993 to end in 2005 at 11, 468 Mtoe. It is giessible to observe how a very

significant quota of the world production (39% asaverage over all the period

8 We have already noted in a previous section thatlong-living GHGs are CO(Carbon
dioxide), CH, (Methane), NO (Nitrous Oxide), @ (Ozone) and, according to some scientists,
water vapour. Here, we highlight that €@ the most significant GHG contributing to global
warming and climate change (IPCC, 2007).
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considered in the graph 1971-2005) has been endawyetie countries of the
OECD area. More specifically, the OECD productiorgenerally increasing,
although at a slower pace with respect to the drasitworld production — has
always represented a relevant contribution to tetatld production during the
period in question, moving from 2,343 Million tomeil equivalent (Mtoe) in
1971 (when it represented 41.4% of world produgtian2,943 Mtoe in 1981
(40.8% of world production) and to 4,486 Mtoe in939(39.2% of world
production) to reach 3,834 Mtoe in 2005 (33.43%vofld production) (OECD,
2008[b]).

Graph 3.10

Total energy production by region 1971-2005 (in Mtoe)
Source: OECD, 2008[b]
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Moving now onto scrutinizing the data dispatchedtioyy OECD (2008][b])
on the type of product, where the production ofrgmecomes from, the two
graphs below (graph 3.11 and graph 3.12) — in teer@ce of a complete time
series — give us the possibility of comparing twaations at the extreme points
of the time span subject of consideration. Althoubk first considered year
(1971) does not exactly correspond to that reptasgethe starting point of the
time span we consider for our empirical analys@3(@), it gives us the possibility
of observing how the dynamic related to the typepafducts used for energy
production changed up to 2005. As can be seer@iid 1the most significant part
(45.1%) of energy produced in the OECD area wam ffoil”, 25.4% from
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“coal”, 16% from “gas”, 0.5% from “nuclear”, 1.8%o0m “hydro” and 11.2%

from “other” products or sources (geothermal, wisalar, etc.).

Graph 3.11

Total OECD energy production by product at 1971
(as % of tot. energy production)
Source: OECD, 2008[b]
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As can be appreciated from the data just presemed971 a quota of
70.5% of the energy produced in the whole OECD amaes from the use of
fossil fuels, whose combustion is the most relev@@ generator. Examination
of the data at 2005 allows us to observe a litti@nge. In fact, the production of
energy from “oil” shows a decrease to 35%, produrctirom “coal” is
substantially unchanged remaining 25.4% of thelteteergy produced. An
increase can be observed in the use of “gas” ferggngeneration which now
results 20.7%. An increase to 6.3% can be obsdrveelation to “nuclear”. In
addition, a very slight increase is shown with rege “hydro”. Very slightly
decreased (10.4%) is the contribution made by fbtBeurces to the OECD
energy production (OECD, 2008[B)

8 According to IEA (2007[c]: 30), under the labelttier” in graphs 3.11 and 3.12 we classify
world marine bunkers.
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Graph 3.12

Total OECD energy production by product at 2005
(as % of tot. energy production)
Source: OECD, 2008[b]
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Even the analysis of the data related to the eneoggumption shows the
relevant contribution of the OECD area in the wateenario and — within the
OECD area — the relevant use of fossil fuels (paldrly oil) as primary energy
vector. Data computation from the International fggeAgency (IEA) helps us to
observe the situation at two specifically consideyears, namely 1973 and 2005
(IEA, 2007[c]). Once again, although the first doesed year (1973) is not
exactly the starting point of the time span we adrsfor our empirical analysis
(1981), it is useful to understand how the enexysamption dynamic evolved in
the decades leading up to 2005. More specificdilye look at the following
graph (3.13), which gives us a picture of the situtmat 1973, we can appreciate
how in the world context, the OECD countries alseadpresented the main
energy consuming area with 60.5% of the worldwikhalfenergy consumption
corresponding to 4,700 Mtoe. At that time the OE&@®Pa was followed by the
former USSR and China with 12.5% and 7.9% of thalfenergy consumption
respectively. A different situation is observed2805 (graph 3.14), when the
OECD countries were confirmed as the main energygwmers worldwide with
their consumption level being 48.7% of the totakiddinal energy consumption
equal to 7,912 Mtoe. They were primarily followegl ®hina (14.2%) and the rest

of the Asian countries (11.3%).
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Graph 3.13

World final energy consumption by region at 1973
(as % of the total - Mtoe 4,700)

Source: IEA, 2007[c]
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Graph 3.14

World final energy consumption by region at 2005
(as % of the total - Mtoe 7,912)
Source: IEA, 2007[c]
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With respect to the origin of the energy consumedhe OECD area, the
following graph (3.15) shows that in 1973 fossikls were the major energy
vector representing 66.8% of the total final enecgnsumption equal to 2,839

Mtoe. More specifically, 56.7% of the final energgnsumption is generated by
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the use of oil and 10.1% from c&4l At 2005 (graph 3.16), the energy
consumption from the use of fossil fuels was 55&%he total (3,853 Mote) and
more precisely, 51.9% from oil and 3.3% from cdBl, 2007[c]).

Graph 3.15

OECD final energy consumption by product at 1973

(as % of total - Mtoe 2,839)
Source: IEA, 2007[c]
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Graph 3.16

OECD final energy consumption by product at 2005

(as % of total - Mtoe 3,853)

Source: IEA, 2007[c]
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8 In graphs 3.15 and 3.16 the label “other” is maiior geothermal, solar, wind and heat energy
vectors (IEA, 2007([c]: 29).
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Moving now onto specifically considering the aspesiated to the CO
emission from fuel combustion, computations on diada IEA make us observe
how in the OECD area its level was, on averagealegpus6.5% of the world total
between 1971 and 2005 (IEA, 2011). Furthermore gtlaph below (graph 3.17)
shows the contribution of some considered sectothd generation of CGGrom
fuel combustion in the OECD area. Apart from highting the general increase
characterizing all the considered sectors, it malesbserve how the sectors of

“electricity and heat generation”, “transport” aftrdanufacturing industries” are

the main anthropogenic contributors to £gnissions from fuel combustion.

Graph 3.17

CO2 emissions from fuel combustion by sector

in OECD countries 1971-2005 (in mln. tonnes)
Source: IEA, 2011 and 2007[a]
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More specifically, the “electricity and heat gertema’ sector emitted, on
average, about 3,517.26 Mtoe per year between 48@12005, that is 57.9% of
the total world emission associated to the secatoguestion. The other sector
identified as “other energy industry”, instead, geted about 605.9 Mtoe as a
yearly average, this corresponding to an averagg9d% of the sectoral world
emission. Furthermore, with reference to the wipaleod we are considering, we
can observe how the “manufacturing and construttsector generated, on
average, 2,146.3 Mtoe per year, which correspoodsout 47.9% of the world
sectoral figure. The “transport” sector generatecagerage per year quantity of

2,659.8 Mtoe of CgQ this being — always in terms of average — ab@6% of
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CO, emissions from fuel combustion generated at wadekkel in the same
considered sector. The “residential” sector emitéedaverage of about 1,090
Mtoe per year, corresponding to about 64.3% ofdbetoral world considered
type of emission. Lastly, the sector genericalbeléed as “other”, which includes
among its main voices “commercial and public sawic “agriculture and
forestry”, “fishing”, “other energy industries” arfdther emissions not specified
elsewhere”, generated, on average, about 1,903.tt® Mer year during the
considered period, this representing about 59.9%h@fworld total emissions of
the considered pollutant in the same consideremise@EA, 2011; 2007[a]).

A more specific look at the situation associate@@05 (graph 3.18), which
is the last considered year in our analysis, malsefurther observe how in the
OECD area the “industrial manufacturing” sector kich is the sector subject to
analysis and empirical investigation in this worlappears among those sectors
relevantly contributing to COemissions from fuel combustion. With its 15%, it
shows once again to be the third sector contriguiinCQ emissions, just after
the “electricity and heat generation” (36%) andafigsport” (27%) sectors. They
are all followed by the generic “other” sector (22%hich must be intended in
the same way as mentioned above (IEA, 2009[a]; 2007

Graph 3.18

CO2 emissions from fuel combustion by sector
in the OECD area at 2005
(as % of the total - Kg. per capita 11.020)
Source: our computation on data from IEA (2007[a])
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Before concluding this section, we give a lookhat trend of C@from fuel
combustion in the “manufacturing and constructiegttor between 1981 and
2005 in OECD countries. To this aim, we refer te tigure below (graph 3.19),
which is built on the year by year aggregationhaf tlata of the considered OECD
countries (see table IIl.7 in the appendix sectian)l dispatched by the IEA
database. The figure shows a general decrease ofr@® fuel combustion in the
sector over the considered period. In fact, théupoh level passes from 2,331.66
million tons in 1981 to 1,910.88 million tons in @ Specifically, the more
evident fall actually occurs between 1981 and 1@8B8en about 1,878 million
tons were recorded); afterwards the trend showseadg state until the last
considered year, 2005. According to some authbes,dieclining trend of CO
emissions is explained by a general reduction inufecturing energy intensity,
which was most probably motivated by economic ghoamd increased energy
prices (Torvanger, 1991).

As was referred earlier, two significant downtua be seen in OECD
CO, emissions, following the oil shocks of the mid-0%7 and early 1980's
(OECD, 2008[b]). These conditions surely becaménaantive to invest in new
technologies to ameliorate industrial processes.ofter aspects, the observation
made on the basis of the breakdown by country k tithe cumulative emission
quantity over the whole period 1981-2005 — allowsta see how between 1981
and 2005, countries such as the USA (with about2b/ million tons), Japan
(with 6,751 million tons), Germany (with about 450&iillion tons), Canada (with
about 2,228 million tons), France (with about 2,0@lion tons) and the United
Kingdom (with about 2,028 million tons) were the jaracontributors to the
generation of the considered pollutant. Icelandth(wvabout 14 million tons),
Luxembourg (with 90.63 million tons), Ireland (widibout 134 million tons),
New Zealand (with about 144 million tons) and Den@aith about 145 million
tons) result the least pollutiffy

8 By referring to the already-mentioned table lih7the appendix section, it is interesting to note
that if we end our observation at the last yeaism®red in our analysis (2005) and normalize the
emission quantities on the basis of the consideoemhtries' population, the major g@olluting
countries are Luxembourg (with about 1.98E-04 wnilltons per capita), the Czech Republic (with
about 1.05E-04), Belgium (with 8.25E-05) and Can@dth about 6.91E-05).
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Graph 3.19

Carbon Dioxide (CO2) emission from fuel combustion in the "manufacturing

and construction" sector of OECD countries in min. tons
Source: IEA estimation
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So far we have observed how the inflow and stockDbf reaching the
"manufacturing” sector of OECD countries have depetl during the considered
period. Furthermore, we have discussed some feataharacterizing the
relationship between the "manufacturing” sector @@ to explain the reasons
for choosing C@from fuel combustion deriving from the sectoraiidties as the
considered polluting agent. We have also obserigettand over the considered
period. We now proceed as follows. In the next satisn we will describe the
modelling approach of our empirical work dedicatedthe sector in question.
Afterwards, in another two subsections, the reswoltsour analysis and a
concluding discussion together with the identifimatof policy implications will

be reported.

3.4.1. The modelling strategy description.

As already anticipated, the impact FDI exerts om latural environment
when entering the "manufacturing” sector of the OEea is here investigated
in terms of the relationship between the sectonfibw of FDI reaching the
countries of the considered area and,@®m fuel combustion deriving from

sectoral activities. To this purpose, we have baiit unbalanced panel dataset
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containing 24 variables which have all been triechumerous analysis attempts.
Only some of them have only been found significamd helped us to explain the
above-mentioned relationship. The table below (t&h1l3) reports the
specification of only those variables which gavethes possibility of identifying
the best fit model among the many attempts we nmladée right-hand column of

the table, their source is also highlighted.

Tab. 3.13 —Variable specification for model [%]

No. Variable Description Source

Dependent variable. Natural log. of the rati©ur computation
between the amount of carbon dioxide (in millipn  on IEA
tons) from fuel combustion in the sector and theestimation and
amount of workers in the sector. UN data

1 COsctr

One-year lag of the natural log. of the ratio betwe Our computation
2 | GDPsctr the sectoral GDP (in real US$) and the amouni obn UN/OECD
workers in the sector. data

Square of the natural log of the sectoral GDP |(l@ur computation
3 | GDPsctt GDPsctr * In GDPsctr) per worker in the sector (inon UN/OECD
real US$). data

One-year lag of the natural log. of the ratio betwe Our computation
4 | FDlsctr the FDI inflow in the sector (in real min. of US&)d | on UN/OECD
the amount of workers in the seéfor data

Our computation
on UN/OECD
data

Square of the natural log. of the sectoral FDlowfl

5 | FDIsctf (In FDIsctr * In FDlIsctr) per worker in the sector.

Natural log. of the ratio between the amount of<3r|
6 | GCF Capital Formation (in real US$) and the total no.
work force (in thousands).

OO('f)ur computation
on WB, ILO

Natural log. of a sectoral relevance indicator gibg our computation
7 | SCTRrel the ratio between the sectoral GDP (in real US#) an on Udiata
the total GDP (in real US$).

Natural log. of a market openness indicator given b
the ratio between the sum of the export and |tli@ur computation
import (taken in absolute terms) both considereon IMF/UN data
f.0.b. (in real US$) over total GDP (in real US$).

8 MKTopn

9 | PROTarea Natural log. of the surface of protected area |(i®ur computation

squared Km.). on UN data
Our computation
10 | EDU Natural log. of the average year of schodldator. on CID Harvard
data
Natural log. of the cross-product derived from th®ur computation
11 | CRpr amount of GCF (in real US$) times the total FDIon WB/OECD
inflow (in real min. US$). data

We have already introduced the main aspects ofnoadelling strategy

approach in section 2. However, we again highltght the functional form used

% As before, we specify that all the financial dates in US$ and was transformed from current to
real terms by using the USA Gross National expeneiDeflator (base year = 2000) gathered
from the World Bank database available on linetigt Hidatabank.worldbank.org

% For the reasons already cited in the previous tehamd in a footnote at the beginning of the
previous section, we make the flow and not thekstdd=DI subject of attention in our empirical
task.
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for our empirical task is of log-log type and caless the variables in first-
differences for the reasons already said in theipus section¥.

[38] COsscti; = a + By GDPscti + B, GDPsctfi, + B3 FDIsctr + FDIsctfi + fa
GCF; + B5 SCTRret + s MKTopn;; + Bz PROTareg+ s EDU + 39 CRp;
+ &it

where:i represents the cross-sectional units related t@@WECD countried;is
the time dimension referring to the years considl@neour time span, that is from
1981 to 2005¢ is the error term. While inviting the reader tdereback to the
table above (tab. 3.13) for the description of Wlaeiables in the equation, it is
useful to highlight how the induced-GDP and theut®t-FDI technique, scale
and composition effects are identified in this dgurmodel. According to what
has already been said, where the literature imgpiour work was examined, the
technique effect is identified through the estirdgitethat is coefficient of the per-
capita GDP variable taken in isolation, since ppens as a result of a change in
the income level. The scale effect, representing $ize of the considered
countries' economic expansion, is instead obseitwedigh the coefficient a2f,
GDP which is obtained by computing the partial delivatof our equation [3]
with respect to GD¥. Finally, the induced-GDP cumulative or total effés
achieved by bringing to solution the result of gaetial derivative of the equation
model [3] with respect to GDP. It can be obsentedugh the coefficients ¢ +
2$, GDPsctr in elasticity terms and computed, for example, levisiubstituting
GDP with the sample mean income of our OECD coesitobservable in the
following table 3.14 (e.g. Managi et Al., 2008; hg 2006; Cole & Elliott, 2003;
Antweiler et Al., 2001).

8" As done before, we recur to transform our varisiifeto first-differences as a consequence of
the result of the Engle-Granger test for cointégratve ran on the OLS model while considering
our variables in levels (Engle & Granger, 1987)eTagged value of the residu@shows a p-
value equal to 0.0976 which makes us accept tHehppbthesis of no-cointegration.

8 As in the previous section, we here comment onesgesults and highlight that the
consideration made by Cole and Elliot (1993), thahe real world the scale effect is likely to be
contemporaneous whilst the technique effect ishjlike be the result of a past dynamic (which
would suggest diversifying the considered varialgsising lagged forms), can be seen as valid
for the induced-GDP and the induced-FDI technignd acale effect. In fact, the coefficients
identifying the technique effects (for GDP and FRig found significant while considering the
variables at time-1. The induced-GDP and induced-FDI scale effectd@urad significant while
considering their respective variables at time t.
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Similarly, the coefficients of the induced-FDI tewfue, scale and their
cumulative effects on our considered environmentaiable are respectively
observed througfis, 26, FDIsctr andfs + 264 FDIsctr (the latter two achieved by
taking the partial derivative of equation [3] witbspect to FDI) and, for their
actual computation, while substitutifgDIsctr with the sample mean of the
sectoral FDI inflow in OECD countries in the talgering the summary of the
statistics.

The composition effect is captured in this model dpnsidering two
different aspects, which refer to the capitalizatievels of the considered
economies and the relevance of their “manufactirsggtor. More specifically,
these two aspects are considered by the capitaldatatio and by the ratio
between the sectoral and total GDP (namely vamalsle. 6 and no. 7 as
previously reported in table 3.13).

A final explanation for the employment of a croseeuct in our estimation
can be given in the same terms as before. Theiaadit nonlinear functions such
as squares and cross-product to the objectiveiumcan help to test with power

to detect ignored nonlinearities in model estimaig/ooldridge, 2002).

3.4.2. Results of the analysis.

The results are achieved by using the software gugiStata/IC 12.1 for
Windows. We begin their presentation by reportihg table below (tab. 3.14),

which summarizes the main statistics of the vagslgonsidered in our model.

Tab. 3.14— Summary statistics of the variables considemdtié model [3].

Variable Obs Mean Std. Dev. Min Max
Id 750 - - 1 30
Year 750 - - 1981 2005
EDU 750 2.12257 .2730594 1.029619 2.505526
COs,sct(dependent var.) 678 -12.44676 5173222 -13.56653  -10.19306
MKTopn 662 -1.735082  3.153601 -14.79678  4.411031
GCF 657 22.67215 .6319137 20.43895 23.74382
SCTRrel 641 1.730326 .2499945  -7751441  2.502773
CRpr 608 30.9883 11.37811  -36.13007 40.98174
GDPsctf 591 332.2361 125.306 231.4286 873.3745
GDPsctr 590 18.0072 2.830883 15.21278 29.55291
FDIsctr 481 2.594019 4,148572 .0000769 40.2775
FDlsctr 480  -.4723731 1.543003 -5.067869  6.346456
PRTarea 480 -6.205169 1.807776 -9.219663 -1.6507
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Before presenting the results achieved from themesbn of our model
specification, we report on the outcomes of testindor heteroskedasticity,
autocorrelation and stationarity. Heteroskedagtiois tested by employing a LR
test for the null hypothesis of panel homoskedigt{Greene, 2007). It generated
a chi2(26) = 1159.64 with a p-value = 0.0000, whmbke us reject the null
hypothesis associated to the inexistency of hetedasticity and confirm that our
model specification is affected by it. The autoetation was checked through a
test developed by Wooldridge (2002) for panel datadels, whose null
hypothesis K is associated to the inexistency of first-ordetoaarrelation. The
result showed a F (1, 23) value = 16.261 and alyeva 0.0005. As a
consequence, we accept the alternative hypothdstheotest that our model
specification is characterized by autocorrelatiime stationarity test was only run
for those variables not considered in the prevemelysis and performed through
a Fisher test up to three lags (Maddala & Wu, 199 find evidence that the
majority of our variables are non-stationary simge accept the null hypothesis

that panels contain unit-roots every time the pgal 0.0005 (tab. 3.15).

Tab. 3.15— Fisher test for panel unit-root using an augeemickey-Fuller test.

Lag -1 Lag -2 Lag -3
Variable chi2 chi2 Chi2
p-value p-value p-value
COsctr 39.0495 42.2730 53.7422
0.9835 0.9599 0.7023
GDPsctr 71.8290 49.1553 38.8956
0.1047 0.7894 0.9746
GDPsctf 72.4776 49.2209 38.8116
0.0956 0.7874 0.9752
EDlsctr 195.2725 87.6643 105.3609
0.0000 0.0014 0.0000
EDIsct? 105.4533 218.2094 244.1989
0.0001 0.0000 0.0000
GCE 48.7146 53.9064 54.0659
0.8024 0.6282 0.6223
CRpr 123.2025 76.3031 60.3645
0.0000 0.0369 0.3210

* chi2 in italics, p-value in bold.

We can now move onto commenting the estimation ltesaf our
considered model while considering data in firdtedences to recover from the

non-stationarity problem affecting our panel. Thatloiwing table (tab. 3.16)
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shows Ordinary Least Squares (OLS), Fixed EffeEs) (and Random Effects
(RE) estimates, which are corrected for heterositesiy and autocorrelation

according to what has been done for models [1][2hith the previous sectiofis

Tab. 3.16 —Panel data estimation results for model [3].

éﬁkﬁg: oLs FE RE

GDPsctr .0204*** .0261*** .0204***

________ (0049091) (0072365) (0062818)
GDPsct? 0027** 0034** 0027**

________ (0012774) ~  (0014073) ~  (0013852)
EDIscir .0058*** .0060*** .0058**

________ (0019119) (0015714) (0020706)
EDIsci? .0007* .0007* .0007*

________ (0082222) (0088588) (0082899)
GCF 1667** 2042** 1667

________ (0763059) (0770512) (.1034699)
SCTRrel -.1360** -.1631*** -.1360**

________ (.055353) (0421495  (.0600196)
MKTopn 0917* 1154** 0917

________ (0493508)  (0451816)  (.0562585)
PROTarea 0052 .0452 0052

________ (0639517) ~ (0480407) (.0638302)
EDU 2522 .0525 2522

________ (2401211)  (05262638) (.2405569)
CRpr 0001 .0001 0001

(.0003934) (.0002219) (.0001782)
Constant -.0147*+* -.0162%** -.0147*+*
(.0046204) (.0058263) (.0053518)

N. obs. 277 277 277
N. groups 26 26 26
R-squared 0.1264 n.a. Rho = 0
Adj. R-squared n.a. with robust estimates with robust estimates

Robust standard errors in parenthesis; P-value: ***< 1%, ** <5%; * < 10%

Table 3.17 below shows the Brush-Pagan test (oteés¥) results we use for
the choice between OLS versus RE/FE. We obsertéar@ equal to 0.00 with a
p-value = 1.0000. As a consequence, we choose ltBenabdel as the reference

for our comment¥.

8 Similarly to what has previously been done, weidketo use first-differences after running the
Engle-Granger test for cointegration on the OLS ehathile considering our variables in levels.
The lagged value of the residu&lshe test shows a p-value equal to 0.069 this imglyhat the
residuals of the regression are non-stationaryitandgariables are not cointegrated.

% |t is worth highlighting that this estimation shew very high level of joint significance of the
variables in the model since it performs a F(10,2%3.95 with a p-value = 0.0000. In addition,
we test the joint significance of the two variabéssociated to GDP and FDI respectively. GDP
and its square are jointly significant with F(2,)255.60and and p-value = 0.0098. FDI and FDI
squared are jointly significant with F(2, 25) = 8.4nd p-value = 0.0016. This implies that the
consideration of these variables in our model makesrrectly specified.
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Tab. 3.17 -TheBrush-Pagan (LM) test results.

Var sd = sqgrt(Var)
COssctr .0053985 .0734743
E .0048397 .0695678
U 0 0
Test: Var(u) =0 chibar2(01)=0.00 Prob > chi2 = 1.0000

We begin by observing a very high level of statetisignificance (p-value
= 0.000) and a positive relationship (0.0204) betw€Q from the sectoral fuel
combustion and GDP. A further statistically sigraint result (p-value = 0.036)
and a positive correlation (0.0027) with €@ observed when the GDP variable
is considered in squared terms. We have alreadlyisahe previous pages that
these two results are respectively associatedaantiuced-GDP technique and
scale effects on our considered pollutant. Morei§pally, while the estimateg;
(about 0.0204, namely the estimated coefficienthaf GDP variable taken in
isolation) represents the first type of effe2f, GDPsctr (achieved from taking
the partial derivative of equation [3] with resp&ztGDP) is the elasticity of the
scale effect which is positive and equal to abod0B7.

A first broad comment on the G&DP relationship, in light of these two
results, would make us note that a rise in enviremiad degradation is the result
of an early stage of income increase. Further ingmeents in the income level,
however, would still generate a detrimental impacthe environment in terms of
increase of the considered pollutant but at a slopace. As a result, the
cumulative or total effect of these two dimensiaas be observed through the
coefficientsp, + 24, (namely 0.0204 + 0.0094nGDP) obtained from the partial
derivative with respect t&DP of equation [3]). It can actually be computedhet t
mean value while substitutinGDPsctr with the mean of the income (18.0072)
observed in table giving the descriptive of theistias which gives a result equal
to +0.1176. The environmental-economic meaning ¢ Bbove-mentioned
coefficients highlight how our considered pollutahtinges in percentage terms in
response to a 1% growth of GDP.

The main investigated relationship between the WBiiable and CQ

emissions is found to be statistically signific§ptvalue = 0.002) and positive
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(+0.0058) when the FDI variable is considered as’it The squared measure of
FDI also appears to be statistically significanvgbue = 0.010) and highlights a
positive relationship (0.0007) with GOOn the basis of these results and
according to what has previously been said, wetifyeim the coefficient of the
FDI variable taken in isolation, namely +0.005& thchnique effect of the GO
FDI relationship in our considered sector. The ftoehts of the scale and the
cumulative effects are represented by +0.006&DI and + 0.0204 + 0.0054
LnFDI respectively. Once again, the environmental-econoneaning of these
coefficients is associated to the change of @(percentage terms in response to
a change of the sectoral inflow of FDI of 1%.

The relationship between the variable associatdtid@acapitalization level
(considered in terms of GCF) of the analysed OEGINtries’ economies and the
CO, emissions level is also found significant (p-vake0.030) and positive
(0.1667). Since the consideration of such an indica as already mentioned in
the previous pages — is associated to the ideatiific of one out of the two
aspects of the composition effect in our modelolvserve how an increase of the
capitalization degree of our considered econonmiiedyces an increase - although
only a very little amount - of the pollutant we a@nsidering.

Significant (p-value = 0.015) and negative (-0.13& the coefficient
describing the relationship between the variabl@asueng the relevance of the
“manufacturing” sector and the level of g@missions. This result, representing
the second aspect of the composition effect in madel, has the practical
implication that a 1% growth of the sectoral reles@ would generate a decrease
of CO, emissions of about 0.14%.

The relationship between the variable measuring lthel of market
openness and the dependent variable is found signif (p-value = 0.064) and
positive (+0.0917), this implying that a 1% increas the degree of market

openness would increase £€missions by about 0.1%.

L As in table 3.13, where the specification of tlaeiables included in the model is reported, this
FDI flow indicator is considered with a lag of oear for a better response of the model
estimation. The justification for this would lie the fact that changes in the FDI level exert their
observed detrimental - although quantitatively sebr significant - impact on the considered

pollutant after one year from their implementatiprgbably due to the time needed by investment
to enter appropriately into the work.
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No comment can be delivered for the variables ssreed by the surface of
the protected area and the education existing mcousidered countries since
they were found statistically insignificant. Tharsaapplies to the cross-product

we have used in our model.

3.4.3. Discussion and conclusions.

The analysis developed in this section has evaluateunbalanced dataset
referring to 30 OECD countries for the period beiwel981 and 2005 to
primarily understand whether FDI inflowing in thenmanufacturing” sector
generates a detrimental impact on the environntaig,considered in terms of
CO, emissions from fuel combustion. To this purpose hawe employed the
econometric technique of panel data to test anteouanodel which is built,
according to the mainstream literature, while tgkimto consideration
"technique”, "scale" and "composition” effects. Tdmncluding considerations of
its findings are given in the following sub-secBamith the intention of presenting
a discussion while considering the investigatedades grouped appropriately

for the purpose of our analysis.

3.4.3.1. The induced-FDI technique, scale and cunative effects.

The discussion of the induced-FDI effects on ,G&nissions from the
sectoral fuel combustion is based on the obsemnatad relationships which are
algebraically characterized by positive signs. As lbeen seen in the section
presenting the results of the empirical analysis,technique effect - associated to
the FDI variable taken in isolation - is represdntey a coefficient equal to
+0.0058. The scale effect - associated to the Fddiable squared - shows a
coefficient equal to +0.0014. Both of these resahlisw a detrimental effect of
FDI on the environmental variable under considemtialthough the latter
highlights a slower pace than the earlier. In otlverds, when the scale of our
considered economies increases, the-EDI relationship is still positive but the
impact of FDI on CQis reduced. As a result of these two positiveti@iahips,
the cumulative effect is also positive (since itgisen by + 0.0058 + 0.0014
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LnFDI and can be actually computed as averagely equdl.@51) and confirms

the detrimental role of the sectoral inflow of R the considered type of GO
The graph below (graph 3.20) shows the trends ef itiduced-FDI

technique, scale and cumulative effects on thel le€O, emissions from the

sectoral fuel combustion we have found.

Graph 3.20
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Cumulative effect
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The graph helps us to observe more clearly the ™dymassociated to the
CO.-FDI relationship. It shows an initial increasingerid due to the positive
elasticity of the technique effect: G@hcreases as a result of the sectoral inflow
of FDI increase. Afterwards, when a turning poioinputed at the level of 1.59E-
02 of FDI per-worke¥ in the sector is reached, the coefficient of theles effect
still remains positive but the relationship reduges magnitude since it is
characterized by a smaller number. As already akgilne overall impact of FDI
on CQ remains detrimental to the environmental featueeane considering due
to the positive sign characterizing the coefficieftthe cumulative effect and
resulting from the algebraic sum of the techniqoue@ scale effects both positive.

By referring back to what has been said in the tradevoted to the
literature review, our result confirms the evideachieved in other studies where
technique effects showing a positive relationstepeen FDI and pollution have
been observed (e.g. Shahbaz et Al., 2011; He, 20065 would imply that
technology improvements implicitly associated teestment do not reduce the
generation of a negative environmental impact. Haurhore, in relation to the
scale effects, our evidence agrees with those viexggsessed in the literature
which state that they are normally expected to éteirdental to the environment
(e.g. O’Connor, 2000).

%2 The turning point is identified by taking the paftderivative with respect to FDI of our

estimated function (LnCO= 0.0058 LnFDI + 0.0007 LnFB) and then making it equal to zero.
The result is LnFDI = -(0.0058/0.0014) = -4.14 whimonverted into real numbers through exp(-
4.14) gives 1.59E-02.
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Having said this, however, a better look at tkargitative aspect of the
coefficients we have found would induce us to jp#igtiretreat the considerations
just made. It can be appreciated, in fact, howtélsbnique, scale and cumulative
effects we have achieved in our analysis are repted by such low numbers
which would induce us to speak more appropriatelierms of an almost neutral
role of FDI on the considered type of €Qhis would also make us rehabilitate
those considerations highlighting the positive el2l plays on the environment.
At the end of the day, we should still recognize éxistence of a certain positive
effect deriving from technology advances - imphcassociated to the investment
dynamic - if our result is that of an almost neutode of FDI on CQ. Moreover,
it cannot be left unconsidered that this is obsgrvethe manufacturing sector
which, as is broadly recognized, is very often Hasa& production modes
characterized by an intensive resource-use approach

Having said this, even if we cannot speak in teahthe existence of an
inverse relationship between g@nd FDI, we can surely argue in terms of the
almost beneficial role investment plays on the mmrment. In this sense, our
evidence can be seen as supportive of those viegressed in other studies. For
example, work based on the use of the panel dataitpie and examining the
impact of the FDI inflow on air pollution in Chinbetween 2001 and 2007
observes a significant causal effect showing theefeial role FDI inflow plays
in reducing air pollution (Kirkulak et al., 201IJlhe same evidence is reached by
other studies, which have focused on the casedé land analysed a database
containing a time series from 1980 to 2003, esfigaialated to FDI inflowing
into the country and COemission levels (e.g. Acharyya, 2009). As has been
already said, what could help to explain the vimsioole of FDI inflowing in the
OECD manufacturing sector on the £@vel can seen in the fact that FDI brings
with it technological advances, which generate beila¢ effects from an
environmental point of view. Technology transfen ¢deppen through four main
channels, which in order of importance are: 1)igaklinkages with suppliers and
purchasers in the host country; 2) horizontal Ilgdsa with competing or
complementary companies in the same industry; ration of skilled labour

force; 4) internationalization of research and digyment activities. It is a general
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expectation that FDI activated by a MNE in a hosurdgry can result in

technology spillover on domestic firms, which aresiped to adopt more modern
technologies to improve their productivity — as Iwels environmental

performance — to enter or stay in its market netw@ohnson, 2006; OECD,
2002[c)).

For a better understanding of the evidence we laahgeved, namely the
almost neutral impact FDI exerts on £@ would also be valuable to look at the
qualitative analysis of FDI inflow within the codsred sector with the aim of
observing whether the environmentally neutral rofeFDI inflowing in the
OECD countries is the result of the relocation mmeenon, whose mechanism
attracts major investment quota into “less dirtydustries” while pushing
investment away from “dirtier industries” (i.e. Ma%a Jah, 2006). Although this
goes beyond the purpose of our work, it can cdptaiemain ascribed in the
research agenda for future work. Apart from thissgige, alternative
consideration, the policy implication arising fraime observation of our result
would go in the sense of enforcing investment (aee trade) due to — as we have

already said — their capacity to transfer modechrtelogy.

3.4.3.2. The induced-GDP technique, scale and curatilve effects.

Moving onto commenting on the technique and scHkxrts associated to
the relationship between GDP and the level of €E@issions, we can observe the
following. As already anticipated when presentihg estimation model results,
GDP - which in isolation represents the induced-GBéhnique effect in our
model — is positively correlated to GGince the estimated coefficient is equal to
+0.0204. Furthermore, when GDP is squared — tipiesenting the induced-GDP
scale effect in our model — another positive catreh with CQ of about +0.0054
is observed. Finally, as a result of the algebsaim between the induced-GDP
technigue and scale effects the cumulative effebidh actually computed at the
sample mean of GDP is equal to +0.1176) is reptedeny + 0.0204 + 0.0054
LnGDP confirms the detrimental impact generated by ADC®.

The graph here below (graph 3.21) helps to obseeter the dynamic of
the investigated relationship since it shows hoehmégue, scale and effects
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Graph 3.21
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3,00E-01

FORIOF L J FO+I0F L J FO+306° L

PORIET'D PO+IEC'D FO+HIECD

PORITL'S PO+HITL'S FO+ITL'S

FOrI0F'S vO+30F°S FO+300'S

POFIGO'S PO+360°S #0+360°'S

ORISR PO+ISR 'Y PO+3IS8' Y

FORI69't FO+I69Y F0+369'7

FPOFITS ¢ PO+ITS Y PO+3ITST

POFIBT'P o FO+IET'Y o PO+38T'V

PORIBE'E a vO+3I86'E| O - FO+IR6'E

. (] , ] Q ,

FOFIFS'E = - PO+IFS'E| = % #O+IFE'E

poFIvO's | 8 S vO+3r9e| S L] FO+IF'E

i o i o i

PORTYE | g ﬁ LI Q bO3ry'E

FOFIFL'E e O+IFLE .m PO+3IFT'E

POFITO'E @ pO+ITO'E = r0+ITO'E

POFI99'C (] PO+399'C £ #0+399'C

roraze'e v0+322°C m F0+372°C

POFISE'T P0+398°T #0+358°T

PORFIBS'T PO+IZS'T #O+3BS'T

FORI0T'T FO+392°T #0+392°T

FORIED'T PO+IE0T FO+IE0T

20-300'7 0-300'T Z0-300'T
i — = — ™~ (=] ~ — = [ I [ B o N [ I T o R | ™~ (o T o O e T Y O ! O I Y Y O e B
o o o (=] (=] (=] (=] o o o o o o o oo o o o o o [ T o T s T s T T o T s T s T s s
WoWw oW oWwoWw 5 oW W WoW oW oW oW oW oW Wwow W W W W W oW W ow oW W
o o o o (w] =) o o o o 0O 0O Q Q 90 Q 5 9O © Q 000000000 g2
n oo n oo a 5 S a o o o g a o a a9 oo oogQ

7205 uo eduwy o) uo edw| 70D uo 1oeduw|

achieved in our empirical analysis impact on thell@f CQ, emissions from the

sectoral fuel combustion.

Sectoral GDP
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We can more clearly observe how in a first phase,impact of the GDP
growth on the environment is detrimental. As a ltesme would be unable to
accept the validity of those considerations whighidally refer to the technique
effect as a driver of environmental quality improwvent due to technological
innovation and diffusion processes, which is gdherthought to be self-
contained in the wealth increase. When GDP furthereases, that is when the
scale effect is taken into consideration and remehirning point we compute at
a level of GDP per-worker in the sector equal ®8E-02° its impact on C®
still remains detrimental although characterizedlyginor magnitude.

Together these two results do not allow us to argdavour of that vein of
literature which supports the existence of an itedetJ relationship, namely the
Environmental Kuznet’s Curve (EKC). Our evidencafaons what is reported in
those works where authors, working with differemtss of pollutants while
adopting various techniques of econometric analgsisvestigate the relationship
between GDP (income level) and the pollutant agensidered time by time, find
themselves unable to identify or to fully confirfmetexistence of the EKC (i.e.
Stern, 2004[a]; 2004[b]; Perman & Stern, 2003; Manret Al., 2002). A more
recent work specifically focusing on the same OE&£Z&a subject of our analysis
over the period between 1960 and 2003, and emgayisemi-parametric method
of generalized additive models to enable the usenofe flexible functional
forms, has not found any useful relationship betweeonomic growth (that is
GDP increases) and G@eduction.

In more detail, the authors of this work divide tm@del into technique,
scale and composition effects and find that thériepie effect is not enough to
reduce CQ@emissions (and energy use as a broader investigatay) except for
high-income countries (Tsurumi & Managi, 2010). fBonain within the OECD
context and, more specifically, in relation to Caaafurther analysis employing
semi-parametric and flexible nonlinear parametriodeiling methods in an

attempt to provide more robust inferences findy Vigite evidence (however not

% The turning point is here computed by considethgpartial derivative with respect to GDP of
our estimated function (LnGG= 0.0204 LnGDP + 0.0027 LnGBPand then making it equal to
zero. The result is LnGDP = -(0.0204/0.0056) = 83which converted into real numbers through
exp(-3.78) gives 2.28E-02.
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enough to provide an adequate statistical supportpnfirm the validity of the
existence of the EKC hypothesis as the result efréfationship between GDP
and CQ (He & Richard, 2010). As further evidence agaihst existence of the
EKC hypothesis, Aslanidis and Iranzo (2009), by kEyipg the use of
econometric techniques for smooth transition regoes to investigate a panel
data containing information on G@missions for non-OECD countries between
1971 and 1997, did not find any evidence of EKC.

In addition, another investigation, although foogson Japan (which is an
OECD partner) and China (as a non-OECD country) ineestigate the
relationship between economic growth and,(@e analysis also separately
considers S@as a further pollutant) over the last 30 yearsjdino evidence of
EKC (Yaguchi et Al., 2007). As already said, howevether works show
evidence to confirm the EKC hypothesis. For examalghors such as Mazzanti
et Al. (2007) and Shafik and Bandyopadhyay (1992ykwon different sets of
pollutant (CQ among these) and show how a linear effect betvem@momic
growth and most of the pollutants they take intmsideration can be proven.
Another work pro the existence of the EKC invesdggathe case of France while
methodologically taking into account, as an estiommethod, the autoregressive
distributed lag (ARDL) approach to cointegratiorddimds significant evidence
of the existence of a relationship between GDP @@dl in the sense of the EKC
(lwata et Al., 2010). Some other studies find ewmime to support that both the
existence and inexistence of the relationship ietplby the EKC hypothesis
depend on what the analyses are based on. Moresgdsgeahis depends on the
geographical scale (whether local or global) atclwha considered pollutant is
taken into consideration (e.g. Lieb, 2003).

All this apart, however, if we look at the quartite aspect of the
coefficients achieved from our empirical analysied eobserve the very little
numbers characterizing the impact of GDP on,Cfe would feel induced to
argue in terms of an almost neutral role of grosththe environmental feature
we are considering in this analysis and reconssdetre aspects of what has been
said above. In fact, the very small impact of GDP aur considered pollutant

cannot find any other explanation apart from thet fhat growth is considered as
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a carrier of technological innovation and diffustbinough which a more effective
and efficient use of the natural resources can baramteed. Furthermore,
although our discussion cannot exactly be developederms of the EKC
argument for the reasons we have already said, adratesult makes us observe
Is that, anyway, an increase in the scale of tloa@ny reduces the magnitude of
the negative impact on GOwhich already appears to be quantitatively veuy. |
The policy indication arising from these considienas would suggest us to
go along with what is generally prescribed by thaCEhypothesis - although our
analysis does not enable us to validate it - wisteltes that becoming richer can
represent a solution to environmental degradatiothe sense that country or

population richness per sé can be seen as a diveollution abatement.

3.4.3.3. The impact of FDI on CQthrough GDP.

Similarly to what has been done before, in thidiseave aim to develop a
brief discussion on how our considered pollutarafiected by the sectoral inflow
of FDI through GDP in consideration of the factttirathe real world the latter
contains components of the earlier and is then iafb@enced by it. To this end,
for the reasons already referred in the previowti®es, we consider our data in
first-differences and estimate OLS, FE and RE foe tfollowing log-log
functional forn?*:

GDPscty = a + By FDIsctr, + B2 FDIsctr; + B3 GCF; + B4 SCTRret + Bs
MKTopn;; + s PROTarea+ 7 EDU;; + Bs CRpF; + &t

where:i andt (1981-2005) represent the cross-sectional anddexhpnits in our
panel respectivelyGDPsctris the gross-domestic product normalized in per-
capita termsFDI and FDI? are the linear and quadratic forms of the sectoral
inflow of FDI per-unit of GCF (Gross Capital Fornmat); SCTRrelrepresents the
sectoral relevanceylKTopn represents the market openness of our considered

% As has already been done in the previous sectises;onsider our functional forms in log-log
terms with the aim of achieving results representife elasticities of the investigated
relationships. In addition, the log-log form is appropriate transformation when dealing with
numerical values which are not homogenously medsure
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economies;PROTareais the surface of protected areBDU represents the
education levelsCRpris the cross-product already described in theectalblthe
summary of the statisticsiis the error terff.

The estimation results are presented in the tablewb(tab. 3.18) and are
produced on the basis of robust standard errorgessth through the same
estimation strategy used for the previous anaf¥yses

Tab. 3.18 —Panel data estimation results.

de(?)I.D\I/Dar. OLS FE RE
EDlsctr -.0003** -.0004** -.0003
(.0001621) (.0002113) (.0003311)
EDlsct? -.0005* -.0001 -.0003**
(.000163) (.0001084) (.0001216)
GCE .5906*** 5740%** .5818***
(.0748467) (.059718) (.0555791)
SCTRrel .9255%** .9217%** .9244%**
(.0420819) (.037728) (.0266163)
MKTopn -.9355%** -.9371%* -.9353***
(.031253) (.0283951) (.0133234)
PROTarea -.1023 -.0908 -.1010
(.0629324) (.0598551) (.062996)
EDU .5613 .6867 .5817*
(.4668636) (.4415629) (.2496277)
CRpr -.0006** -.0005** -.0006
(.0002854) (.0002339) (.0003542)
Constant .03111 .0309* .0323*+*
(.0201189) (.0172098) (.005824)
N. obs. 292 292 292
N. groups 27 27 27
R-squared 0.9494 n.a.
Adj.qR-squared n.a. with robust estimates with robust estimates Rho =.0298

Robust standard errors in parenthesis; P-value: ***< 1%, ** <5%; * < 10%

The Brush-Pagan test, computed for the choice le#tv@.S and FE/RE models,
generates a chibar2 = 0.52 and a p-value of 0.28%¢h make us choose the
OLS over the FE/RE.

% The variables considered for this estimation tskthe same as those used for the analysis of
model [3] except for GDP (which was considered @n-worker terms and now is in per-capita
terms) and for FDI and FBKwhich were both normalized per-GDP and now anesittered in
per-GCF terms).

*As already reported in footnote 59, in particuldrS0and FE are estimated through the use of
xtsccStata program which allows the computation of déad errors robust to forms of spatial and
temporal dependence (Hoechle, 2007).
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Tab. 3.19 -TheBrush-Pagan (LM) test results.

Var Sd = sqrt(Var)
GDP .1237556 .3517891
E .0058308 .0763597
U .0001792 .0133868
Test: Var(u) =0 Chibar2(1) = 0.52 Prob > chi2=0.2351

To the purpose of our present discussion, whidhasdentification of how
FDI impacts on C@through GDP in the sector under consideration|inve our
observation to only those results characterizirg@DP-FDI relationship and no
comment is given in relation to the other evidemeehave obtained. In fact, as
has been done in previous sections, the answéetquestion now subject of our
analysis can be given by referring back to thenestion result we have obtained

for model [3], which in a short form can be writtag

CO; = 0.0204GDP + 0.0027GDP? + 0.0058FDI + 0.0007FDI? + ...

from which we take the partial derivativesagO, / oFDI andoCO, / 6GDP and
the result of the estimation just produced

GDP = -0.0003FDI - 0.0005FDI? + ...

from which we take the partial derivative @&DP / oFDI. By computing [fCO,

| oFDI) + (0CO, / 0GDP)] x ©GDP / oFDI) with FDI and GDP considered as
their sample mean value (FDI = -0.4723 and GDP H0R as reported in the
table of the summary of the statistics) we get saulteequal to +0.00002. This
result would represent, on average, the actual emipBI exerts on C®through

GDP. lIts positive sign basically confirms what Hssen said in the previous
section where the induced-FDI and the induced-GBé&cts on the considered
pollutant were examined. Apart from the algebran showever, what should be
highlighted is the very low number characterizimgTihis would induce us to
confirm the almost neutral role FDI plays to thérideent of the environment, this

intended in terms of C{emissions from sectoral fuel combustion.
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3.4.3.4. The composition effect.

The composition effect is considered in the presemalysis in two ways.
The first refers to a broader concept of the contijposof an economy and is
observed in terms of the capital-labour ratio (altljumeasured by the ratio
between the Gross Capital Formation - GCF - anddta number of workforce)
in the entire economy of our considered countfié® second, more specifically,
refers to the relevance of the manufacturing seottite whole economy (actually
measured by the ratio between the sectoral GDRhenbtal GDP).

With regard to the relationship between the compumeasure of GCF and
the considered type of GQOour analysis has shown a positive correlationctvhi
could be interpreted by saying that the more theitalzation level of the
considered economies increases, the more the @etiamimpact on C® Our
evidence agrees with what has been found in thaskswwhere the increase and
accumulation of fixed assets (plants and machineglgicles, buildings, etc.) has
been found to result in higher production levelggrenconsumption and more
pollution as a result. Various authors have protlen existence of a positive
correlation between emission intensity and capiénsity while considering
different pollutants (e.g. Mazzanti et Al., 2007¢,H2006; Cole & Elliott, 2005;
2003; Antweiler et Al., 2001). Although dealing tvithe trade issue, for example,
Antweiler et Al. (2001) postulate a Factor Endowinétypothesis (FEH) and
investigate the environmental impact deriving froade liberalization. By using
a panel data on city-level ambient S¢@ncentration, they find evidence that a 1%
growth in the capital-labour ratio of a country geates a 1% increase of 5@
their view, the FEH predicts that liberalizationtadde leads to a rise of polluting
emissions in those countries characterized by @lapliundance. Vice-versa for
those countries characterized by capital scardityreplicating this study, Cole
and Elliot (2003) extend the analysis to take iobmsideration other pollutants
such as Cg@ NOx and Biological Oxygen Demand (BOD). They also find
statistically significant positive correlations, mh confirm that the higher the
capital to labour ratio is, the higher the pollatiotensity is.

This type of evidence could seem counterintuitivehwespect to the

generally accepted perception that capital accumualabrings technological
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advances from which beneficial effects on the emmment are generated.
Although this cannot be denied, we have to consiier it cannot always be
considered as the rule of thumb. Technological y@eg can certainly play a role
in abating pollution, but it might also be unaldecbntribute to the solution of the
problem of pollution if capital accumulation prodseat a faster pace than the
actual implementation of technological advances.e Tpolicy implication
associated to what has just been discussed caomnélye recognition that capital
accumulation (which broadly means the productiorpuablic and private goods
and services) may be realized in various waysudioh those which could be
detrimental to the environment. This also implies tecognition of the existence
of externalities, whose solution can be somehowdoin the policy approach
which calls for the implementation of environmertakation, although — as we
are generally aware — monetizing environmental eslig not easy — and, in fact,
iIs sometimes impossible — to do. All this coulddree food for thought on what
type of taxation policy could help to rise capit@mation holding the feature of
being environmentally sustainable (selective bussirntax-incentive, personal tax
cuts, etc.).

With regard to the other version of the compositedfect in our model,
considered in terms of relevance of the “manufaotyir sector in the whole
economy, the estimation results we have achieves sh negative relationship
with CO,. This would highlight the beneficial role the méamiuring sector plays
in reducing CQ@ emission which, according to a generally acceptiedv, is
explained through the fact that free trade and stiment promote comparative
advantages among nations inducing them towardsffemelt specialization of
their economic systems (OECD, 2001).

In other words, our result would induce us to dagt the “manufacturing”
sector we have analyzed is characterized by coripar@dvantages, making our
considered countries’ economies cleaner (in terMS@) the more specialized
they are in it. More specifically, specializatiadue to the sectoral efficiency in
resource allocation which makes production achilevdly employing lower
inputs per unit of output and less polluting asesutt. This finding agrees with

that part of the literature which refers to theséxnce of a beneficial result of the

136



composition effects (or structural effect) on thevieonment, although the

opposite situation is also thought to be true. As been highlighted by some
authors (e.g. Cole & Elliott, 2003), the actual ampof the composition effect on
the environment depends on a given country’s coatpa&r advantages, which
could lead to different types of economic specaion and to diverse forms of
environmental impact (either positive or negatiag)a result. To clarify this, it

must be considered that trade and investment libat@n unavoidably change

the production-mix of a country towards those patduwhere it has a

comparative advantage. This implies the implementatof a resources

reallocation process within the considered courtmough which trade and

investments improve their economic efficiency. Hoer the environmental

effect will exclusively depend on the type of sestm which the country builds

its comparative advantage. If the expanding se@mdess energy intensive than
the contracting ones then beneficial results walldibserved on the environment
and vice versa. In other words, the compositioeafivill result in less polluting

emissions.

The orientation of policy, which could be consiakne association with this
finding, is not different from that sketched abowbere the correct pricing of
environmental assets and externalities - which esan occur through the
implementation of taxation mechanisms - might bevantly important to ensure
efficiency and orient investment and trade whileiding their shift towards

environmentally-damaging sectors (OECD, 2001).

3.4.3.5. Other evidence.

As already said in presenting the analysis resthits variables represented
by the surface of the protected area, the educéiat and the cross-product are
not found statistically significant and, therefane,comment can be made on their
policy implications.

The only noteworthy result for this last sectiomapresented by the market
openness variable which is found significant anditpely correlated to Co It
highlights that those countries characterized lghéi degrees of trade openness

are also those impacting more on our consideredre@maental variable. The
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evidence we have achieved agrees with what is tegdry some studies, which
have found positive correlations while investiggtithe relationship between
pollution and market openness with reference tdewtifit developing and

developed countries (e.g. Feridun et Al., 2006| &iMagnani, 2002). However,

it is against the results produced by other studakbelonging to the mainstream
thinking - which observe the existence of a virtsigalationship between trade,
investment and environmental pollution (e.g. Gho2dQ7; OECD, 2002[b]).

These studies base their explanations on the faat where trade — and
investment, as a result of the strong correlatioovgn in various studies - is
freer, a decrease in environmental pollution is ¢basequent outcome. This is
believed to be a natural consequence of the gldiain process and the
specialization of economies, whose expected reatdt®f major efficiency in the

allocation of the level of resources and of minovieonmental impact (OECD,

2002[b]; Lucas et Al., 1992).

Apart from this, considering that trade and investincan be seen as the
two faces of the same coin, we would be inducenht&rpret the result we have
achieved as a confirmation of the previous one iobth for the relationship
between the FDI inflow and G@missions. Although this is partially true, it hus
be pointed out that the two results should be remgiarately since one (the
relationship between the FDI inflow and ¢@ associated to a sectoral dynamic.
The other (the relationship between the level ofrkaiaopenness and GO
considers the broader picture given by the totairBs of import and export and
does not specifically represent any sectoral dyngmalthough it must be
considered that the manufacturing sector now undesideration represents one
of its composing aspects.

The policy implication deriving from our observati@ould focus on the
opportunity that trade and investment agreemerdsldold stricter provisions,
especially with regard to those sectors of actiggnerating Chkl emission, to
avoid environmental degradation while, at the saime, guaranteeing that free

trade and investment can take place.
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3.5. The analysis of the "transport and communicabn" sector.

In briefly presenting this sector we observe thgmnitade of its contribution
to the total GDP in the OECD area subject of ounsaferation. Some
computations based on UN data show how in 1981stmsor contributed about
12.04% to the total GDP formation. This percentggew slightly to 12.49% in
1993 to become about 13.5% in 2005.

With the aim of building an adequate preamble ®ifilsues in this section,
we first proceed by analysing the FDI inflow andcst (or inward position) in the
considered sector between 1981 and 2005. Furtherma explain the reasons
for the choice of C® from the sectoral fuel combustion as our consdlere
environmental variable and analyze its trends twelinvestigated period.

With regard to the analysis of the sectoral FDhdie the graph below
(3.22), which is built on the year by year aggregabf the data of FDI inflow
and stock in the “transport, storage and commuioicasector of the considered
30 OECD countries (see table 111.8 and table lih@he appendix section), shows
that between 1981 and 2005 the sectoral inflowif iRcreased — although with
significant fluctuations — from about 26 million B3n 1981 to about 19,482
million US$ in 2005. The breakdown by country, @&, enables us to observe
how, during the considered period, the major rangicountries were the U.S.A.
(with about 173,892 million US$) and the United gdlom (with about 98,908
million US$). These are followed by Japan (with @b@7,936 million US$),
Germany (with about 26,030 million US$) and Spaiiti{ about 20,300 million
US$). Apart from Canada, Luxembourg and New Zeal@mdwhich no data are
reported) and Ireland (for which a disinvestmentabbut -44 million US$ is
recorded), the countries which received minor ibvest are: Iceland (with about
27.59 million US$) the Slovak Republic (with abalip27 million US$) and
Portugal (with about 2,528 million USS$).

With regard to the sectoral FDI stock, a genessd gan also be observed. In
the considered OECD area the stock — although fluittuations — moved from
about 58 million US$ in 1981 to 115,714 million UB$2005. Here again, the
breakdown by country shows how the U.S.A. (with 67,853 million US$)
and the United Kingdom (with about 371,356 millix&$) are those countries
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which capitalized the major investment stock qudféth the exception of

Belgium, Ireland, Luxembourg, New Zealand, Spaid &weden, for which no

investment stock records are reported, a minoragabinvestment stock can be
observed for Iceland (with about 413 million US#)e Slovak Republic (with

about 2,315 million US$) and Portugal (with 7,498iom US$).

Graph 3.22

FDI total inflow and stock in the "transport, storage and communication” sector
of OECD countries in real min. US$ (base = 2000)
Source: our computationon OECD data
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Moving now onto explaining the reason for the ckoaf the considered
pollutant, we can simply say that €©as stated in other parts of this work - is
one of the five GHGs contributing to global warmigd is the result of a natural
phenomenon as well as the consequence of anthnojgogetivities, especially
those associated to the consumption of energy.spahand its linked activities
rely heavily on the use of energy and, particulawly fossil fuels.

To make reading of this section easier, we prop@sen and very briefly a
part of the analysis already developed in the previsection with regard to the
world energy consumption by region, and the OECErgyn consumption by
product and by sector.

The analysis of the energy consumption data shaws the OECD area
plays a primary role in the world scenario. Duethe lack of a complete time

series, which would have allowed us to analyseftitleperiod subject of our
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investigation (1981-2005), we focus on two spealfic considered periods,
namely 1973 and 2005. They help us to understand the trend of energy
consumption has evolved over the decades up to de@g 2007[c]). As graph
3.23 shows, in 1973 the OECD countries were alrgdhdymain consumers of
energy worldwide. In fact, they consumed 60.5%haf worldwide final energy
consumption this being equal to 4,700 Mtoe. OECDntwes were followed by
the former USSR and China with 12.5% and 7.9% o fimal energy
consumption respectivély A similar situation can be observed with regasd t
2005 (graph 3.24) when the OECD countries wereigortl to be the main
energy consumers worldwide with their consumptievel being 48.7% of the
total world final energy consumption equal to 7,Mbe. They were primarily
followed by China (14.2%) and the rest of the Astanntries (11.3%).

Graph 3.23

World final energy consumption by region at 1973

(as % of the total - Mtoe 4,700)
Source: IEA, 2007[b]
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" According to IEA (2007[b]:30), under the label Het” in graphs 3.23 and 3.24 we classify
world marine bunkers.
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Graph 3.24

World final energy consumption by region at 2005
(as % of the total - Mtoe 7,912)
Source: IEA, 2007[b]
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Following the same observation method (at 1973 20@5) and moving
onto scrutinizing the data associated to the typeroducts from which the
energy consumption of the OECD countries derivescan learn how fossil fuels
(particularly oil) represent the primary energy tees (IEA, 2007[c]). The
following graph (3.25) shows how in 1973 fossil lRugvere the major energy
vector representing 66.8% of the total final enecgnpsumption equal to 2,839
Mtoe. More specifically, 56.7% of the final energynsumption was generated by
the use of oil and 10.1% from c8al

Graph 3.25

OECD final energy consumption by product at 1973
(as % of the total - Mtoe 2,839)
Source: |IEA, 2007(c]
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% |n graphs 3.25 and 3.26 the label “other” is maiior geothermal, solar, wind and heat energy
vectors (IEA, 2007([c]: 29).
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The situation at 2005, represented in graph 3.28 @haracterized by an
energy consumption which, although lower, was paliticularly associated to the
use of fossil fuels. About 55.2% of the total eryecgnsumption (equal to 3,853
Mote) was guaranteed through the use of fossikfudbre precisely, 51.9% from
oil and 3.3% from coal (IEA, 2007[c]).

Graph 3.26

OECD final energy consumption by product at 2005
(as % of the total - Mtoe 3,853)
Source: |[EA, 2007[¢]
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With specific regard to the aspect of £€missions from fuel combustion,
we can observe how the OECD area represents aantleontributor to their
generation at global level. Some computations nigdesing IEA data — part of
which are synthesized in a publication of IEA (2DELshows us that between
1971 and 2005 the level of G&om fuel combustion in the OECD area was on
average equal to 56.5% of the world total.

As has been anticipated, the transport sector isngnthose largely
responsible for this type of emission. It is geligrenown that transport severely
depends on the use of energy produced from fuebastion, from which C®
emission is particularly generated. Worldwide tpors fuel use has always and is
still lead by petroleum. About 95% of fuel usedepresented by either gasoline
or distillate fuels such as diesel, kerosene, iugls. As a result, it is possible to
observe how at a global level the transport semtoounts for about one quarter
of energy related CQOemissions (IEA, 2009[b]). From some computatioasea
on the statistical information dispatched by thé\ I&atabase and with specific
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regard to the time span we consider in our analitsis possible to learn how the
worldwide contribution of transport to the totalngeation of CQ from fuel
combustion moved from about 20.5% in 1981 to al284% in 2005. At OECD
level, as shown in graph 3.27 below — which revélaés contribution of some
considered sectors to the generation of, @@m fuel combustion between 1971
and 2005 — it is possible to observe how, aparhftbe general increase of the
emission levels, “transport” is confirmed to be amdhe main anthropogenic
contributors (more precisely, the second major rdmumior) together with
“electricity and heat generation” and “manufactgrinndustries”. More
specifically, between 1971 and 2005, the “transpsettor” emitted an average
quantity of 2,659.8 Mtoe of C{per year, this being — always in terms of average
— about 60.6% of CQemissions from fuel combustion generated at wiendl in
the same considered sector (IEA, 2011; 200%a))

Graph 3.27

CO2 emissions from fuel combustion by sector

in OECD countries 1971-2005 (in mIn. tonnes)
Source: [EA, 2011 and 2007[a]
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O Residential B Other energy industry own use
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% In the same considered period the “electricity hedt generation” sector emitted, on average,
about 3,517.26 Mtoe per year, that is 57.9% oftdi@ world emission associated to the sector in
guestion. The “manufacturing and construction” se¢fenerated, on average, 2,146.3 Mtoe per
year, which corresponds to about 47.9% of the waedtoral figure. The sector generically
labelled as “other”, which includes among its maiwices “commercial and public services”,
“agriculture and forestry”, “fishing”, “other eneygndustries” and “other emissions not specified
elsewhere”, generated, on average, about 1,903t@8 pkr year, this representing about 59.9% of
the world total emissions of the considered potititatn the same considered sectors. The
“residential” sector emitted an average of abo®9Q, Mtoe per year, corresponding to about
64.3% of the sectoral world emission. The sectenified as “other energy industry”, instead,
generated about 605.9 Mtoe as a yearly averagecohiesponding to an average of 59.6% of the
sectoral world emission (IEA, 2011; 2007[a]).
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A snapshot at the records associated to the lamt gensidered in our
analysis — namely 2005 — makes us realize theart®vof the transport sector in
the generation of COemissions from fuel combustion. As graph 3.28 Wwelo
shows, in the whole OECD area, transport — whichthiss sector subject of
investigation in this work — contributes 27% to theneration of C@emission
from fuel combustion. It is preceded by the “elietty and heat” productive
sector, which contributes 36%. It is followed by thindustrial manufacturing”
sector, whose contribution is 15% of the total adered emission and by the
generic “other” sector (with its 22%), which must intended in the same way as
mentioned in the previous footnote (IEA, 2009[d]02[a]).

Graph 3.28

CO2 emissions from fuel combustion by sector
in the OECD area at 2005
(as % of the total - Kg. per capita 11.020})
Source: our computation on data from IEA (2007[a])
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Before concluding this section, a final look isgmo the trend of C{rom
fuel combustion in the transport sector of OECD ntoas between 1981 and
2005. As can be seen below in graph 3.29 — whidbuik on the year by year
aggregation of the IEA data associated to the OEQihtries we are considering
in this study (see table 111.10 in the appendixtise) — the pollution of C@from
fuel combustion related to transport activities@ased over the considered period
moving from a total of 2,249.78 million tons in 198 2,851.87 in 1993 to
3,495.28 in 2005. The breakdown by country — kanltthe cumulative emissions
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over the period 1981-2005 — shows how the U.S.Ah(@7,435.46 million tons),
Japan (with 5,392.03 million tons), Germany (witB731.02 million tons), Canada
(with 3,308.85 million tons), France (with 2,882.8@llion tons), the United
Kingdom (with 2,851.01 million tons) and Italy (8209 million tons) are the
most polluting. Iceland (with 14.87 million tonshuxembourg (with 83.08
million tons) and Slovak Republic (with 102.42 naiil tons) are those generating

a minor level of C@emissions from fuel combustith

Graph 3.29

Carbon Dioxide (CO2) emission from fuel combustionin the "transport™” sector
of OECD countries in min. tons
Source: our computation on |[EA estimation
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According to a preeminent analysis, this increasthe considered emission
levels is explained by the fact that OECD counthage always been and still are
the main drivers of petroleum products in the tpamssector. This is the result of
the transport modes characterizing our considered. airstly, the passenger
transport demand — which is influenced by househeNkenues, commuting
distance and the distance between home and schuad heavily relied on road
transport for the last decad®s This is also the result of the fact that the éase

in GDP, together with considerable advances irastfucture and technology, has

190 1f we stop our data observation at the last yeasitlered in our analysis (2005) and normalize
it on the basis of the countries’ population, inteworthy how the five most polluting countries
are Luxembourg (with about 1.82E-04 million tong papita), the United States (with about
1.25E-04 million tons per capita), Canada (withwthbh02E-04 million tons per capita), Australia
(with about 7.91E-05 million tons per capita), aNeéw Zealand (with 6.03E-05 million per
capita).

19170 give just an example, in the three key OECDames (U.S.A., Europe-15 and Japan) road
transport represents about 96% of the 13,760 biliassengers per kilometre travelled in 2000
(Plouchart, 2004).
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generated an increase in motor vehicle ownerstepo&lly, freight transport —
which is basically influenced by GDP and world &ad follows and drives the
dynamic of the globalization phenomenon. In thet lago decades freight
transport has increased at a very fast pace becmodd trade has expanded
(+170%) and GDP increased (+50%). As a result, theesame considered period
the road and air transport segments have signtficgnown (+120%) worldwide
(Plouchart, 2004f2 In addition, it can be said that the trend of ,Gfnissions
from fuel combustion is destined to further inceeat both global and OECD
levels. According to some IEA projections, the fdelmand from the transport
sector will grow worldwide by about 40% by 2035AIE2010; 2011).

Having introduced the main issues subject of argupend elucidated the
link between the transport sector and the pollut@ from fuel combustion) we
have chosen for our investigation, we can proceedeaveloping this section
according to the previous two sections. Thereftre,next two subsections will
be respectively devoted to the model descriptiahtae analysis of the results. A
further subsection will be dedicated to the corigkisdiscussion and the

identification of some possible policy implications

3.5.1. The modelling strategy description.

The investigation of the relationship between th#ow of FDI in the
“transport, storage and communication” sector ofGDEcountries and their
environmental quality (namely, GGrom the sectoral fuel combustion) is based
on the use of a previously composed unbalanced pat@set. The composition
of the dataset is characterized by substantial tcpudisparities, which should
ensure a good efficiency level in the empiricallgsia. It contains 24 variables -
which have all been tried in the numerous estimatitempts - and focuses on
statistics from the 30 OECD countries already noevad for the period betweenl
1981 and 2005. In the table below (3.20), only ¢hasmriables which have

192 For example, domestic commerce consistently reliesoad transport in the three key OECD
areas (U.S.A., Europe-15 and Japan), this repriegeB6% of the total amount of tonnes per
kilometre moved in 2000 (Plouchart, 2004).
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performed for the identification of the best fit de&b are reported together with

their source.

Tab. 3.20 —Variable specification for model [4}

No. Variable Description Source

Dependent variable. Natural log. of the ratio esw the| Our computation
amount of carbon dioxide (in million tons) from fue on IEA

1 | COscr combustion in the sector and the country area dimed| estimation and
km.). UN data
Natural log. One year lag of the ratio between dbetoral Our computation

2 | GDPsctr . . on UN/OECD
GDP (in real US$) and the amount of population. data
(GDPsctr * GDPsctr); square of the natural log. tioé Our computation

3 | GDPsctt AR on UN/OECD
sectoral GDP per capita (in real US$). data
Four-year lag of the natural log. of the ratio bedw the FDI o .
. ) . o ur computation
inflow in the “transport, storage and communicatisector

4 FDlsctr . - on UN/OECD
(in real min. of US$) and the country area (in sqdd d
km.)1%4 ata
Square of the natural log (FDIsctr * FDIsctr) oéthectoral Our computation

5 | FDIsctf . . on UN/OECD
FDI inflow per squared km. (in real min. of US$). data

Natural log. of the ratio between the amount of s8r
6 | GCF Capital Formation (in real US$) and the total nowafrk
force (in thousands).

Cour computation
on WB, ILO

Natural log. of a sectoral relevance indicator giv®y the
7 | SCTRrel ratio between the sectoral GDP (in real US$) amdtthal
GDP (in real US$).

Our computation
on UN data

Natural log. of a market openness indicator givgntte
ratio between the sum of the export and the imgiakien in| Our computation

8 | MKTopn absolute terms) both considered f.0.b. (in real }JU®%r | on IMF/UN data
total GDP (in real US$).
9 | PROTarea Natural log. of the surface of protected area (@uased| Our computation
Km.). on UN data
Our computation
10 | EDU Natural log. of the average year of schodidator. on CID Harvard
data
Natural log. of the cross-product derived from dmeount of| Our computation
11 | CRpr GCF (in real US$) times the total FDI inflow (in tealn. | on WB/OECD
US$). data

With regard to the definition of the relationshipbgect of our empirical

investigation, we specify that it takes a log-lagnfi and is based on variables

193 As in the previous two sections, all the finandata was in US$ and was transformed from
current to real terms by using the USA Gross Natiaxpenditure Deflator (base year = 2000)
gathered from the World Bank database availablmemit http://databank.worldbank.org

194 According to what is done in other works, we malke flow and not the stock of FDI the
subject of our empirical task. As already mentiqrted measure of FDI stock is unsatisfactory. In
fact, it represents the direct investment positana historical-cost basis, namely the investment
amount already in the host country as opposeddditw of capital into the host country at a
considered year. As already highlighted by Cantametl Bellack (1998), the use of the book value
(which is the historical cost) does not take inteaunt the distribution of the stock age, which
makes international comparison of FDI stocks alnmagbssible.

148



considered in first-differences for the reasonsaly said in the previous

analyse¥. In more formal terms, it is expressed as follows:

[4] COgsctfy = a + 1 GDPscty + 2 GDPsctr2 + B3 FDIsctf; + B4 FDIsctr2; +
Bs GCF; + Bs SCTRret + Bs MKTopni + B PROTarea + ps EDU + By
CRpr; + &t

where:i represents the cross-sectional units related t@@WECD countried;is
the time units from 1981 to 2005 we are consideningur analysis¢ is the error
term. Having already described in table 3.20 theab#es considered in the
model, we now highlight that - as done in the poasisections - this model is
built with the aim of identifying the direct anddinect effects of the investment
flow on the considered Gvariable. The latter, in particular, can be obedriay
splitting the FDI-CQ relationship into technique, scale and composigfiacts.
We do not enter into much detail of their definitigince this is abundantly done
in the previous pages of this chapter together antlexamination of the relevant
literature (e.g. Liang, 2006; Cole & Elliott, 2008ntweiler et Al., 2001).

What should be highlighted is that the above mtaleds into consideration
two types of technique and scale effects: one istwhe have described as
induced-GDP technique and scale effféshe other is induced-FDI technique
and scale effecty. We are already aware of the fact that the incu@BéP

195 As done in the previous analyses, we decide tptaalolynamic specification of our model and
use our variables in first-differences as a resuthe Engle-Granger test for cointegration we have
run on the OLS model with variables considerecewels (Engle & Granger, 1987). The p-value
associated to lagged value of the residéais equal to 0.077 which makes us accept the null
hypothesis of no-cointegration, this meaning thatresiduals of the regression are non-stationary
and its variables are not cointegrated.

1% As already noted, other works use two differentialdes to separately measure scale and
technique effects. While the earlier is measureteims of GDP per squared km., the per-capita
GDP is used for the latter (i.e. Antweiler et 2D01). In complete agreement with Cole and Elliott
(2003) and differently from what done in the praxawo sections (where the GDP per worker
was used), this time we use the GDP per capitapbuce the technique and scale effects. Other
versions of the GDP variable (such as the GDP geared km.) did not result significant. In this
analysis, we also agree with the consideration bl @nd Elliott (2003) that in the real world the
scale effect is likely to be contemporaneous whiisttechnique effect is likely to be the result of
a past income dynamic (which would suggest divgirgif the variables by using lagged forms). In
fact, we find the coefficient of the induced-GDRheique effect significant when considering the
GDP variables at timel. The coefficient of the induced-GDP scale effsctound significant at
timet.

197 A similar consideration to that in the previoustitote can be made for the induced-FDI
technique and scale effects. We find the coefficenthe FDI variable in isolation significant
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technique, scale and their cumulative effects ehgeaed by deriving with respect
to GDP what is reported # GDPsctr+ f, GDPsctf in the aboveequation [4]
(Menagi et Al., 2008; Liang, 2006; Cole & Ellio003; Antweiler et Al., 2001).
Similarly, the induced-FDI technique, scale and clative effects are achieved
while considering the partial derivative &fFDIsctr+ f, FDIsctr in equation [4]
with respect to FDI.

The composition effect is captured in our model dpnsidering two
different aspects, which refer to the relevancethef “transport” sector in the
considered economies and their capitalization tevdbre specifically, these two
aspects are respectively considered by variables/remd no. 6 in table 3.20,
namely the ratio between the sectoral and total @idPthe capital-labour ratio.

A final comment to explain the use of a cross-pobda our estimation
makes us recall what has already been said inrhegquis sections, where it was
clarified that we do so to produce a test with powe detect ignored

nonlinearities in our model estimations (Wooldridge02).

3.5.2. Results of the analysis.

The empirical estimation of the considered mode$ wanducted by using
the software package Stata/IC 12.1for Windows. Tdi#e below (tab. 3.21),

summarizes the main statistics of the variableaeémmodel.

Tab. 3.21- Summary statistics of the variables considenedadel [4]

Variable Obs Mean Std. Dev. Min Max
Id 750 - - 1 30
Year 750 - - 1981 2005
CO,sctr(dependent var.) 750 -2.155578 1.338793 -5.368698 97601
EDU 750 2.12257 .2730594 1.029619 2.505526
GCF 725 22.60743 .6927433 20.40059 23.74382
MKTopn 662 -1.735082 3.153601 -14.79678 4.411031
SCTRrel 654 -2.662033 .2556098 -3.265332 0
GDPsctf 654 231.6674 107.5304 .8834065 693.0661
GDPsctr 653 14.89653 3.126614 .9398971 26.32615
CRpr 551 31.08903 10.99417 -34.93122  46.59235
PROTarea 480 -6.205169 1.807776 -9.219663 -1.6507
FDIsctr 284 6.907666 9.896788 .0003652 49.77739
FDlsctr 281 -.3915371 2.611227 -7.055309 5.342482

when considered withh lags The coefficient of the induced-FDI scale effecfound significant
when considered at tinte
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In accordance with what was done before, our magpeicification was
tested for heteroskedasticity, autocorrelation stationarity. The first check was
made through a LR test which is a likelihood-ragst for the null hypothesis of
panel homoskedastic that the parameter vectosstdtsstical model satisfies some
smooth constraints (Greene, 200%)The result is a chi2(25) = 1225.34 with p-
value = 0.0000 which makes us reject the null Hypsis of homoscedasticity and
confirms that our model specification suffers froeteroskedasticity. The test for
autocorrelation was performed by recurring to al tmw panel data models
developed by Wooldridge (2000), whose null hypathas associated to the
inexistency of first-order autocorrelatiSi The result shows a F (1, 22) value =
51.354 and a p-value = 0.0000. This makes us rijeatull hypothesis associated
to the inexistency of autocorrelation problems amhfirms that our model
specification suffers from autocorrelation. Thet fes stationarity was performed
though the Fisher test by Maddala and Wu (199%adly described in the
previous sections. The test was run up to threes &gl only for the variables
which were not considered in the previous analy8esshown in the table below
(3.22), all the new variables considered in thist@@l model now under
investigation are non-stationary since their p-galare> 0.05°.

Tab. 3.22- Fisher test for panel unit-root using an augreeémickey-Fuller test*.

Lag -1 Lag -2 Lag -3
Variable chi2 chi2 Chi2
p-value p-value p-value
COsctr 56.7393 62.9084 60.1026
0.5956 0.3737 0.4720
GDPsctr 103.0862 165.2517 71.6428
0.0002 0.0000 0.1075
GDPsct? 103.8589 179.7938 79.7091
0.0002 0.0000 0.0309
EDIsctr 41.8005 49.7841 22.9025
0.6487 0.1381 0.9557
EDIsct? 72.9574 40.4039 114.9483
0.0069 0.4524 0.0000

* chi2 in italics, p-value in bold.

198 As already highlighted, the technical literatueders to the LR test as an alternative to Wald
testing for models fitted by maximum likelihood ¢&t help).

199 Once again we recall that this test is perfornfedugh the employment of the Stadiserial
command which implements a test to detect serigitadion in panel-data models as discussed by
Woolridge (2002) and Drukker (2003).

19 Tg run this test we use thefisherStata program already described in footnote 56.
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After these preliminary tests, we can now move optesenting the
outcomes achieved from our model estimation. Inrtbet table (tab. 3.23), the
results associated to the estimations of Ordinaggst Squares (OLS), Fixed
Effects (FE) and Random Effects (RE) models ar@nted. They are obtained
through the use of first-differences computed on a@ata to deal with the non-
stationarity problem affecting our panel and onltlhsis of robust standard errors
for linear panel models to ensure an opportuneection for heteroskedasticity

and autocorrelatidn®,

Tab. 3.23 —Panel data estimation results for model [4].

CO,sctr

Dep. var. OLS FE RE

GDPsctr 4104 1.1849%+* A4104**

________ (1339795) (4009695) (2003544)
GDPsct? -.0207*+* -.0742** -.0207*

________ (0069284) (0265618) (0126435)
EDIsctr .0027* .0025* .0027**

________ (0014105) ~  (0013611) (001226)
EDIsci? 0007* 0007* 0007**

________ (0003998) (0003718) (.0003065)
GCF 0791* 0721* 0791*

________ (035921) ~ (0351305) (.0400559)
SCTRrel -.0657 -.0237 -.0657

________ (1196009) (089924) (1082297)
MKTopn 0961*** 0525** 0961***

________ (0241741) (0193931) (0336585)
PROTarea 0073 0110 0073

________ (0147812) (0158253) (0421032)
EDU -.0992 -.0787 -.0992

________ (0827943) (1701673) (1483648)
CRpr 3.45e-06 -3.70e-06 3.45e-06

(.0000948) (.0000853) (.0002514)
Constant .0106*** .0123%+* .0106***
(.0027211) (.002743) (.0033789)

N. obs. 182 182 182
N. groups 22 22 22
R-squared 0.1586 n.a. Rho = 0
Adj. R-squared n.a. with robust estimates with robust estimates

Robust standard errors in parenthesis; P-value: ***< 1%, ** <5%; * < 10%

M1 According to what has been done before, in pdaidhe OLS and FE models are generated by
using thextsccStata program developed by Hoechle (2007). Inalthe computation of standard
errors robust to forms of spatial and temporal depace.
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Table 3.24 below reports the Brush-Pagan test [brtést), to which we
refer to the choice between OLS versus RE/FE. Asaveobserve, a chi2 equal
to 1407.85 with a p-value = 1.0000 is generated.

Tab. 3.24 -TheBrush-Pagan (LM) test results.

Var sd = sqgrt(Var)
CO,sctr .0013664 .0369642
E .0014133 .0375944
U 0 0
Test: Var(u) =0 chibar2(1) = 0.00 Prob > chi2 = 1.0000

This result induces us to choose the OLS model theeRE or FE models.
As a consequence, we focus our attention and comameits outcomées? With
regard to the relationships between the dependerable and the two considered
measures of GDP, we first observe a positive (#8%land statistically very
significant (p-value = 0.006) correlation betwee®,Gand GDP taken as it is.
When we go further and consider the squared meagu@DP, a negative (-
0.0207) and still highly significant (p-value = 04 correlation with the
dependent variable is observed. As has already ¢h@®® in the previous sections,
we comment on these two results denoting the GDR+€l@ationship in light of
the induced-GDP technique, scale and cumulativectdf

The first estimated coefficient; represents the technique effect of our
relationship and has the environmental-economicnmegathat a 1% increase in
GDP generates a rise of about 0.41% of the secB@alfrom fuel combustion.
The second estimated coefficient, computed in tesm25, GDPsctr (resulting
from the partial derivative of equation [4] withspect to GDP) represents the
scale effect of our relationship and is equal toub0.0414. Its meaning is that a
further increase of 1% of GDP results in a decreddbe sectoral COby about
0.04%. The identification of these two effects aious to observe the cumulative

or total effect of our considered GDP-g@elationship. As we know, it is

12|t must be noted that the estimation of this matelws a highly significant F-test for the joint
significance of the variable considered with F(20) = 26.99 and p-value = 0.0000. Apart from
this automatically generated test, we also runtesEto check for the joint significance of the two
variables associated to GDP and the other two hi@saassociated to FDI. The earlier test
generates a p-value = 0.0412. The latter shows2a=ci.01 and a p-value = 0.0354. As a result,
we can reject the null hypothesis of the test that estimated coefficients of the considered
variables are jointly significantly equal to 0. Tafore, we can say that our model including these
variables is correctly specified.
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represented by the contemporary considerationeofwlo coefficients i, + 26
GDPsctr, resulting - as we have already said - ftbm partial derivative of
equation [4] with respect to GDP. From an environtakeconomic view, it
means that the considered measure of €ltanges 00.4104 - 0.0414 GDPsctr
when GDP increases by 1%. Furthermore, as in tlmwiqus analyses, the
induced-GDP cumulative effect can actually be comguat the sample mean
value of GDP (that is by substitutifgDPsctr for the mean value of GDP as
reported in the table describing the statistics) isrequal to -0.2063 as a result of
the dominance of a negatively-signed scale effear dhe positively-signed
technique effect.

With regard to the relationship between the setiafeow of FDI and the
considered pollutant, we find a statistically sfgraint (p-value = 0.068) and
positive (+0.0027) correlation when the FDI varebk taken as it is in
isolation™® The achieved result, which represents the indiidtechnique
effect of the investigated relationship, allows tossay that a 1% rise of the
investment flow entering the OECD countries in th#ransport, storage and
communication” sector would produce a growth of,G@m fuel combustion in
the transport sector by about 0.003%. Also sta#illfi significant (p-value =
0.100) and positive (+0.0007) is the correlatiortwleen the square of the
considered FDI variable and the sectoral level ©f €missions.

Once again, the interpretation of this result candad in terms of the scale
effect characterizing our relationship, whose dogfht is equal to about +0.0014
and is achieved throud?f, FDsctr resulting from taking the partial derivative of
equation [4] with respect to FDI. Considering tleehnique and scale effects
together, we observe the cumulative or total eftédtDI on CQ we consider in
the analysis. Its coefficients are represented.B9Z¥ + 0.0014.nFDI (resulting
from the partial derivative of equation [4] withspeect to FDI) and an actual value
can be computed by operating algebraically andtgutisg FDIsctr for the mean

of the FDI as reported in the table giving the swannof statistics. This generates

1131t is the case to remember that in our analysisevesider the FDI variable with a four-year lag.
A possible explanation of this could be seen infélot that the effect of the considered FDI on the
pollutant subject of our investigation becomes emntid four years after the investment
implementation.
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a positive number equal to about 0.0022 (as a tredulthe positive signs
characterizing both the technique and scale elfedigch identifies a detrimental
role of the investment activity on the environmaithough with a very small
quantitative significance.

The relationship between the capitalization lewsngidered in terms of
GCF) of the investigated OECD economies and thaidered CQ emissions is
also found to be significant (p-value = 0.039) aqnwsitive (+0.0791). Since the
capitalization level variable is built to represantirst aspect of the composition
effect in our model, we could comment on this resay saying that in the
transport sector and its related activities the position effect (broadly intended
in terms of capital accumulation) plays a detriraénble to the environment. In
fact, a 1% growth of the capitalization level woujénerate about a 0.08%
increase of the considered type of £#nissions. It must be highlighted that the
second aspect of the composition effect consideredir model, associated to the
variable indicating the relevance of the sectonasfound statistically significant
and, for this reason, we do not make it the sulgecomment.

With regard to the relationship between the vadahHticating the market
openness of the considered countries’ economy haddépendent variable, a
highly significant (p-value = 0.001) and positive0(0961) correlation is found.
The practical implication of this result would metrat a 1% increase of the
market openness level produces a rise of about (01%he sectoral CO
emissions.

No comment can be given for the remaining varialoessidered in our
model (namely, the surface of protected areasedueation levels and the cross-

product), since their results are statisticallygngicant.

3.5.3. Discussion and conclusions.

With reference to 30 OECD countries and the timendpetween 1981 and
2005, the work developed in this section has aedlym unbalanced dataset to
mainly investigate the relationship between the kiflowing in the transport
sector — and its connected activities of storage@mmunication — and the GO

emissions from fuel combustion in the same consilesector, to understand
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whether and how the investment flow generates anaettal impact on the

environment. To this aim, the econometric techniglipanel data was used and
calibrated to take into account — according to thest recent mainstream
literature — technique, scale and composition &ffe€he following subsections
will report the discussion and the conclusion weehgeached with the results of
this work. With the aim of being as homogeneoup@ssible and to make for
easier reading, we will do this in the next subisest where the variables

considered in our analysis will be appropriatelyugred.

3.5.3.1. The induced-FDI technique, scale and cunaiive effects.

The empirical analysis of the G®&DI relationship - that is the main issue
of our work - enabled us to observe a positive eation (+0.0027), when the
FDI variable is taken as it is, this showing thgatese impact FDI produces on
the environment. As already anticipated in the joev section, this would lead us
to say that the considered FDI flow impacts neg#yivon the environment by
making our considered environmental variable {Ci&om fuel combustion
deriving from sectoral activities) increase. Simijldo what was said in one of the
previous analyses, where a similar relationship feasd between FDI and the
environmental feature under consideration, our eswi¢ does not allow us to
agree with the mainstream thinking which highligatbeneficial role of FDI on
the environment. As already said, this would be rgult of a technological
effect, implicitly living in FDI flows, which makeéhem capable of transferring
technology advances, higher efficiency levels irodpiction processes and
consequently a minor environmental impact (e.gn§ja2006). The detrimental
role of FDI on CQ was also confirmed by the coefficients we obtaifmdthe
scale effect (+0.0014) and the cumulative effedti¢v was on average equal to
+0.0022). However, apart from this straightforwatzservation of the FDI effect
on the considered environmental variable, a momprehensive view could be
expressed through an observation of the trend<iassd to the technique, scale
and cumulative effects of FDI on GOro this purpose, in the graph below (graph
3.30) we plot these effects on the basis of thespective coefficients achieved in

the empirical analysis.
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Graph 3.30
Technique effect
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The graph helps us to observe better the genegpabitively-signed C@
FDI relationship. As already pointed out, this tiglaship is initially characterized
by a positive elasticity of the technique effectieth makes the considered
pollutant increase in response to the increasdbdf lEater, as a result of a further
increase of the scale of the economy (which is miesethrough the scale effect)
and when the investment flow reaches a turningtpegual to about 1.45E-01
(this intended in terms of FDI per squared Rffi.xhe elasticity characterizing the
relationship still remains positive but decreasssnagnitude: the CQOevel still
grows as FDI grows but at a slower pace with resfweahat is observed in the
initial phase. As a consequence of these two pedtisigned technique and scale
effects, the overall impact of FDI on the considepellutant (observed through
the cumulative effect) appears environmentally idental although the
magnitude of the negative environmental impactegses as FDI increases.

Our evidence agrees with the evidence achieveldaset works which have
found positive correlations in the FDI-environmegtationship while working
with different sets of pollutants (e.g. Bao et AQ11; Shahbaz et Al., 2011; He,
2006). For example, He (2006) observes a positl@ionship of about 0.098
between the inward FDI stock and the emission £@€ISQ while investigating
a panel dataset built to analyse 29 Chinese presimmver the period between
1994 and 2001. He relates the overall very smajhtiee impact of FDI on the
environment to the fact that the country produce®latively higher pollution
efficiency level. This is as a result of the tediogy effect (and the composition
effect as a consequence), which is heavily infleenby the inflow of foreign
capital in searching for lower compliance costspofiution regulation. Similar
evidence is achieved in a more recent work by Shateh Al. (2011), where the
FDI-environment relationship is investigated oviee period between 1985 and
2006 for 110 developed and developing economiess. gthidy finds a significant
and positive linear relationship between the infloid-DI and energy emissions

considered in terms of GO

114 The turning point is achieved here by computing partial derivative with respect to FDI of
our estimated function (LnGO= 0.0027 LnFDI + 0.0007 LnFB) and then making it equal to
zero. The result is LnFDI = -(0.0027/0.0014) = 3which converted from natural logarithmic
terms into a real number through exp(-1.93) givéSHE-01.
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Our evidence, instead, disagrees with other stuthel®nging to the
mainstream literature, where an inverse relatigng&@tween FDI and forms of
environmental pollution has been found. In all theases, FDI is thought to play
a beneficial role on the environment of receiviogrmtries because of its ability to
bring technological advances and higher productéfitiency levels together
with, as a result, minor polluting emissions (e3pnzales-Perez et Al., 2011,
Kirkulak et Al., 2011; Acharyya, 2009; Liang, 200®)irkulak et Al. (2011), to
give a specific example, prove the existence dof thituous circle in the FDI-
environment relationship while using a panel-datehhique to examine the
impact of the FDI inflow on air pollution in Chinaetween 2001 and 2007. The
same evidence is reached by some other studieshwlave focused on the case
of India and analysed a database containing a semes from 1980 to 2003,
especially related to FDI inflowing in the countapd CQ emission levels (e.g.
Acharyya, 2009).

Having said this, however, it must be highlightegwhour evidence is
certainly characterized by a an positive algebsign but it is almost irrelevant
from a quantitative point of view. This would lead to speak more appropriately
in terms of the neutral role the FDI inflowing irhet "transport and
communication" sector exerts on the environmentdture subject of our
consideration. It would also induce us to reconsidéat was said at the
beginning of this section and think that the tedbgizal innovation (whose result
is the reduction of the environmental impact ofduction activities) brought in
by FDI can still be a valid reason to explain aesult of an almost neutral role of
FDI on CQ. As already argued in a previous section, it wdaddsaluable to enter
into the qualitative analysis of the sectoral FiXflaw we are considering to look
for other possible reasons to explain the evidevedave achieved. It could lead
us to understand whether the almost environmenta@tral role of FDI
inflowing in the transport sector of the OECD caig# could be the result of a
relocation phenomenon whose mechanism attractsrnmajestment quota into
“less dirty transport and logistic modes” while pung away investment from
“dirtier modes”. Although this goes beyond the ms® of our work, it can

certainly remain ascribed in the research agendffare work.
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Apart from this, the policy implication arising frothe observation of our
result would suggest the enforcement of investr(@md trade) in considering the
almost neutral role it plays on the environmena assult — as already said — of its
capacity to be a carrier of technological advaneéséch generate beneficial

effects on the environment.

3.5.3.2. The induced-GDP technique, scale and curative effects.

With regard to the relationship between GDP ang,Gka result achieved
from our model estimation showed that the sect@@P — which in isolation
represents the induced-GDP technique effect —s#tipely correlated (+0.4104)
to CG from fuel combustion generated by the sectoraiviies. This result
disagrees with the expectations expressed in draop the literature, which sees
a beneficial impact on the environment derivingrrthe technological advance
implicitly existing in the rise of GDP. However, goes along — if read in
relationship with the result denoting the scalee@ff— with those expectations
associated to the results achieved in those wopkezifecally linked to the
Environmental Kuznet's Curve (EKC) hypothesis. lactf when GDP is
considered in its squared form — this representiggscale effect — a negative
correlation (-0.0207) with COappears. Our outcomes would prove that in an
initial phase, when GDP experiences certain leeélscrease, the environment
suffers from deterioration. Nevertheless, whenhierrtimprovements of GDP go
beyond those certain levels — whose condition ipothesized by the GDP
squared variable that is the scale effect in oudehe the effect on C{turns out
to be beneficial to the environment. This beneficide of GDP on CQis also
confirmed by the cumulative effect which is achi@veas we are aware - from the
algebraic sum of the technique and scale effecis.dqual to -0.2063 (if actually
computed at the GDP sample mean) as a result oflahenance of the scale
effect over that of the technique.

The trends of each single effect are plotted ingtagh below (graph 3.31)
for a better understanding of their behaviourshie tontext of the relationship
between CQ from sectoral fuel combustion and GDP (considereger-capita

terms).

160



Graph 3.31
Technique effect
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The trends reported in the graph allow us to olesanvdetail what would
happen in our investigated relationship on thesasithe results achieved from
the empirical analysis. Due to the technique effeitte relationship is
characterized by a positive elasticity at an ihgtage. Hence, C{emissions rise
in response to GDP increases. At a later stagen Wieeconsidered GDP measure
reaches a level we have computed at about 2.01Eth@4elasticity of the
relationship changes its algebraic sign and becameegstive as a result of the
scale effect and the G@missions level declines as GDP further incréases

As already anticipated, the evidence we have aedielows us to broadly
argue in favour of those works which support théstexce of an inverted-U
relationship between GDP and pollution, namely Erevironmental Kuznet's
Curve (EKC). This issue has been amply debatethenstientific literature and
different veins of thinking exist. For example, lsarts such as Mazzanti et Al.
(2007) and Shafik and Bandyopadhyay (1992) worklifferent sets of pollutants
(CO, among these) and show how a linear effect - insiese of the EKC -
between economic growth and most of the pollutdmdy take into consideration
can be proven. Another work pro the existence eEKC investigates the case of
France while methodologically taking into accowad,an estimation method, the
autoregressive distributed lag (ARDL) approach twintegration and finds
significant evidence of the existence of a relaiop between GDP and G@n
the sense of the EKC (lwata et Al.,, 2010). Someerogtudies find, however,
evidence to support both the existence and inexastef the relationship implied
by the EKC hypothesis, depending quite often ongdnegraphical scale (whether
local or global) at which a considered pollutantaken into consideration (e.g.
Lieb, 2003).

As a counterfactual evidence, other authors findmielves unable to
identify or to fully confirm the existence of th&KE while working with different
sets of pollutants and adopting various technigolegconometric analysis to

investigate the relationship between GDP and thieitpat agent considered time

115 For the clarity of computation, we obtain thisrimg point from making equal to zero the
partial derivative with respect to GDP of our estied function (LnC@ = 0.4104 LnGDP -
0.0207 LnGDB). The result is LnGDP = 0.4104/0.0414 = 9.91 whicbnverted from natural
logarithmic terms into a real number through ex13. gives 2.01E+04.

162



by time (i.e. Stern, 2004[a]; 2004[b]; Perman &r8t€003; Yandle et Al., 2002).
A more recent work specifically focusing on the GE@rea between 1960 and
2003 employs a semi-parametric method of genechbziglitive models to enable
the use of more flexible functional forms and doesfind any useful relationship
between economic growth and €€@duction. In more detail, the authors of this
work divide the model into technique, scale and position effects and find that
the technique effect is not enough to reduce €Missions (and energy use as a
broader investigated proxy), except for high-incomauntries (Tsurumi &
Managi, 2010).

To remain within the OECD context and, more speaily, in relation to
Canada, further analysis employing semi-parameamd flexible nonlinear
parametric modelling methods in an attempt to mlevwnore robust inferences
finds very little evidence (at least not enoughptovide an adequate statistical
support) to confirm the validity of the existencketbe EKC hypothesis as the
result of the relationship between GDP and,({Be & Richard, 2010). As an
additional evidence against the existence of thé& Higpothesis, Aslanidis and
Iranzo (2009) employ econometric techniques for@mdransition regressions to
investigate a panel data containing informationGéd» emissions for non-OECD
countries between 1971 and 1997 and do not findemgence of EKC. Some
other investigations, although focusing on Japamdwis an OECD partner) and
China (as a non-OECD country) to investigate thetimship between economic
growth and CQ (the analysis also separately considers &0a further pollutant)
over the last 30 years, find no evidence of EK@.(¥aguchi et Al., 2007).

Apart from this very brief report on the differenews the scientific debate
has produced to support or not the existence ofBK€E, the result we have
achieved from our empirical analysis would indusdaihighlight what follows to
the purpose of some policy reflections. A bett@klat the quantitative aspect of
our model estimation results, although proving éxéstence of a positive role
played to some extent by economic growth on theremment, would induce us
to moderately accept the policy implication assteclao prove the existence of
the EKC hypothesis. It is based on the belief dmaintry or population richness

per sé can be seen as a driver for pollution alextenin fact, if we especially
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consider the cumulative effect of our &GDP relationship and assess its very
low quantitative relevance (equal to about -0.20@®mputed at the GDP sample
mean), we would have some difficulty to uncondiéityn accept the above-
mentioned policy prescription, although it canbetdenied that a growth of GDP
beyond certain thresholds generates very little ebeial effect on the

environmental feature subject of our analysis.

3.5.3.3. The impact of FDI on CQthrough GDP.

Similarly to what has been done in the previoudyses and considering
the realistic assumption that FDI is a componenGDBiP, in this sub-section we
proceed to assess how the sectoral level of {@®n fuel combustion is affected
by the sectoral FDI inflow through GDP.

Once again, by recurring to the same estimaticategiy used for the other
analyses in this work and while considering ourada first-differences, we run

OLS, FE and RE estimations of the following log-fagctional relationship:

GDPsctf = o + B; FDIsctr; + B, FDIsct?; + Bz SCTRret + B4 MKTopn; + fs
CRpfi + it

where:i andt (1981-2005) represent the cross-sectional anddeahpnits in our
panel respectivelyGDPsctris the gross-domestic product normalized in teris o
per-worker in the considered sect&D| and FDI? are the linear and quadratic
forms of the sectoral inflow of FDI per-worker ihet sectorSCTRrel MKTopn
and EDU respectively represent the sectoral relevancejiaeket openness and
the education levels observable in our considemh@mies and they are used
exactly in the same terms as those used for theasin of model [4]¢ is the

error ternt'®

118 The variables considered in this new functionkdtienship are the same as those used for the
analysis of model [4] except for GDP (which was gidered in per-capita terms and now in per-
worker in the considered sector) and for FDI and?R@vhich were both normalized per squared
km. in estimating model [4] and now expressed imgeof per-worker in the sector).
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The table below (tab. 3.25) shows the estimatieulte we have achieved.
They are produced on the basis of robust standaodsegenerated through the

same estimation strategy used for the previous/sest’.

Tab. 3.25 —Panel data estimation results.

de%D\f’ar oLsS FE RE
EDIsctr -.0032*** .0027** .0032**
(.0011877) (.0011963) (.0015632)
FDIsct? -.0002 -.0001 -.0002
(.0004038) (.0003782) (.0003685)
SCTRrel .6006*** 63241+ .6006***
(.1485679) (.1255835) (.1363481)
MKTobn -.8875%* -.8916*** -.8875%*
P (.0609852) (.0538845) (.0183349)
EDU .3415 .5877 .3415
(.5894787) (.5477046) (.3097445)
Constant .0367 .0353* .0367*+*
(.0215472) (.0187946) (.0062967)
N. obs. 262 262 262
N. groups 26 26 26
R-squared 0.9084 n.a. Rho = 0
Adj. R-squared n.a. with robust estimates with robust estimates 0=

Robust standard errors in parenthesis; P-value: ***< 1%, ** <5%; * < 10%

The Brush-Pagan test is run for the choice betw2e® and FE/RE models and
generates a chibar2 = 0.00 with a p-value of 1.000@s makes us choose the
OLS over the FE/RE.

Tab. 3.26 —TheBrush-Pagan (LM) test results.

Var Sd = sqrt(Var)
GDP .0938562 .3063596
E .008474 .0920544
U 0 0
Test: Var(u) =0 Chibar2(1) = 0.00 Prob > chi2 = 1.0000

Considering the specific interest of analysis is #ection, we only focus on
the outcome of the GDP-FDI relationship (we fingnsficant when GDP is
considered in its linear form only) and we do raitet into consideration any other

result achieved in this estimation. The identifizatof the impact FDI generates

¥As already reported in footnote 59, in particuldrS0and FE are estimated through the use of
xtsccStata program which allows the computation of d¢éad errors robust to forms of spatial and
temporal dependence (Hoechle, 2007).
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on our considered pollutant through GDP can beexeld by recalling the

estimation result achieved for model [4] which wevrite as follows

CO, = 0.4104GDP - 0.0207GDP? + 0.0027FDI + 0.0007FDI? + ...

from which we compute the partial derivativeso@fO,/ oFDI andoCO,/ 6GDP

and the result of the equation we have just eséichat

GDP = -0.0032FDlI + ...

from which we take the partial derivative @&DP/ 0FDI. As already done in the
previous sections devoted to this type of analy#ig, result is obtained by
operating [CO,/ oFDI) + (0CO,/ 6GDP)] x (¢GDP/ oFDI) with FDI and GDP
considered at their sample mean values (hamely, #¥B30.3915 and GDP =
14.8965 as reported in the table giving the sumroétiie statistics). The result is
equal to +0.0006 and represents the actual medsuraverage terms) of the
impact FDI exerts on CQas observed through GDP. Its positive sign cordirm
what has already been observed when analyzingntheeed-FDI effects on our
considered pollutant although the magnitude ofitiqgact comes out as of minor
importance.

Considering the minimal quantitative aspect chareng the result just
achieved, once again we should highlight how - pestelently from the algebraic
sign of the relationship - FDI inflowing in the figport and communication sector
of our considered economies plays an almost neuttal on the level of CO

emissions from the sectoral fuel combustion.

3.5.3.4. The composition effect.

The attempt to analyze the composition effect im mwodel was made
through the employment of two variables, namelyséhoepresenting the sectoral
relevance and the capitalization level of the ader@d economies. No comment
can be given for the earlier variable since the igogb result did not show

statistical significance. The remaining considevadable, however, produced a
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statistically significant result showing a positivelationship between the
computed measure of GCF and the considered ty@Oaf The interpretation of

such a result would induce us to say that the rtfwrecapitalization level of the
considered economies increases, the more the negaipact on CQis. In other

terms, those economies which are more materialijtal&ed (in terms of fixed

assets such as plants and machinery, equipmentjasghHand improvements and
buildings) are also more polluting. This resultibally confirms what has been
found in other works. Although it is a generallycapted perception that capital
accumulation brings technological advances, whiasuldr generate beneficial
effects on the environment, this cannot alwaysdresiclered as the rule of thumb.

As shown in other studies, the increase and acaitionl of fixed assets
(plants and machinery, vehicles, buildings, ete$utts in higher production
levels, which means more consumption, and therefooee pollution. While
dealing with different pollutants, various authdi@ve proven the existence of a
positive correlation between emission intensity acapital intensity (e.g.
Mazzanti et Al., 2007; He, 2006; Cole & Elliott, @& 2003; Antweiler et Al.,
2001). To give some specific examples — althougtiinig with the issue of trade -
a Factor Endowment Hypothesis (FEH) is postulatedtweiler et Al. (2001)
while referring to an investigation of the envirosmial impact of trade
liberalization. By using a panel data on city-leaeibient S@concentration, they
find evidence that a 1% growth in the capital-lab@iio of a country generates a
1% increase of SO In their view, the FEH predicts that liberalizatiof trade
leads to a rise of polluting emissions in thosentoes characterized by capital
abundance. Vice-versa for those countries charaeteby capital scarcity.

In replicating this study, Cole and Elliot (2003tend the analysis to take
into consideration other pollutants such as,CROx and Biological Oxygen
Demand (BOD). They also find statistically sign#iic positive correlations,
which confirm that the higher the capital to labaaitio is, the higher the pollution
intensity is. In light of what has been said so, fae should recognize that
technological progress certainly plays a role iataidg pollution, but we have to
accept that it might be unable to seriously overtéke problem as capital
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accumulation proceeds at a faster pace than thealagihplementation of
technological advances.

The policy implication associated to what has jus¢n discussed can rely
on the recognition that capital accumulation (wHicbadly means the production
of public and private goods and services) may lkadized in various ways,
including those which could be detrimental to theinment. This also implies
the recognition of the existence of externalitiwbpse solution can be somehow
found in the policy approach which calls for theplementation of environmental
taxation, although monetizing environmental valigsnot an easy thing —
sometimes impossible — to do. All this is food fllought on what type of taxation
policy would significantly rise capital formatiosdlective business tax-incentive,

personal tax cuts, etc.).

3.5.3.5. Other evidence.

Our model estimation found the variables represkhtethe surface of the
protected area and the education levels existingpun considered countries
statistically insignificant. The outcome relatedhe cross-product we used in the
equation was also observed not to be statisticeiful.

The only noteworthy result is the positive relasbip found between the
variable representing the market openness andamsidered pollutant. Our result
disagrees with all those works proving the existent a virtuous relationship
between trade - and investment, as a consequeritsestifong correlation to trade,
which is proven in various studies (e.g. Ghosh,7200ECD, 2002[b]) - and
environmental pollution. It is, therefore, countguitive with respect to what is
referred in the mainstream literature which exmathe virtuous relationship
between trade / investment and the environmenugirahe fact that, where trade
/ investment is freer, a major efficiency in théoahtion of resources is achieved
and the decline in environmental pollution is tlengequent outcome. This is
normally believed to be a natural consequence ef dlobalization process
because of the push it gives to the specializatioaconomies, whose expected
results are of major efficiency in the allocatiohtlee level of resources and of
minor environmental impact (OECD, 2002[b]; Lucag\kt 1992).
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However, the evidence in our work agrees with thadduced in other
studies, where a positive correlation has beendouhile focusing on different
developing and developed countries (e.g. Feriduil.et2006; Hill & Magnani,
2002). In addition, if we consider that trade amgeistment can be seen as the two
faces of the same coin, we would feel induced guearthat this result does not
disown the result achieved for the induced-FDIeffsn CQ emissions, since we
found them characterized by positive signs. Newedetis, it must be pointed out
that the two results should be read separatelyesine (the relationship between
the FDI inflow and CQ) is associated to a sectoral dynamic. The other (t
relationship between the level of market opennags@() considers the broader
picture given by the total figures of import angpert and does not represent any
sectoral flow dynamics, although it is not excludiedt it holds some composing
aspect of the transport, storage and communicasector now under
consideration.

The policy implication associated to our empiricesult would argue in
favour of trade and investment agreements holdirigter provisions, while, at
the same time, guaranteeing that free trade aresiment take place. This should
especially be done with regard to those sectorscptarly exposed to the risk of

generating environmental degradation.
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Australia
Austria
Belgium
Canada

Czech Republic
Denmark
Finland

France
Germany
Greece
Hungary
Iceland

Ireland

Italy

Japan

Korea Republic
Luxembourg
Mexico
Netherlands
New Zealand
Norway

Poland
Portugal
Slovak Republic
Spain

Sweden
Switzerland
Turkey

United Kingdom
United States

Total OECD Countries

1981
62,378

-4,366

-1,492

10,169

15,254

33,102

247,46
362,5

1982 1983
-24,148 29,129

9,3333 -2,692

6,2794 14,129

0,6031

2,3476 3,0385

9,5238
-6,5381

60
-10,24

7,9365 3,0769

71,256 32,908

2,3323
175,38
307,67

152,38
228,37

1984 1985

1986

1987

-2,578 3,991 24,479 50,127

-3,976 0,944

-35,34 7,314

0,97

0,8368 0,749

0,373
7,3529

-9,624
1,6647

7,143
11,18
0,706

1,4706 5,714

237,86 29,8

1,9559
30,882
230,51

-1,833
2,857
69,913

0,5225

-3,456
-3,242

0,2394

12,676

-7,475
-1,47

4,2254

69,635

-10,32
180,28
266,09

16,643
2,2554

2,0838

29,73
11,339
1,5946

17,568

116,6

50,819
228,38
527,14

1988

1989

1990

Tab. lll.1

FDI inflow in the "agriculture and fishing" sector in real million of US Dollars (Source: our computation on OECD data)

1991

1992

1993

-15,41 46,037 5,7085 276,71 -431,15 15,43

22,483
20,322

14,986
22,842

10,108
6,2789
-23,68
2,6632
-7,743
31,579

114,55

56,17
-113,2
141,99

-38,69
-2,02

8,3051

-2,532
-5,371
0,7557

27,848

254,74

0,1962

28,985
93,671
411,92

12,988

15,849

-0,0622

1,0171

-0,122

96,341
21,43

30,49

212,29
0,2061

41,156
-54,878
382,411

14,6
0,7094
12,364

0,06

-2,8447

64,706
18,248

24,707
0
56,953

14,527
-78,824
401,91

9,554
7,3586
11,036
-2,6931
2,7989

-1,7241

28,736
-3,2678

19,539

85,516

90,792
17,241
-166,26

171

2,2602
23,666

25,288

8,9352

-0,352

3,9398

36,364
-72,21

17,047

65,385

-25,59
-180,7
-80,52

1994
-55,998

1,1189

24,816

21,908

-0,0322

27,096

0,1111

33,333
26,864

3,6211
2,8889
3,6078

31,742

27,212
115,56
263,84

1995
70,88

8,683

5,663
3,034
-0,05
5,682
0,87
91,43
-17,6
13,26
1,08
21,76

0,304

12,01
-128
88,73

1996
-8,3309

27,449
-456,75

0,2

36,079

33,723
5,5617

4,6809

34,93

8,3011
-38,298
-352,45

1997
-30,45

7,3705

-1,183

-400

-0,101

42,766

35,684

11,474

227,1

5,2632

11,962
-1,379

10,345
235,79
154,64

1998
13,74
15,06

8,325

-31,1

110

-400

0,095

17,7

120,6

29,38

31,23

8,646

27,85
4,064

10,35
102,1
68,43

1999
49,384
1,0878

6,4612

6,1398

47,84
-375,1

35,942
0,3929

18,484

52,143

40,23

58,163

2,1745
198,84

23,112
56,122
221,41

2000
48,074

8,36
17,804

7,373

-13,82

0,028

11,98

3,2

-16,59

10,9

-0,19
10,137
4,039

9
27,248
207
334,54

2001
3,5461

28,475
2,2382

6,1461
50,047
3,0716
122,37
-0,215

171,21

-17,16

21,95

9,0196

-0,04
-12,29
0,6637

15,532
51,961
456,53

2002
14,474

-1,8602
35,218

-10,065
6,6796
37,104
-0,0388

-88,752

-1,5534

31,109

8,6408

15
52,153
1,4981

11,651
-321,36
-223,6

2003
-6,5302
2,1311
-401,78

1,7651

0,8604

25,578
0,8953
21,855
0,0349

103,38

-4,434

29,841

36,698

8,8283
26,643

0,9434

-44,681

-217,92
-415,9

2004
143,456
3,41927
-1110,17

76,5514
-0,30642

7,9789
0
-8,05872
15,4541
0,01376

218,843

0,36697

75,5046

-115,12

5,50459
65,555

71,5596
-549,45

2005
-75,499
-14,298
-626,93

4,40177
-0,2956

-5,4991
-19,797

5,77876

0,00708

-1,608
0,44248

44,7788

4,42478

-52,212
-736,3

Total
207,4329
7,396173
-2138,88

151,912
80,82654

275,8789
-1528,19
48,82901
238,5069
-2,71299

595,3511
-1,60796
195,3431

535,8615
329,8345
-4,49313
3,621111
278,4447
211,1437
10,09811
1472,526
208,4369

19,87276
415,6264
783,0101
2394,063



Australia
Austria
Belgium
Canada

Czech Republic
Denmark
Finland

France
Germany
Greece
Hungary
Iceland

Ireland

Italy

Japan

Korea Republic
Luxembourg
Mexico
Netherlands
New Zealand
Norway

Poland
Portugal
Slovak Republic
Spain

Sweden
Switzerland
Turkey

United Kingdom
United States

Total OECD Countries

FDI stock in the "agriculture and fishing" sector in real million of US Dollars (Source: our computation on OECD data)

1981 1982 1983 1984 1985

405,21 506,54 446,54

50,094 40,105 32,701 41,789

37,079 35,254 31,174 28,949

74,576 33,333 66,154 8,8235 8,5714

68,781 94,827

35,716

74,576 1784

1986
356,8521
10,78732

59,50563

36,28169

19,71831
131,0732

1987
480,7
14,414

1988
491,07
13,404

72,631 65,779

51,993 58,459

47,297
162,7

57,895
124,37

1989

1990

Tab. I11.2

1991 1992

1993

1016,8 514,7 1291,1 582,88 583,91

209,51
76,795

60,767

105,06
141,42

268,91

133,05

1,9646

86,341

3,9024

259,76
177,52

3,8518 3,6448

20,889

208,94
91,571 111,81
36,524
1,4824 -1,3448

78,72 40,645

3,7647 1,954

292,94
136,19

241,38
122,29

3,0886

106,64

85,297
-0,42

85,383

1,9318

105,68
77,869

336,36 330,95 325,16 366,79 369,74 366,7 158,22
1663,5 1766,2 1691,2 1580 1760,563 1689,2 1468,4 1708,9 1776,8 1467,1 1386,2 1554,5

2312,9 2374,9 2200,7 2374,782 28553 2610,4 3644,4 3589,8 3966,3 2892,7 27622

172

1994
684,62
6,0089

37,081

113,35

99,47
-0,211

116,66

145,56
76,847

5,0944
6,6667

119,79
1792,2
3205,2

1995
604,1

128,91

-0,2663
120,03
2,8261
202,17

49,455

20,652
36,389

107,83
1788
3060,1

1996
524,83

275,67

0,4191
162,56
2,766
380,85

72,607

24,787

112
1737,2
3293,7

1997
414,483

5,56105

134,513

0,30421
205,676
38,4211
344,211

135,7

24,4211

100,968
2136,84
3541,1

1998
401,02

23,695
32,625

140,1
2,9708
160,04
0,4354
270,35
158,54
440,94
171,36

33,958

1,7208

90,106
2155,2
4083,06

1999
694,04

18,249
20,004

217,32
4,8439
165,27
1,101
269,48
207,55
599,9
162,99

149,9

3,8449

225,97
2265,3
5005,8

2000
698,59

34,368
17,583

144,23

2,791

1,128

250,3

206,6

652,08

133,06

158,7

3,879

45
219,35
2416
4983,7

2001
499,98

46,507
13,173

127,87
0,1471
237,42
0,5422
367,21

185,39

159,84

173,43

15,572

45,098
199,07
2457,8
4529,1

2002
623,4078

19,72524
27,41748

158,832
1,924272
393,4058
0,646602
253,5204

182,0388

337,0097

180,1942

20,53398

26,21359
236,2932
1938,835
4399,998

2003
958,288
22,6387

10,3311
20,5915

439,667
187,067
2,4783
229,146
0,81132

447,316

172,453

7,14906

224,434

41,5094
242,45
1899,06
4905,39

2004
770,188
23,7431

99,1101
2,34954
486,107
171,2
3,74862
0,88624

740,655

168,073

7,49817

389,084
358,44

217,431
336,666
2022,94
5798,12

2005
634,618

68,2504
1,67876

0,00708

31,5062
162,566

360,796

286,726

1946,02
3492,17

Total
14184,5
101,581

325,797
193,392

1613,14
2681,53

18,904
1406,57
7,48548

3834,8
31,5062
1500,78

4086,89
2550,56

394,179
1716,38
36,3891
45,5503

661,978
4280,14

44068
83740,1



Tab. 111.3

CH4 without land use, land use change and forestry in min. tons CO2 equivalent (Source: UN from http://data.un.org)

1990 1991 1992 1993 1994 1995 1996 1997 1998 1999 2000 2001 2002 2003 2004 2005 Total Pop. @ 2005 Emission p/cap @ 2005

Australia 114,653 114,1867 114,3849 114,1305 112,7588 114,4354 111,9276 115,1952 114,2747 114,0417 116,2821 119,8266 117,6502 114,2727 114,487 113,8748 1836,382 20310000 5,60683E-06
Austria 9,184053 9,162638 8,875038 8,852111 8,659917 8,543036 8,353696 8,076732 7,955027 7,781037 7,621742 7,507018 7,380937 7,382764 7,224403 7,071422 129,6316 8292000 8,528E-07
Belgium 10,40416 10,20434 10,04187 9,883043 9,865661 9,870256 9,569092 9,428878 9,240189 9,057041 8,774728 8,415181 7,946251 7,591839 7,47067 7,275448 145,0386 10398000 6,99697E-07
Canada 74,33931 76,13764 80,33056 82,69579 85,59478 89,23332 92,74305 94,34462 95,61833 95,43374 98,1629 99,62086 99,48296 100,3893 102,0013 102,1592 1468,288 32271000 3,16566E-06
Czech Republic 18,46146 16,80407 15,79687 14,7916 13,8864 13,6443 13,43526 12,9972 12,54068 12,04357 12,07291 12,22826 12,04237 11,72698 11,54472 11,61571 215,6323 10192000 1,13969E-06
Denmark 5,729471 5,817322 5,845452 6,006162 5,928395 6,005771 6,137284 6,027898 6,055247 5,931376 5,920808 6,054334 6,017674 6,001203 5,807287 5,662245 94,94793 5417000 1,04527E-06
Finland 6,288819 6,275294 6,249582  6,26622 6,217928 6,073048 6,002385 5,925433 5,730671 5,598502 5,381093 5,258216 5,060193 4,865911 4,698326 4,484112 90,37573 5246000 8,54768E-07
France 68,67452 69,11807 68,87318 69,17545 69,09207 69,55015 69,02888 65,72142 65,54913 64,92904 64,54786 62,91451 61,22825 59,69765 58,01411 57,34918 1043,463 60991000 9,40289E-07
Germany 99,26615 93,88123 89,75347 89,30082 84,74602 81,4762 78,37227 74,53241 69,27853 68,56471 64,70444 61,41751 57,85186 53,7573 49,58278 47,6782 1164,164 82652000 5,76855E-07
Greece 8,981743 8,973785 9,017229 8,983916 9,062794 9,063463 9,211823 9,170977 9,214969 9,010255 8,842435 8,445697 8,416036 8,338971 8,283503 8,262338 141,2799 11100000 7,44355E-07
Hungary 9,455493 9,281709 8,580976 8,303923 8,147103 8,216599 8,313475 8,247717 8,261176 8,270855 8,271424 8,096576 8,182396 8,182979 7,957273 7,891013 133,6607 10086000 7,82373E-07
Iceland 0,456203 0,453721 0,450371 0,452406 0,457629 0,452915 0,458708 0,462225 0,464226 0,463021 0,454317 0,458405 0,444127 0,444595 0,437189 0,438217 7,248274 296000 1,48046E-06
Ireland 13,46677 13,61055 13,70353 13,79267 13,76021 13,79926 14,04511 14,10805 14,36617 14,04512 13,53947 13,28804 13,36258 13,94235 13,35563 13,26181 219,4473 4143000 3,20102E-06
Italy 41,61415 42,92645 42,31 42,60102 43,2658 44,11792 44,17715 44,51573 44,22235 44,30703 44,29082 42,9309 41,83605 41,08599 39,92839 39,5936 683,7234 58646000 6,75129E-07
Japan 33,38553 33,14815 32,88874 32,61427 31,92057 30,96416 30,25313 29,15885 28,31716 27,66432 26,97969 26,18649 25,228 24,74587 24,3519 23,92996 461,7368 127897000 1,87103E-07
Korea Republic 47870000

Luxembourg 0,46004 0,468606 0,462728 0,473768 0,455176 0,46975 0,478476 0,477617 0,479218 0,49089 0,486637 0,483629 0,481879 0,475254 0,471166 0,469182 7,584017 457000 1,02666E-06
Mexico 104266000

Netherlands 25,43771 25,68738 25,17462 24,91071 24,08675 23,77369 23,00798 21,9883 21,14276 20,10936 19,22981 18,84037 17,98346 17,54582 17,252 16,84492 343,0156 16328000 1,03166E-06
New Zealand 25,48561 25,41975 24,88533 25,05868 25,71306 25,74308 26,00352 26,54262 26,02222 26,32921 27,15801 27,19102 26,96607 27,22207 27,11236 27,29655 420,1492 4097000 6,66257E-06
Norway 4,635138 4,692495 4,766207 4,849529 4,937288 4,934324 4,972425 5,009317 4,897363 4,76419 4,907941 4,922524 4,752076 4,777024 4,741407 4,582022 77,14127 4639000 9,87718E-07
Poland 47,70893 46,12961 43,90739 43,66812 43,80605 43,64225 43,1101 43,27499 42,35293 41,94342 38,99585 37,94188 37,20937 37,68223 36,82762 37,04359 665,2443 38196000 9,69829E-07
Portugal 10,1034 10,37397 10,49664 10,5091 10,98836 11,23373 11,36212 11,57229 12,03515 12,2754 11,52535 11,85805 12,16961 12,21287 11,93399 12,23636 182,8864 10528000 1,16227E-06
Slovak Republic 5,39563 5,146609 4,851874 4,467915 4,45194 4,64444 4,576375 4,626137 4,86347 5,071156 4,684807 4,733737 5,329805 4,958525 4,925825 4,628156 77,3564 5387000 8,59134E-07
Spain 28,03135 28,60682 29,51211 29,80198 30,44236 31,04852 32,45061 33,47271 34,52262 34,70948 35,8052 36,70396 37,11624 37,54564 37,49031 37,397 534,6569 43397000 8,61742E-07
Sweden 6,71922 6,70554 6,792326 6,840663 6,7637 6,676878 6,64146 6,580274 6,414708 6,264386 6,080711 6,060241 5,885925 5,724969 5,739007 5,602821 101,4928 9038000 6,19918E-07
Switzerland 4,373818 4,350366 4,239462 4,099654 4,004835 3,986736 3,931383 3,852973 3,79729 3,747089 3,696707 3,70848 3,646337 3,542416 3,526715 3,541174 62,04543 7424000 4,7699E-07
Turkey 29,20719 33,1725 36,66441 38,97879 39,18682 42,53878 44,98502 46,44509 47,70584 48,82587 49,26891 48,70285 46,87465 47,75687 46,28971 49,31694 695,9203 72970000 6,75852E-07
United Kingdom 103,672 102,8864 101,3675 98,27856 91,26547 90,27982 87,86916 83,02212 78,3605 73,09425 68,5139 62,52631 59,51199 53,5415 51,68323 49,72705 1255,6 60245000 8,25414E-07
United States 601,6045 602,2548 604,2936 592,3777 599,4752 594,1809 588,528 579,6207 569,08 558,0635 555,2848 549,3621 547,0965 550,6363 538,6367 527,3588 9157,854 299846000 1,75877E-06
Total OECD Countries 1407,195 1405,877 1404,516 1392,165 1388,941 1388,599 1379,946 1364,398 1342,763 1322,83 1311,485 1295,684 1277,154 1266,048 1241,774 1226,592 21415,97 1172625000 1,04602E-06
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Tab. IlIl.4
CO2 from fuel combustion in Agriculture and Fishing in Million tons (Mt) (Source: IEA estimations)
1981 1982 1983 1984 1985 1986 1987 1988 1989 1990 1991 1992 1993 1994 1995 1996 1997 1998 1999 2000 2001 2002 2003 2004 2005 Total Pop. @ 2005 Emission p/cap @ 2005

Australia 2,97 3,27 297 3,38 328 323 337 327 347 336 338 343 35 363 376 3,77 392 4,00 4,09 4,16 4,17 4,99 5,67 6,00 6,36 97,45 20310000 3,13146E-07
Austria 2,51 2,44 2,24 240 229 206 198 1,81 168 1,23 1,19 1,15 1,04 098 1,01 1,02 1,02 1,03 1,04 097 098 0,9 0,97 0,95 0,93 35,88 8292000 1,12156E-07
Belgium 1,36 1,35 1,24 1,13 1,12 1,40 136 1,78 1,71 1,51 168 220 242 3,06 3,44 3,8 327 291 268 2,06 216 1,81 2,51 1,92 2,48 52,41 10398000 2,38507E-07
Canada 5,19 4,89 936 564 581 584 592 630 714 727 732 791 826 835 885 939 979 943 9,70 987 876 7,79 8,00 798 7,87 192,63 32271000 2,43872E-07
Czech Republic 4,23 3,79 399 4,04 390 4,03 427 437 431 3,74 368 267 305 303 341 183 1,37 1,23 1,56 166 1,52 141 1,35 1,32 1,29 71,05 10192000 1,2657E-07
Denmark 3,01 2,55 2,51 2,27 1,53 157 1,52 146 1,39 225 237 233 213 212 210 2,22 220 212 212 2,12 2,08 2,03 1,96 1,84 1,84 51,64 5417000 3,39671E-07
Finland 1,62 1,71 1,60 1,71 4,79 1,82 192 202 207 209 1,78 194 193 1,68 164 1,68 164 168 1,66 1,74 1,78 1,75 1,73 1,72 1,70 44,40 5246000 3,24056E-07
France 8,83 8,78 857 860 850 853 857 861 989 1040 1038 10,18 9,44 901 956 968 989 987 974 950 9,49 932 8,89 897 874 231,94 60991000 1,433E-07
Germany 7,66 7,30 728 768 789 78 749 750 758 7,39 842 821 606 617 601 6,14 6,13 6,16 6,09 6,26 6,11 5,83 5,90 590 557 170,53 82652000 6,7391E-08
Greece 1,98 2,11 2,38 2,59 265 236 262 279 281 272 301 28 272 2,74 255 260 259 259 260 260 263 286 3,07 2,62 2,69 65,68 11100000 2,42342E-07
Hungary 3,63 3,46 3,01 331 329 309 323 307 29 259 211 161 150 1,58 1,53 1,67 165 166 1,71 1,59 1,45 149 1,39 1,29 1,23 55,09 10086000 1,21951E-07
Iceland 0,51 0,53 055 051 047 053 058 o060 062 066 070 075 0,78 079 078 08 08 079 0,77 0,73 065 0,71 0,75 0,72 0,71 16,87 296000 2,39865E-06
Ireland 0,07 0,05 003 004 004 064 061 060 060 065 067 068 069 078 09 072 075 074 0,78 081 082 0,82 0,82 0,79 0,82 14,92 4143000 1,97924E-07
Italy 5,78 5,75 580 582 624 627 681 726 831 835 772 793 862 863 878 880 851 845 824 8,04 834 829 8,86 830 837 19227 58646000 1,42721E-07
Japan 8,80 21,09 21,70 24,67 23,68 24,74 26,51 2859 28,22 20,70 21,70 21,21 20,22 19,58 19,00 19,72 18,95 1835 17,69 1572 1501 14,77 14,14 13,65 12,72 49113 127897000 9,9455E-08
Korea Republic 2,10 2,06 2,08 229 238 3,16 334 379 420 469 513 578 649 739 802 899 987 846 923 9,70 10,21 9,85 8,75 795 7,42 15333 47870000 1,55003E-07
Luxembourg 0,02 0,03 0,02 001 002 002 002 002 002 002 002 002 002 002 002 002 002 002 0,03 0,02 0,02 0,02 0,02 0,04 0,05 0,56 457000 1,09409E-07
Mexico 6,38 6,60 5,62 553 563 546 579 602 531 517 533 536 539 474 536 530 571 566 6,27 6,37 627 6,04 6,49 6,76 7,34 145,90 104266000 7,03969E-08
Netherlands 0,73 0,94 0,78 518 552 6,26 657 665 680 798 877 864 919 840 937 881 864 894 9,36 894 8,87 8381 7,88 8,13 848 178,64 16328000 5,19353E-07
New Zealand 0,68 0,77 075 077 074 068 066 063 062 09 087 09 08 09 097 100 106 1,10 1,09 1,01 098 1,07 1,18 0,99 1,10 22,40 4097000 2,68489E-07
Norway 0,64 0,62 059 o061 061 062 061 062 060 064 183 1,74 166 1,75 1,72 191 192 1,97 192 1,79 1,89 191 1,89 1,84 1,75 33,65 4639000 3,77236E-07
Poland 7,46 7,33 7,16 69 781 75 630 78 79 7,82 838 9,69 11,58 13,52 13,04 13,71 14,20 12,84 13,24 12,36 12,21 11,43 11,62 11,92 12,45 256,40 38196000 3,2595E-07
Portugal 0,97 1,03 1,16 1,14 1,20 1,20 120 1,24 1,28 1,34 134 134 133 1,35 1,34 1,32 148 1,67 1,79 1,99 1,34 1,22 1,15 1,53 1,48 33,43 10528000 1,40578E-07
Slovak Republic 2,24 2,03 2,00 1,95 195 1,9 19 1,99 195 1,75 122 091 100 o064 060 057 05 050 045 041 036 0,28 0,31 0,34 0,35 28,22 5387000 6,49712E-08
Spain 6,06 6,61 6,67 6,76 7,09 689 722 640 395 4,17 453 489 506 528 541 537 530 479 545 6,40 586 5,79 7,27 8,34 7,74 149,30 43397000 1,78353E-07
Sweden 1,52 1,37 1,25 1,29 137 1,73 161 153 1,38 1,36 1,39 1,34 1,19 1,20 1,22 1,27 1,27 1,52 1,19 098 1,03 1,22 1,24 1,13 0,98 32,58 9038000 1,08431E-07
Switzerland 0,29 0,29 029 030 030 030 030 o030 031 03 036 036 038 045 046 047 045 050 041 0,00 000 0,00 0,00 0,00 0,00 6,87 7424000 0

Turkey 2,91 3,65 397 4,06 447 437 537 541 521 584 578 59 714 7,17 7,73 806 800 792 8,14 814 812 886 7,99 899 9,07 16227 72970000 1,24298E-07
United Kingdom 3,14 3,13 3,13 308 308 309 29 281 262 266 271 2,73 272 272 2,62 2,87 263 2,64 239 2,10 226 2,00 1,32 1,18 1,41 63,94 60245000 2,34044E-08
United States 38,89 36,22 3549 3941 50,41 4891 46,95 48,19 4580 43,11 43,03 46,88 44,53 4529 4533 46,46 46,92 43,11 39,62 42,07 46,28 4529 39,85 50,77 50,10 1.108,91 299846000 1,67086E-07
Total OECD Countries 132,18 141,75 144,19 153,13 165,06 166,06 167,56 173,48 170,76 162,77 166,80 171,48 170,97 172,99 176,53 180,07 180,54 172,65 171,05 170,11 171,65 168,62 162,97 173,88 173,04 4.160,29 1172625000 1,47566E-07
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Australia
Austria
Belgium
Canada

Czech Republic
Denmark
Finland

France
Germany
Greece
Hungary
Iceland

Ireland

Italy

Japan

Korea Republic
Luxembourg
Mexico
Netherlands
New Zealand
Norway
Poland
Portugal
Slovak Republic
Spain

Sweden
Switzerland
Turkey

United Kingdom
United States
Total OECD Countries

FDI inflow in the "manufacturing" sector in real million of US Dollars (Source: our computation on OECD data)

1981
1333,32

-769,07

9,84
1954,52

929,04
500,00

4281,36
1902,42

105,09

930,88

902,46
12635,59
24715,45

1982
1735,41
1252,18

96,95

-20,12
773,84

665,35
819,05

3752,38
181,30

95,24

1826,66

540,56
4173,02
15891,82

1983
-393,94

-831,40

172,06
1396,66
952,31

4455,38
281,41

92,31

1039,20

2329,38
5670,77
16511,35

1984
968,19

895,98

16,62
24,50
1169,66
109,01

290,04
1236,39
404,41

3858,82
450,50
-28,30

89,71

1290,64

2064,22
6416,18
19256,58

1985
559,77

1509,21

-6,20
23,98
884,75
8,74

277,28
273,84
930,00
239,53

3671,43
292,83
125,54

140,00

1464,50

1853,31
12730,00
24978,49

1986
972,55

792,66

14,97
427,77
1052,64
-232,80

347,30
-1807,88
698,59
344,90

4771,83
2037,66
108,76
95,77
2478,07
227,90
1990,25

19869,01
34189,96

1987
1267,36

2131,67

180,22
-18,75
2718,87
-800,70
970,34

426,30
2288,18
1932,43
508,50

2795,95
2864,30
162,63
110,81
4185,10
159,55
6761,18

3381351
62457,44

1988
1750,82

-341,99

208,41
70,09
4232,26
-2354,90
708,12

15,25
321,58
4087,60
3190,79
743,21

2467,11
2193,28
192,74
292,11
3518,93
624,13
9897,68

42005,26
73822,49

1989
2936,37

3844,18

214,55
149,07
1511,88
-135,34
660,07

29,63
238,20
1771,86
1483,54
641,25

3581,01
4814,86
199,63

384,82

5587,74
382,54
695,80

15825,89
48865,82
93683,38

1990
1589,80

315,56

665,31
270,22
2062,92
-1337,31
769,36

16,02
244,47
484,40

1915,85
448,54

2331,71
5149,49

521,99

7620,56
1662,97
3402,41

7033,31
20796,34
55963,91

1991
2114,72

-1758,24

685,51
-44,23
4995,32
-2205,79
626,40

21,36
415,65
2549,12
2230,59
417,41

3357,65
1189,92

451,79

4107,07
5185,62
510,40

6259,01
8572,94
39682,22

Tab.

1992
3823,82

968,87

609,89
521,67
5635,77
-1932,48
2733,04

-14,90

419,44
1711,94
1849,43
436,67

3652,87
2653,03

309,17

5042,37
-592,18
223,21
632,18
4698,99
8658,62

42041,41

.5

1993
3982,29

1645,27
414,41
505,40
608,01
3040,89
1804,97

-1,21
420,06
1652,18
1777,27
274,77

2087,50
1911,01

479,57

6101,62
2040,05
-2,31
542,05
5707,41
15801,14
50792,36

175

1994
1874,71

3422,24
519,60
856,19

1199,46

2797,98

-1062,54

4,70
336,94
391,18

2183,33
313,44

6051,11
2640,67

42,83
806,00
637,84

5665,27
3747,91
872,89
445,56
4081,84
22164,44
59993,62

1995
1196,01

1939,49
931,49
609,83
320,83

3716,61

1307,65

3,42
389,48
2352,07
1631,53
536,52

4258,70
1796,24

827,93
1933,70
277,28

3626,09
11279,12
1301,11
422,83
7157,17
33926,09
81741,18

1996
1645,44

580,36
680,95
546,76
705,36
4582,37
-1981,13

86,95
581,75
672,04

3041,33
904,47

4980,96
8891,90

855,69
1931,28
124,02

3416,16
1332,52
1879,62
450,00
7092,20
44614,89
87615,89

1997
111,67

1965,42
429,85
1322,94
1686,38
5372,57
999,68

138,84
575,51
1251,08
2326,23
1558,32

7608,42
4902,29

2981,09
1566,74
285,61

3080,14
4413,47
3095,46
367,37
9931,46
39694,74
95665,28

1998
933,53
580,25

3533,31
1336,93
700,02
1790,74
8126,95
-2542,80

24,56

1026,36
2487,78
2721,35

5069,06
19611,79

799,61
2267,60
-255,54

4291,74
6838,01
2205,49
576,04
17866,76
149243,75
229233,30

1999
1952,32
471,88

2560,12
2049,81
912,24
2507,83
8840,64
28089,77

1188,35
40,21

2047,34
8777,71
3230,82

5440,26
13942,14

991,11
1785,51
-106,24

-938,32
51108,47
1999,39
360,41
18354,47
84063,27
239669,49

2000
1563,86
-254,35

12122,42
2047,49
2187,07
1252,42

13605,20
-3106,63

144,17

5511,93
7332,84
3223,10

4496,97
9706,02

1597,65
2085,40
104,97
846,88
2400,70
-5496,23
9704,31
207,00
16544,05
105119,00
192946,21

2001
-1498,90
690,12

1621,60
1713,52
-93,07
11258,79
7512,30
74,14
2056,49
13,22

4590,26
2647,01
1049,80

2262,14
17947,51

164,40
1180,20
-334,59

244,38
5168,00
6066,85
-1002,36

908,82

17224,29
50067,65
131532,57

2002
3279,25
444,67

3844,70

971,72
229,66
676,16
18274,68
925,95
-206,54
1361,75
59,61

4796,27
6376,90
709,71

5356,07
7002,26

-480,36
1280,29
-193,64
514
8427,78
580,97
418,90
338,83
-2892,52
25253,40
86841,60

2003
4727,01
1759,54
4514,49

2475,89
744,45
1252,25
10706,46
-2038,77
234,18
682,11
56,77
14039,04
5977,76
3964,44
721,23

3924,82
5930,86

598,36
1825,47
499,38
298,54
806,77
2140,63
4664,93
475,47
2804,15
17202,83
90989,04

2004
35082,86
227,96
8096,05

928,36
468,25
425,15
3719,19
3305,44
564,81
1197,50
329,92
4485,14
2736,68
867,83
1286,88

4466,28
3964,25

457,40
4181,01
868,51

5999,95

2535,72

349,54

2988,63
18592,66
108125,99

2005
-42319,87
-796,31
-3294,11

1635,05
930,84
-1903,88
8738,47
2688,08

2231,60
600,81
-2617,69

-2171,05
453,36

4612,00

2346,19
-195,32

516,14
431,86

45785,84
17672,03

Total
31188,36
3123,76
13161,13
35778,27
16043,16
14427,20
11840,30
130694,71
27433,75
7133,91
8717,79
1569,33
21362,56
48591,64
58150,14
20763,79

103591,79
122257,95
761,00
8835,71
23189,39
4880,63
1394,94
87137,63
90690,71
34032,70
6507,96
167016,13
875736,76
1976013,09



Australia
Austria
Belgium
Canada

Czech Republic
Denmark
Finland

France
Germany
Greece
Hungary
Iceland

Ireland

Italy

Japan

Korea Republic
Luxembourg
Mexico
Netherlands
New Zealand
Norway
Poland
Portugal
Slovak Republic
Spain

Sweden
Switzerland
Turkey

United Kingdom
United States
Total OECD Countries

FDI stock in the "manufacturing" sector in real million of US Dollars (Source: our computation on OECD data)

1981 1982

2570,54

37704,32

28292,00

6099,65
4966,67

15798,31 5528,57

69944,44 73330,77 76179,41 85120,00 101356,34
15798,31 155106,19 170107,09 217994,95 220151,42 265383,33

1983
6998,13
2195,94

42971,58

25353,16

6208,27
5766,15

7283,08

1984
12194,74
2127,95

40619,01

21041,61

9561,92
5916,18

9136,76
14524,32

26693,04

1985
10809,42
2769,63

42362,50

26238,82

15999,81
6677,14

7990,00
19765,78

2418,32

1986
11580,37
2852,33

46579,94

33023,99

21765,98
7283,10

8569,01
26829,47

1858,94
3683,85

1987
15847,38
3650,58

53429,63

41541,37

21206,17
8920,27

10183,78

34693,21

1408,92

3235,14
4624,15

52316,01
126844,59
377901,20

1988

1989

1990

22751,58 23938,56 25408,13

3293,42

61219,75

34978,72

56,36
25455,69
11877,63
15115,79

32172,28

1381,82

3846,79
5578,16

55873,08
161292,11
434893,15

66779,32

2172,35
29470,05
45759,97

86,82

28841,21

12910,13

15608,86

37681,86

1378,03

4268,85
5638,52

67248,09
191074,68
532857,30

68117,43

2533,93
39060,22
53170,28

115,13
27041,08
14353,66

2688,66

17309,76
48782,32

1589,77

5350,61
8931,45

89304,01
186347,56
590104,00

1991
24952,14
4465,94

26587,12

3078,42
2218,30
45233,68
55490,14

131,19
28392,47
16077,65

3011,18

19821,18
49358,25

1955,04

9148,88
8473,14

82964,45
184841,18
566200,32

Tab. 111.6

1992
27431,70
5029,13

42102,01

2218,86
51514,61
47993,51

2710,58
88,63

22675,11
17556,32
3378,62

18631,03
47645,30

1891,47

7507,52
7979,51

68670,87
182612,64
557637,44

1993
33790,76
5274,42

42352,59
2651,95
52113,93

40262,89

3602,61
84,50

23021,27
19135,23
4678,98

20328,41
41047,98

1902,35

7116,32
4662,17

67756,48

1994
38293,15
5315,10

44016,82

3653,15
4592,44
59205,48
42909,80

4034,27
97,53

24750,29
20894,44
3857,56

15954,44
51785,99

2093,44
2008,89

14295,47
7164,96

68715,28

191076,14 235502,22
560858,97 649140,72

176

1995
36886,41
6552,32

49296,45

5214,68
66940,82
49029,61

110,91

26526,99

4310,22
2750,40
20952,17
53968,16

2321,85
4164,13
6977,35

20896,00
8884,73

68353,32
259486,96
693623,48

1996
39697,38
6471,99

49134,95

5235,98
66001,42
80793,31

152,23

28970,64

5122,87
2756,39
22222,34
61217,13

2409,40
5489,26
6894,09

21676,17
8024,32

70900,53
291641,49
774811,89

1997
31955,76
5402,04

51251,92
5397,11

5806,43
61079,50
40869,09

280,73

31948,47

6627,26
2722,07
36910,53
57303,35

2645,50
5938,00
5838,22

25122,74
11130,30

79641,79
312621,05
780491,86

1998
33520,56
5746,21

54420,73
6854,31
4339,13
8426,84

69777,07

48399,80
4825,03

312,49

40353,27

9279,69
3066,25
42680,52
74934,95

5113,89
9111,98
6047,44
1028,88

31787,81
14307,21

101111,34
386334,38
961779,78

1999
37418,81
7272,64

63864,17
6924,23
3621,84
8455,32

62232,92

47881,49
6906,59

311,59

40292,64

12321,12
2787,87
49886,53
69176,96

5045,56
11333,06
5360,52
1285,56

47757,86
11236,38

104434,29
414709,18
1020517,14

2000
34421,68
8314,02

92561,41
8257,46
4400,91
9372,93

60367,12

48054,74
5412,72

317,32

45179,50

15297,70
4451,61
55432,88
78166,65

6551,74
13209,60
5315,25
2015,65

15348,94
9822,00
104148,10
480561,00
1106980,91

2001
27792,89
8503,29

9978,55
4964,89
8125,24
54374,48
47592,79
5151,79
9669,61
348,83

41275,94

16047,55
4975,89

90462,85

6166,49
14270,20
4359,90
1909,70

14817,15
10077,45
133062,82
467131,37
981059,67

2002
36337,56
11431,85

93066,93
13321,41
6321,78
11009,31
75264,08
62377,29
5686,12
13809,08
427,81

46928,82

16601,46
5795,65

112890,01

8937,08
16653,11
5181,78
2319,68

19092,21
8821,36
135832,48
438820,39
1146927,24

2003
52287,87
11356,28

110105,90
17898,08
7021,55
15899,50
90920,51
75940,85
7445,10
18092,45
470,66

67764,86

16852,83
5695,33

135667,65

9424,32
19627,83
5661,35

27643,53
15390,57
150839,15
439057,55
1301063,71

2004
100732,20
12653,78

109986,49
21055,51
13176,02
17394,89

115519,83
86684,54

8248,91

804,18

78512,74

17675,87
5314,11

151473,02

19121,79
29816,88

14454,13
169052,43
445558,72

1417236,05

2005
35207,31

114176,71
20261,91
12509,07
12595,65

1708,32

39751,98
17503,54

29012,39

19067,26

476214,16
778008,29

Total
720254,49
123249,39

1402707,70
109948,58
63086,75
123924,61
999075,70
1083679,78
43676,26
51918,61
5905,24

708772,79
192086,55
155255,10
40315,57
415343,96
1289547,49

81338,45

160635,32
51635,89
8559,48

203869,09

189638,98

77632,76
1696917,57
6277658,33
16276634,42



Tab. I1l.7

€02 from fuel combustion in Manufacturing industries and Construction in Million tons (Mt) (Source: IEA estimations)

1981 1982 1983 1984 1985 1986 1987 1988 1989 1990 1991 1992 1993 1994 1995 1996 1997 1998 1999 2000 2001 2002 2003 2004 2005 Total Pop. @ 2005 Emission p/capita @ 2005

Australia 44,68 43,27 37,95 39,50 41,72 41,51 42,35 44,75 45,95 45,98 46,12 45,73 46,86 48,67 49,51 49,75 51,12 51,73 51,83 52,56 52,04 40,19 40,75 43,29 46,50 1144,31 20310000 5,63422E-05
Austria 11,84 11,22 11,84 12,85 13,11 12,30 12,53 12,81 12,91 11,08 11,52 10,67 11,10 10,98 11,23 11,81 13,03 13,12 12,54 13,72 13,55 13,86 14,35 14,69 14,47 313,13 8292000 3,77629E-05
Belgium 30,86 30,38 27,39 30,18 30,01 29,22 28,27 29,28 30,64 33,01 33,89 32,10 29,99 36,24 35,08 35,70 38,32 39,70 41,00 44,03 44,40 37,65 38,63 37,00 34,63 857,60 10398000 8,24774E-05
Canada 93,97 82,63 80,21 86,10 86,30 85,30 88,36 92,22 92,46 85,41 83,91 82,86 83,83 87,08 88,73 92,62 93,33 89,88 91,64 94,35 87,28 88,75 93,40 96,64 101,17  2228,43 32271000 6,90536E-05
Czech Republic 65,05 68,43 67,94 68,20 69,21 69,48 71,31 69,54 64,81 46,27 36,65 39,59 32,71 27,41 29,05 28,22 27,41 24,92 21,73 25,58 24,27 22,53 22,67 23,46 23,37 1069,81 10192000 0,000104966
Denmark 6,79 6,14 5,61 6,26 6,45 6,70 6,22 5,96 551 5,50 591 5,78 5,70 5,75 5,98 592 5,83 5,66 571 539 5,58 519 523 534 5,15 145,26 5417000 2,68156E-05
Finland 15,04 15,22 14,49 14,82 13,30 14,18 15,32 14,67 15,98 14,54 14,79 14,91 14,28 15,69 12,44 12,23 12,35 13,86 13,18 11,88 11,66 12,89 13,33 12,64 12,30 345,99 5246000 6,59531E-05
France 101,32 91,83 89,74 90,77 91,03 83,45 84,41 82,12 81,66 80,07 83,92 82,34 78,34 77,62 80,98 82,94 82,76 80,62 77,37 77,11 82,40 77,56 80,33 77,06 72,22 2069,97 60991000 3,39389E-05
Germany 225,27 207,07 215,01 216,47 219,29 203,57 202,82 206,67 205,70 179,26 153,93 145,92 137,48 139,31 140,07 132,30 131,08 129,90 124,34 126,26 120,29 120,31 120,71 117,19 115,06  4035,28 82652000 4,88225E-05
Greece 9,24 9,23 9,58 9,91 9,72 9,77 10,13 10,62 10,85 10,39 9,96 9,34 9,05 8,93 9,67 10,36 10,52 10,73 9,51 10,55 10,64 10,28 10,24 9,44 9,41 248,07 11100000 2,23486E-05
Hungary 21,91 21,53 20,94 21,42 20,64 20,48 20,06 19,08 18,96 16,69 13,60 11,20 10,77 10,58 10,78 10,71 8,63 8,22 7,61 7,79 7,59 7,69 7,20 7,70 8,41 340,19 10086000 3,37289E-05
Iceland 0,42 0,40 0,46 0,57 0,57 0,57 0,52 0,55 0,53 0,54 0,47 0,46 0,47 0,54 0,51 0,62 0,63 0,61 0,57 0,74 0,76 0,80 0,75 0,82 0,77 14,65 296000 4,94932E-05
Ireland 6,11 5,54 5,45 5,89 5,94 5,65 6,47 5,75 5,98 4,74 4,84 4,50 4,63 4,90 4,90 4,68 513 5,08 5,22 5,97 6,03 5,69 5,08 5,10 5,16 134,43 4143000 3,24475E-05
Italy 86,78 81,66 78,37 80,38 78,19 74,34 77,76 80,01 83,62 83,93 79,79 78,12 74,75 77,31 77,87 76,71 79,60 79,30 78,83 80,84 80,92 79,57 84,56 82,36 80,43 1996,00 58646000 3,40347E-05
Japan 238,87 245,77 238,08 252,22 250,14 241,87 240,90 254,24 260,38 294,41 289,08 282,07 277,99 283,01 286,42 291,57 293,56 272,09 277,47 283,83 273,22 277,89 276,90 283,17 285,84  6750,99 127897000 5,27846E-05
Korea Republic 30,42 28,07 28,63 28,44 28,79 30,33 33,43 38,44 41,60 53,60 64,21 68,61 77,00 85,23 88,62 94,13 97,76 89,51 96,88 103,47 101,76 100,20 97,64 94,99 94,82 1696,58 47870000 3,54414E-05
Luxembourg 5,94 5,64 521 5,86 5,85 531 4,70 4,98 525 4,96 4,57 4,19 4,46 3,99 2,59 2,58 2,18 1,55 1,61 1,68 1,59 1,46 1,39 1,54 1,55 90,63 457000 0,000198315
Mexico 67,14 68,25 72,85 71,78 75,90 66,73 72,35 69,06 71,66 73,90 72,67 74,84 65,98 69,22 65,95 66,35 69,49 72,49 66,60 67,86 61,25 61,29 57,66 60,42 58,88 1700,57 104266000 1,63099E-05
Netherlands 36,87 32,45 34,88 37,82 35,27 35,07 36,93 36,00 34,38 34,09 36,32 35,39 35,87 35,67 33,39 31,86 34,03 32,53 31,89 35,49 34,83 34,48 37,72 37,90 40,38 881,51 16328000 5,39876E-05
New Zealand 4,64 4,70 4,57 5,40 5,46 5,32 5,75 6,76 6,36 5,29 5,25 534 5,39 5,77 5,96 6,55 6,65 6,43 6,51 6,93 6,73 6,96 5,93 544 4,60 144,69 4097000 3,53161E-05
Norway 10,05 9,22 8,75 9,51 9,52 9,46 8,71 8,30 7,81 6,93 5,70 5,44 548 6,41 6,95 7,14 6,71 7,01 7,05 8,06 7,95 7,04 7,86 8,06 7,23 192,35 4639000 4,14637E-05
Poland 61,75 57,39 58,03 60,91 59,97 62,59 61,66 60,83 57,53 47,27 41,72 38,68 50,18 51,16 65,61 69,98 66,54 58,13 49,61 50,66 44,38 40,80 40,56 41,62 37,77 1335,33 38196000 3,49599E-05
Portugal 7,53 7,96 7,58 8,04 8,18 7,82 8,16 9,19 9,57 9,74 9,76 9,36 8,85 9,61 9,62 10,16 10,84 12,04 12,45 12,68 11,72 11,76 10,53 10,14 9,49 242,78 10528000 2,30604E-05
Slovak Republic 17,37 16,13 16,73 18,09 17,87 16,82 17,32 17,49 19,36 18,49 16,71 14,84 11,36 11,43 10,20 11,23 11,01 9,97 9,19 9,94 9,92 10,48 10,18 9,67 9,54 341,34 5387000 6,33637E-05
Spain 52,91 46,71 48,20 45,17 44,81 43,38 42,34 46,22 46,49 45,47 47,01 44,58 42,54 46,82 49,43 45,20 51,29 52,46 48,13 54,81 59,06 58,20 64,80 66,28 64,68 1256,99 43397000 2,89649E-05
Sweden 16,79 15,00 13,68 13,50 13,64 13,20 12,87 12,30 11,66 12,79 12,09 14,03 14,92 15,51 15,67 16,19 15,08 15,02 14,95 14,35 13,24 13,85 13,21 13,21 11,90 348,65 9038000 3,8576E-05

Switzerland 9,14 7,72 9,78 8,70 8,93 8,13 6,99 6,28 6,09 5,92 5,93 6,02 5,63 5,96 6,11 6,07 6,07 597 6,97 6,27 6,63 6,21 6,48 6,52 6,47 170,99 7424000 2,30321E-05
Turkey 20,29 21,31 22,46 24,76 23,72 23,10 27,53 29,47 30,72 33,72 35,60 34,58 34,65 31,53 35,44 43,97 47,41 49,63 42,98 58,54 43,60 53,91 60,19 59,68 56,64 945,43 72970000 1,29564E-05
United Kingdom 104,83 102,12 96,65 92,80 93,74 90,91 91,86 93,70 87,06 83,53 84,43 77,53 78,61 79,57 76,01 74,14 73,32 71,49 69,85 69,82 72,24 67,73 67,34 64,47 64,73 2028,48 60245000 3,36705E-05
United States 927,84 782,84 714,18 775,17 765,69 748,71 755,60 784,52 736,07 697,83 665,67 599,92 619,03 630,99 586,18 595,50 630,24 613,09 601,44 660,16 651,70 640,59 641,81 672,77 627,31 17124,85 299846000 5,71122E-05
Total OECD Countries 2331,66 2125,83 204524 2141,49 2132,96 206527 2093,63 2151,81 2107,55 204535 1976,02 1878,94 1877,90 1922,89 1900,95 1927,19 1981,92 1922,74 1884,66 2001,32 1947,23 191581 1937,43 1968,61 1910,88 50195,28 1172625000 4,28059E-05
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Australia
Austria
Belgium
Canada

Czech Republic
Denmark
Finland

France
Germany
Greece
Hungary
Iceland

Ireland

Italy

Japan

Korea Republic
Luxembourg
Mexico
Netherlands
New Zealand
Norway
Poland
Portugal
Slovak Republic
Spain

Sweden
Switzerland
Turkey

United Kingdom
United States
Total OECD Countries

Tab.

FDI inflow in the "transport, storage and communication" sector in real million of US Dollars (Source: our computation on OECD data)

1981 1982 1983 1984 1985 1986 1987 1988 1989 1990 1991 1992
77,62
22,45 17,36 1,68 4,77 -19,52 -29,24 -73,56 187,50 137,95 230,47 197,59
33,12
1,24
16,79
1,69 1,59 25,71 66,20 83,78 55,26 88,61 40,24 147,06 77,01
6,34 3,29 3,45
1,69 -15,87 38,46 24,29 2,82 8,11 6,58 326,58 157,32 303,53 2002,30
113,90 324,19
40,26 -55,64 80,77 89,81
1,15
124,32 607,89  -1427,85 721,95 52,94 85,06
25,84 -14,29 55,82 1,68 54,77 49,49 186,98 596,18 -784,90 1008,16 931,96  2909,34

1.8

1993
775,32

3,39
15,43

144,30
9,62

0,19

46,60
79,55
-1,14

1214,77
233,75

81,73
178,81

24,61

1,14
728,57
1468,18
5004,82

178

1994
179,36

11,12

67,78

4,68
205,13
185,53

3,05

107,47
41,11
28,00

1294,44
172,79

7,40
39,78
26,18

86,95
239,47
156,86

23,81
4448,89
7329,81

1995
202,15

1467,35
281,83
-29,12
219,55

-314,02

8,34

50,93
75,11
5,76

490,22
672,32

100,34
53,26

87,03
239,51
-30,34

-413,44
755,43
3922,21

1996
177,46

195,77
183,11
78,76
585,38
-4515,88

-0,05

214,98
30,31
61,49

455,21
283,65

292,26
159,79
95,79

115,97
508,84
70,57

16,60
7402,13
6412,12

1997
2181,01

1,06
255,03
-7,31
721,55
975,40

15,59

123,14
32,19
194,00

721,68
875,11

387,72
52,11
645,25

81,34
634,61
-3,63

891,42
6144,21
14921,49

1998
287,19
2674,24

365,48
4309,04
-21,63
3055,28
1147,36

0,89

-315,39
182,25
422,40

340,73
1463,31

234,42
4,38
81,25

177,52
856,98
47,57
3,13
4983,98
-1893,75
18406,60

1999

767,62

200,79
381,56
196,40
-310,96
-148,96

274,41
0,13

804,58
2976,38
522,14

220,38
1640,70

758,94
1871,33
220,10

1462,39
1437,24
1257,94
2,04
44514,30
88367,35
147416,78

2000
1099,91
220,26

254,63
2141,94
-131,79
1708,60

16625,20

3,24

2358,31
7015,67
125,70

-2115,40
8674,78

686,39
3421,20
380,35
971,61
14195,93
1157,73
2104,57
2,00
46153,50
19655,00
126709,32

2001
1374,29
219,50

809,15
1232,91
174,73
4173,21
1408,34
2,38
408,51
0,20

1099,28
6704,68
89,41

2575,60
1261,71

146,85
1026,67
288,28
39,52
2100,21
989,55
3589,68
1598,04
-4693,68
43499,02
70118,02

2002
3169,84
-557,22
-141,82

4267,06
263,03
4093,57
-871,05
5035,99
10,67
-97,12
11,18

529,77
1354,91
542,43

681,11
-1810,72

226,26
-747,77
474,70
34,16
2138,28
2915,92
-35,30
0,97
-7132,27
3078,64
17435,21

2003
834,99
326,12

5873,31

-2756,10
-380,11
898,42
1863,99
4289,62
315,36
-23,72
-5,02
140,68
-357,02
505,32
569,06

1539,42
-4056,22

1082,09
-153,40
629,34
-17,71
1448,35
761,07
566,33

1,89

739,56
749,06

15384,67

2004
-1309,81
-598,40
-2443,75

247,57
-1583,24
1007,59
3109,40
682,74
86,87
693,64
-43,81
85,49
487,84
5730,40
328,99

1093,00
-1734,79

391,65
1999,08
32,59

-1675,52

-191,92
585,32
13095,83
-2567,89
17508,88

2005
-55,28
-41,79
107,79

4389,80
1564,88
1311,05
386,05
615,93

755,50
32,44
270,57

2620,37
1010,62

1012,14

-409,03
-345,94

1301,20
2876,11

2621,24
19482,51

Total
8994,06
3010,32
3395,53

9457,06
8733,18
7575,35
15667,87
26030,00
415,28
2011,23
27,59
-44,40
5167,27
27935,39
3911,94

12379,13
8114,47

4314,31
7317,39
2527,89
1027,59
20300,16
10074,95
8858,15
5071,78
98908,18
173891,83
475073,49



Australia
Austria
Belgium
Canada

Czech Republic
Denmark
Finland

France
Germany
Greece
Hungary
Iceland

Ireland

Italy

Japan

Korea Republic
Luxembourg
Mexico
Netherlands
New Zealand
Norway
Poland
Portugal
Slovak Republic
Spain

Sweden
Switzerland
Turkey

United Kingdom
United States
Total OECD Countries

Tab. 111.9

FDI stock in the "transport, storage and communication" sector in real million of US Dollars (Source: our computation on OECD data)

1981 1982 1983 1984 1985 1986

91,43

1204,25 1239,64

22,22 21,54 22,06 47,14 112,68

57,63 6,35 -12,31 -10,29 8,57 22,54

57,63 28,57 9,23 11,76 1259,97  1466,29

1987

96,57

2010,84

191,89

50,00

2349,30

1988

92,04

2329,87

242,11

169,74

2833,76

1989

2813,04

725,45

321,52

1168,35

5028,36

1990

910,13

350,00
38,17

1447,56

2745,86

1991

203,39

1475,55

0,00
484,71
40,12

1911,76

4260,00
8375,53

1992
793,54
190,62

716,09
1281,90

90,79
0,00
550,57

42,64

5545,98

4275,86

13487,99 19414,05

1993
1408,62
218,14

963,41
1035,49

648,60
0,00
625,00

41,02

6197,73
1931,50

127,50

6217,05

179

1994
1583,35
182,16

941,10
228,63
1128,84
1253,30

661,37
2,38

0,00
652,22
68,11

6090,00
1971,74

299,42
130,00

278,74

2758,68
7927,78
26157,82

1995
1549,92
402,32

362,59
1444,92
1785,72

72,39

5790,22
2369,77

381,81
186,96
209,23

283,43

3103,37
7460,87
25403,54

1996
2062,87
354,48

312,46
1400,40
2399,38

517

132,34

6859,57
2629,99

512,66
293,19
326,60

185,68

3287,62
17092,55
37854,95

1997
3308,99
672,42

913,81

275,37

1510,50
1411,51

20,76

324,95

1638,95
4636,80

762,64
267,79
367,66

156,23

3466,02
21812,63
41547,01

1998

1891,46

1385,20
8629,31
326,63
2323,88
1420,28
5327,33
4045,31
11,66

2477,26

743,96

2200,63
5959,89

737,37
290,63
381,20
86,77

412,59

13535,00

24013,54
76199,90

1999

1480,11

2185,33
8954,79
471,20
1892,34
1723,20
3203,42
4898,11
529

3154,29

1250,92

3413,06
9960,92

1060,95
2469,90
553,77
99,44

1699,27

64941,35

46761,22
160178,87

2000

1651,64

2433,01
5703,53
523,87
3098,57
3876,46
2530,96

3,01

5268,49

1351,60

2758,76
17235,65

1923,71
2747,00
941,88
630,28

2280,75
2487,00
81756,14
112595,00
251797,31

2001

1538,74

2753,32
5153,38
511,50
8310,14
4366,75
2594,86
2591,91
1,52

5406,17

1414,41

14539,72

2249,71
4792,65
1019,42
704,30

3223,98
2525,49
49157,18
108700,98
221556,13

2002
12971,51
1057,86

5088,86
4084,24
2587,13
9803,82
16616,30
3246,76
3045,28
42,95

6148,64

1943,11

14819,25

2745,97
4823,59
1349,35
794,08

3168,57
2902,91
39144,83
54730,10
191115,10

2003
18734,21
954,40

2539,90
5247,35
3808,06
9573,78
20197,28
4532,94
3417,60
39,70

7060,40

2457,17

14203,98

5667,42
4674,53
2349,48

4440,65
3474,53
43651,07
49937,74
206962,18

2004
18645,62
856,00

3261,95
6643,13
4791,09
13768,46
17177,46
6178,51

29,79

10789,93

2718,53

13347,33

7309,34
6022,02

6940,37
66555,33
44603,67

229638,52

2005
17162,61

6432,41
7475,05
5393,21

250,75

9202,85
3632,92

6262,04

12437,17

47464,60
115713,61

Total
78221,24
11933,80

9597,64
26993,78
54307,44
19591,75
55935,14
76180,59
27614,78
19398,95

412,97

40305,17
12846,51
16272,36

45314,79
103606,55

23651,00
32960,28
7498,59
2314,87

16257,38
30767,47
371356,59
557853,59
1641193,23



Tab. 111.10

€02 from fuel combustion in Transport in Million tons (Mt) (Source: IEA estimations)

1981 1982 1983 1984 1985 1986 1987 1988 1989 1990 1991 1992 1993 1994 1995 1996 1997 1998 1999 2000 2001 2002 2003 2004 2005 Total  Pop. @ 2005 Emission p/capita @ 2005

Australia 49,92 51,05 50,51 52,69 54,21 55,66 56,60 5878 60,60 61,39 59,97 61,45 62,54 64,17 66,85 69,31 70,66 70,66 72,03 74,25 73,66 75,36 77,54 77,70 79,11  1606,67 20310000 7,91073E-05
Austria 11,04 10,96 11,45 11,16 11,27 11,68 11,89 12,61 13,03 12,67 13,91 13,86 13,89 13,91 14,05 15,31 14,48 16,28 15,64 16,66 17,65 19,18 20,80 21,36 22,03 366,77 8292000 4,42318E-05
Belgium 15,43 15,61 15,95 15,98 16,37 17,85 18,39 19,88 20,30 20,00 20,50 21,89 22,36 22,72 22,60 23,61 23,68 24,08 24,26 24,31 25,09 25,00 25,94 26,52 2577 53409 10398000 5,13647E-05
Canada 12699 11005 107,88 111,21 113,20 11320 11804 12542 127,44 12384 120,14 12438 12629 132,46 13598 13930 143,72 14636 150,03 14880 14666 14928 151,93 156,67 15958 3308,85 32271000 0,000102533
Czech Republic 7,38 6,29 6,34 6,76 6,57 6,50 6,59 6,69 7,09 7,18 6,38 8,16 8,12 8,74 7,44 10,20 10,46 10,83 11,90 12,06 12,86 13,40 15,22 15,94 17,23 236,33 10192000 2,31878E-05
Denmark 8,67 8,76 8,70 9,25 10,72 11,17 10,98 10,99 11,29 10,25 10,85 10,80 11,08 11,52 11,64 11,76 11,89 11,93 11,98 11,79 11,79 11,99 12,45 12,86 13,0 27821 5417000 5,13587E-05
Finland 8,35 8,55 8,74 9,00 9,40 9,98 10,69 10,84 11,44 11,60 11,28 11,24 11,01 11,45 11,24 10,97 11,58 11,73 12,09 11,99 12,20 12,44 12,64 12,95 13,06 276,46 5246000 5,26992E-05
France 89,63 90,24 91,08 92,65 92,45 96,76 99,98 10607 10874 11251 11581 11833 11951 12049 121,35 121,10 12356 129,75 129,44 132,98 13605 13539 13329 133,40 13176 2882,32 60991000 4,72581E-05
Germany 123,89 12416 12622 129,86 129,92 13597 14092 14582 14927 15836 161,16 16394 16874 16631 16820 16928 169,83 172,82 17811 173,99 170,03 167,67 160,74 163,08 15573 3874,02 82652000 4,68715E-05
Greece 9,69 9,86 10,78 11,32 11,68 11,93 12,31 13,44 14,23 15,09 15,83 16,23 16,44 16,53 16,64 17,09 17,69 19,28 19,47 18,94 19,67 19,90 20,86 21,27 21,67 397,84 11100000 3,58414E-05
Hungary 8,07 7,89 7,42 7,57 7,66 8,05 8,38 8,42 8,75 8,32 7,28 7,04 7,02 6,85 7,04 7,04 7,46 8,31 8,84 8,78 9,24 9,92 10,38 10,87 11,80 208,40 10086000 2,06623E-05
Iceland 0,56 0,48 0,48 0,52 0,49 0,52 0,57 0,59 0,59 0,62 0,63 0,63 0,63 0,65 0,60 0,67 0,58 0,61 0,62 0,62 0,63 0,63 0,63 0,66 0,66 14,87 296000 5,02365E-05
Ireland 4,59 436 4,15 4,07 4,48 4,43 4,27 438 4,66 4,91 5,09 5,49 5,51 5,75 5,86 6,90 7,26 8,60 9,52 10,26 10,72 10,91 11,08 11,73 12,53 171,51 4143000 4,13975E-05
Italy 70,56 73,17 73,43 76,45 7921 82,20 87,40 90,28 93,62 9591 97,61 102,75 10474 10429 10656 10721 109,01 112,10 112,97 113,12 11498 117,25 11800 120,17 119,10 2482,09 58646000 4,23233E-05
Japan 152,76 147,35 151,38 15619 158,05 16353 169,51 17848 191,18 209,66 220,93 22517 229,86 241,75 24920 254,75 256,56 25568 257,68 256,57 259,01 254,16 252,16 252,64 247,82 5392,03 127897000 4,21592E-05
Korea Republic 11,00 12,47 15,96 17,55 19,02 22,14 26,62 30,45 34,70 4327 4849 53,95 60,84 68,89 78,12 84,78 86,41 7456 8144 87,89 90,48 95,71 97,96 97,71 86,22 142663 47870000 2,98022E-05
Luxembourg 1,42 1,43 1,40 1,43 1,54 1,60 1,79 1,87 2,19 2,60 3,12 3,41 3,44 3,49 3,32 3,41 3,62 3,79 4,13 4,66 4,91 5,26 5,84 6,51 6,90 83,08 457000 0,000181794
Mexico 74,70 74,48 66,40 69,66 70,22 69,43 71,23 72,55 79,80 8584 92,25 93,67 97,32 99,08 9529 92,65 94,52 97,49 97,04 102,19 103,83 107,44 11409 123,06 130,11 2274,34 104266000 2,18129E-05
Netherlands 22,42 21,44 21,98 22,37 2231 23,19 23,38 24,32 25,47 25,87 25,97 27,04 27,55 28,06 28,79 29,57 29,85 30,65 31,75 32,22 32,60 33,26 33,73 34,18 34,03 692,00 16328000 4,23812E-05
New Zealand 6,59 6,67 6,72 7,08 7,18 7,44 7,67 8,18 8,68 8,59 8,59 9,00 9,32 10,01 10,68 10,86 11,17 11,37 11,69 12,24 12,33 13,17 13,77 14,13 14,12 247,25 4097000 6,0349E-05

Norway 8,07 8,19 8,42 8,77 9,15 9,94 10,10 10,27 10,45 10,83 10,05 10,30 10,89 10,73 11,40 11,92 12,12 12,55 12,75 11,93 12,13 12,13 12,96 13,42 1356 273,03 4639000 5,88554E-05
Poland 25,73 23,62 24,91 24,65 23,92 24,61 24,93 23,91 23,66 20,49 20,90 21,28 20,68 21,33 22,13 25,16 26,62 28,26 31,36 27,07 2694 2590 28,28 32,05 34,43 632,82 38196000 1,65677E-05
Portugal 7,01 7,46 7,28 7,08 6,66 7,11 7,78 8,54 9,05 9,68 10,43 11,29 11,77 12,38 13,02 13,89 14,32 15,69 16,52 17,86 17,93 18,46 19,43 19,84 19,06 309,54 10528000 2,94016E-05
Slovak Republic 4,21 3,90 3,22 331 3,31 3,42 3,54 3,68 3,74 4,04 3,36 3,51 2,91 3,32 3,76 3,48 4,06 4,13 4,20 4,02 5,30 6,09 5,58 5,88 6,45 102,42 5387000 1,90124E-05
Spain 42,13 42,44 42,83 4441 43,95 45,21 47,82 56,77 60,03 62,94 6543 6894 67,90 70,22 71,44 76,40 76,36 8378 88,04 89,91 93,98 9569 100,59 104,97 108,69 1750,87 43397000 4,03454E-05
Sweden 16,35 16,45 16,77 17,60 18,15 19,33 19,65 20,73 21,28 19,77 19,45 20,21 19,33 20,08 20,23 20,03 20,32 20,62 21,12 21,27 21,22 21,45 21,70 22,16 22,49 497,76 9038000 5,50741E-05
Switzerland 10,57 10,82 11,29 11,54 11,65 12,30 12,54 13,23 13,55 14,40 14,82 15,17 14,16 14,51 14,27 14,28 14,74 14,88 14,86 16,42 16,11 16,07 16,21 16,31 1639 351,09 7424000 4,72912E-05
Turkey 16,67 17,85 18,68 18,86 19,53 22,04 2504 2547 25,87 27,76 26,49 27,03 32,19 31,27 35,13 3694 3437 31,71 33,34 34,80 33,28 35,12 35,17 35,91 37,19 717,71 72970000 9,83569E-06
United Kingdom 86,13 88,12 90,58 94,94 9609 102,14 10594 112,77 11801 11806 11644 117,73 119,12 11928 11817 12256 12335 122,45 12585 123,85 122,96 124,47 12594 127,38 128,68 2851,01 60245000 4,73236E-05
United States 122925 1220,35 123668 127428 128463 130827 135306 1414,68 142635 1419,98 139252 142324 144671 149920 152950 156822 1593,10 163125 1677,10 170806 1709,80 173839 1761,18 178365 180601 3743546 299846000 0,000124849
Total OECD Countries  2249,78 2224,47 2247,63 231821 2342,99 2407,60 2497,61 2620,11 268506 272643 272568 2797,13 2851,87 2939,44 3000,50 307865 3123,35 318220 326577 3309,51 3324,04 3371,09 3416,09 3474,98 349528 7167547 1172625000 6,11239E-05
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CHAPTER IV

Discussion remarks
of the main results and policy implications

4.1. Introduction.

By referring to the previous chapter, here we teead deepen some
reflections already made in relation to those tsssirictly associated to the main
argument of our research. More precisely, in thigpter we focus our discussion
on those findings related to the induced-FDI (téeghe, scale and cumulative)
effects on the pollutants we have considered inanalyses and put aside the
consideration of those results achieved for therottariables considered in our
models (e.g. economic growth, market openness.eqerd areas, ett® In
addition, the effect FDI generates on the consti@alutants through GDP and
the composition effett® observed in the estimations of our models are also
subject of consideration in these pages.

To make for easier reading, the following tablé(td.1) gives a synthetic
view of these mentioned results. Finally, a dismms®f some possible policy
implications arising from the results of our anakyss given. In doing so, a
reference to some aspects of the European Uniomoenvental policies in our
considered sectors will be maéf although here it is not our intention to develop
a detailed analysis of these policies. We do tlisdnsidering that the observed

nearly-zero impacts that FDI generates on our faiis might be seen as a result

18 For these, we invite the reader to refer backéosections where the results and conclusions of
the analysis devoted to each single sector aretezho

119t is worth highlighting that none of the variablased for the construction of the composition
effect were associated to a FDI measure since whiierwas done the estimation results of other
relevant variables in the models were badly afféatetheir statistical significance.

120 The European Union is the area of our primaryregeand the environment is one of the
subjects of its major policies. Attention to envingental issues began in 1973 just after the UN
Conference of 1972 which broadly highlighted thexa@ns reported in the "limits to growth"
work of the Club of Rome. It must be underlinedwkeer, that a final and specific recognition to
environmental matters was given in Europe with Theaty establishing the European Union in
1987. Nowadays, the majority of environmental gebcimplemented by the European member
States have their origin in European law, althoitgjlenforcement occurs at national levels.
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deriving from a mix of "forces". Some of these Hes" can be seen in the

technigue and scale effects, some others in thestezxde of a regulatory

framework able to influence the nature and the moiohe which economic

activities must perform from an environmental padfitview. As is known, the

majority of European environmental regulationsmetimum standards and leave

to each single Member State the definition of howdach them with the result

that national environmental policies are quiterietste (Scheuer, 2005).

Tab. 4.1- The main results of the analyses.

"Agriculture and fishing" sector

Computation at
the sample mean

Model Type of effect Coefficients
values
(FDI, SCTRrel, GCF)
induced-FDI
technique effect +0.0427FDI )
induced-FDI scale
Model [1] %f;iccted-FDl +0.0018FDI -
with CH, as cumulative effect +0.0427 + 0.0018&DI +0.0213
dependent variable na
composition effect | . o n.a.
(in terms of sectoral relevance
impact of FDI
through GDP ) -0.0003
induced-FDI
technique effect -0.0848FDl )
Model [2] | Induced-FDI scald -0.0036FDI :
with CO, induced-FDI
fr(éommsk;elj:;)ige:: gjsel cumulative effect -0.0848 - 0.0036 FDI -0.0436
C " n.a.
dependent variable composition effect (in terms of sectoral relevance n.a.
impact of FDI
n.a. n.a

through GDP

"Manufacturing" sector

Computation at
the sample mean

Model Type of effect Coefficient
values
(FDI, SCTRrel, GCF)
induced-FDI +0.0058FDI )
technique effect
induced-FDI scale +0.0014FDI )
Model (3] ded DI +0.0058 + 0.001&DI
fromwggci)(rjgl fuel cumulative effect . . +0.0051
. - -0.1360SCTRrel
deCpoemnggrs]??lgr?:bl composition effect (in terms of sectoral relevance -0.2352
€
composition effect | . +0'166.7GCF . +3.7794
(in terms of capital-labour ratio

impact of FDI ) +0.00002

through GDP
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"Transport, storage and communication" sector
Computation at
Model Type of effect Coefficient the sample mean
values
(FDI, SCTRrel, GCF)
induced-FDI
technique effect +0.0027FDI )
mftfjucted-FDI scale +0.0014FDI )
Model [4] _edec o
; induced-
fromwétgcgr)él el cumulative effect +0.0027 + 0.0014DI +0.0022
. . n.a.
d Comgus?on ?‘Sbl composition effect (in terms of sectoral relevance) n.a.
ependent variable
P composition effect | . +0'079.160F . +1.7882
(in terms of capital-labour ratio
impact of FDI )
through GDP +0.0006

4.2. The “agriculture and fishing” sector: main resilts.

As already discussed, our analysis of the “agnicaltand fishing” sector
was conducted through two different equation modelsainly investigate the
impact of the sectoral FDI inflow on two differembllutants (CH and CQ from
fuel combustion associated to the sectoral aasjtiThe next two subsections

will respectively refer to each of them.

4.2.1. Model [1]: the effect of FDI on CH.

In relation to the analysis carried out for Cfdvhich is considered one of
the most significant pollutants associated withadpural activities, especially to
rice paddy cultivation, livestock and manure mamageat), we observed two
positive coefficients (+0.0427) for the technigiieet and (+0.0018) for the scale
effect respectively. The algebraic sum deri@e@427 + 0.0018 LnFDIthat is the
consideration of the two effects just mentioned levidonsidering FDI at its
sample mean value, gave us a positive (+0.0213ulaiive or total effect of FDI
on CH,. We argued that the positively-signed techniquecefwe achieved —
although quantitatively very low and almost insfgraint — would prove that, at
an initial stage, FDI inflowing in the considerezt®r exerts a detrimental impact
on the environment of the receiving countries (tdarsidered in terms of increase

of CH, pollution).
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In consideration of this first result, we are umatd support the mainstream
view in literature. It refers to the existence ohegative relationship between
investment and environmental quality and explaihs tas the result of a
technological effect (implicitly associated to tR®l phenomenon) from which
higher production efficiency levels and minor pthg emissions are generally
expected (e.g. Liang, 2006). When the consideretl riBasure was taken in
squared terms and mathematically handled to retritbe scale effects, we still
observed a positively-signed coefficient. The pesitsign of the scale effect —
even in this case, quantitatively very low — allows to observe how the
detrimental impact of the sectoral inflow of FDI thre environment is confirmed
— although with minor magnitude with respect to tinghnique effect — even when
further growth of the FDI scale is considered. dotf additional increases of FDI
would lead to an increase of GHI'he detrimental role of FDI to GHvas also
observed from the result deriving from the compatabf the cumulative effect.
Here again, although quantitatively of very lowrsigance, its positive sign
induces us to say that the inflow of FDI would besbme extent harmful to the
environment, since the FDI flow increases wouldagahy result in a rise of CH
emissions.

As highlighted in the dedicated sections, this emme confirms views
expressed in that part of the literature which fipdsitive FDI-pollutant
relationships (e.g. Bao et Al., 2011; Shahbaz et 2D11; He, 2006) and
contradicts others which produce counterfactuati@we (e.g. Kirkulak et Al.,
2011). Our result can be commented on by sayingitivestment means more
production, which in turn implies more consumptiand a higher level of
pollution. In particular, when this happens at atda pace than its expected
capability of bringing and implementing technoladicadvances and higher
production efficiency, the fact that investmentdetrimental to the environment
might very likely be the natural result. Apart framderstanding the meaning of
the algebraic signs associated to the relationshg®und, our discussion cannot
leave unconsidered the quantitative aspect of ttenated coefficients. As
already said, the estimated coefficients of thérigpe, scale and cumulative
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effects are all characterized by such low numbkeas they make them almost
insignificant from a quantitative point of view.

This is also true when the identification of thepawot of FDI on CH
through GDP is observed. Although the analysis shawnegative relationship
(equal to -0.0003 if computed at the sample meduegaof GDP and FDI), once
again the quantitative consideration of the reswdkes us observe a number very
close to zero. This suggests we should reconsidet Wwas been said above.
Despite the positive sign in the GHDI relationship (or the negative sign of the
same relationship through GDP), what must be stckssthat the impact of FDI
on the levels of the considered pollutant (eithetrichental or beneficial) is
quantitatively so low that we should more realstictalk about a situation of no
impact at all or, even better, of nearly-zero inipac

In this sense, we should highlight the almost rautle FDI plays on the
considered environmental variable. The fact thatigm investment inflowing in
the analysed sector of the considered countrieg®rin itself certain levels of
technological development can surely remain a ptesseason to explain such
evidence. In addition, another possible reasondcbel seen in the fact that the
technological advance brought by FDI is induced thg existence of an
environmental regulatory framework in receiving oties. As will be reported,
in fact, in the last section of this chapter, wh#re policy implications of our
analysis results will be referred, the agricultaral fishing sector of the majority
of the OECD countries is already characterizednieyetxistence of environmental
regulations.

As already noted in the conclusions of the seatiedicated to the analysis
of this sector, some further analyses of the paftowed by the sectoral flow of
investment in the considered countries and overctmsidered period would be
desirable. In fact, this could help us to underdtaatter whether this situation of
nearly-zero impact of FDI on CHs the result of the fact that investment has

moved away from more polluting sectoral practiceserms of CH (e.g. the
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running of livestock activities) to approach otless polluting activities (e.g. the

running of rural tourism activitieSy"

4.2.2. Model [1]: the composition effect on Ci

The composition effect was considered in termseat@al relevance and,
more specifically, in terms of the ratio betweea #ectoral GDP and total GDP.
Our analysis did not produce any evidence of siedis significance and,

therefore, no valid comment can be made.

4.2.3. Model [2]: the effect of FDI on CQ.

With regard to the other model used to investighte "agriculture and
fishing" sector and to observe whether and hows#datoral inflow of FDI impacts
the emission level of COfrom the sectoral fuel combustion, we observed two
negative coefficients: -0.0848 for the techniquieafand -0.0036 for the scale
effect. The consideration of these two togethed848 - 0.0036_.nFDI gave us
the possibility of also observing a negatively-gidrcumulative effect (-0.0436).
Broadly speaking, these findings would help us tove that the flow of FDI
entering our considered countries exerts a beakfaffect on the level of CO
emissions from sectoral fuel combustion. In faog kevel of CQ would initially
decrease in response to an increase of FDI asikh oéshe technique effect which
assumes - as already said above - an environmem&lioration due to
technological advances implicitly associated toitivestment dynamic.

The decrease of GQas a result of FDI increases is also observediugiro
the scale effect (although with minor magnitudehwespect to what is observed
for the technique effect) and the cumulative eftgabur investigated relationship.
It is the case to highlight that, in this specié&se of analysis, we are unable to

compare what has just been said with the resuticasted to the identification of

121 As already referred in the specific section —altgh the investigation of this aspect goes well
beyond our analysis purpose — there are no docsnemith, to the best of our knowledge, can
support us in this sense. Neither the World InvestnReports published by the United Nations
Conference on Trade and Development (UNCTAD) nsearch for other works in the specific
literature helps us in bridging this lack of infaation.
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the impact FDI generates on our considered poliutmough GDP. This cannot
be made the subject of any reflection since the @Biables in our empirical
work were both found to be statistically insignafind.

As has already been said in the appropriate seatiomfindings agree with
those works which have commented on the beneficialof FDI on CQ because
of the existence of a negative relationship betwdem. In this sense, for
example, Yanchun (2010) finds evidence of the erist of a virtuous circle
between FDI and pollution levels while specificallyestigating the Chinese
inflow of FDI over the period 1978-2008 through iané series regression
analysis. More specifically, this result is seentlas natural expectation of a
process where FDI activated by a MNE in a host tgumavoidably generates
technology spillover in domestic firtf&. These firms, in fact, should feel an
incentive to adopt more modern technologies to awertheir productivity — and
also their environmental performance — to entestay in its market network
(Johnson, 2006; OECD, 2002). A different view ist@ad expressed in those
analyses where a counterfactual evidence has ldesmmved. Some studies find a
positive relationship between the inflow of FDI time primary sector and GO
emissions. In this sense, for example, Jorgens6A7(2 although his analysis
focuses on less developed countries and the andu@O, emissions level he
uses is different from that employed in our invgsstion'>*

Even for the case of this investigation, and afrarh the debate still open
in literature, what we hope to highlight is the cdiée go beyond the observation of
the algebraic signs of the coefficients achievedtha analysis. In fact, the
consideration of their quantitative aspect shonttlce us to speak in terms of the
nearly-zero impact FDI generates on the level af aansidered pollutant. As a
consequence, we should more appropriately distwesslmost neutral role FDI
plays on the environmental feature we have constier

1221t is the case to recall that technology transfen happen through four main channels: 1)
vertical linkages with suppliers and purchasershim host country; 2) horizontal linkages with
competing or complementary companies in the sachesiny; 3) migration of skilled labour force;
4) internationalization of research and developraetivities (OECD, 2002).

23 1n Jorgenson's work GQwvas considered as the amount of emissions comimg &gricultural
production as a whole. We have used, instead, aks@aciated to the amount of €@enerated in
the “agriculture and fishing” sector as a resultugfl combustion activity.
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Once again, as already pointed out, an investigatiothe pattern of the
sectoral inflow of investment could help to bettntify whether this nearly-zero
impact of FDI on C@can be ascribed to the fact that investment hasethaway

from more polluting sectoral practices to approeitter less polluting activities.

4.2.4. Model [2]: the composition effect on C®

Even for this case of analysis, the result achiefrech our analysis in
relation to the composition effect (considered afote in terms of sectoral
relevance) were not statistically significant. &sesult, we find ourselves unable

to make any comment on it.

4.3. The “manufacturing” sector: main results.

4.3.1. The effect of FDI on CQ.

The model estimation, used for our investigatiothefrelationship between
the inflow of FDI and the emission of GGrom fuel combustion in the
"manufacturing” sector, produced useful evidencaliowing us to comment on
the induced-FDI technique, scale and cumulativeot$t The outcomes associated
to the technique and scale effects showed bothtip@stoefficients equal to
+0.0058 and +0.0014 respectively. As a result, dinaulative effect, achieved
from 0.0058 + 0.0014Dl, is also positively-signed and equal to +0.0031 (i
computed at the sample mean of FDI). Broadly spegki would be proof of the
detrimental role FDI plays on GQevels in the considered sector and also of the
fact that the effect deriving from technologicalvadces implicitly associated to
FDI does not hold. This detrimental role of FDliso confirmed by the analysis
of the impact FDI generates on &€@hrough GDP, whose result has been
computed in about0.00002 Mt. of CQ (in natural logarithmic terms) while
considering FDI and GDP at their sample mean values

In this sense, our result disagrees with the eweéetetailed in other works

which have found FDI plays a beneficial role inueithg air pollution and whose
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analyses have been appropriately recalled in thelegding part of the dedicated
section. They justify this FDI-pollution inversdatonship by referring to the fact
that the FDI flow implicitly brings with it some \els of technological advances
from which beneficial environmental effects are grated. (e.g. Kirkulak et Al.,

2011; Acharyya, 2009).

The evidence we have achieved, instead, suppase thther studies where
technique effects between FDI and pollution havenbpositively-signed (e.g.
Shahbaz et Al., 2011; He, 2006). As has already lvemarked in the devoted
section, this would imply that technology improvertgeimplicitly associated to
investment do not always reduce the negative enwiemtal impact. Furthermore,
in relation to the scale effects, our evidence egmith those views expressed in
the literature which state that they are normalypested to be detrimental to the
environment (e.g. O’Connor, 2000).

However, similarly to what has been done beforefee it is necessary to
highlight the very low quantitative relevance ot thesult achieved from our
estimation analysis. In this sense, our finding banbroadly commented on in
terms of the trivial detrimental role FDI exerts the considered environmental
variable. In fact, apart from the algebraic sigm, evidence induces us to speak in
terms of a nearly-zero impact of FDI on £@amely of an almost neutral role
FDI plays on the considered pollutant. This shaukike us reconsider what was
said above and believe that the environmental amaion resulting from
technological advances generally thought to be eode in FDI can still
represent a valid reason to explain the nearly-zemoact we have observed.
Having said this, and similarly to what was hightied in the previous sections,
we do believe the development of a qualitative e@ration of the sectoral inflow
of FDI entering the OECD countries to be valuaflbis might help to better
understand whether the observed almost neutrabfdt®I| on CQ is the result of
an investment relocation phenomenon whose dynatimaces a major quota into
“less dirty industries” while pushing investment awfrom “dirtier industries”
(i.,e. Mani & Jah, 2006). As we have already sdm, $earch for this aspect is
beyond the purpose of our work. Nevertheless, ¢his certainly remain in the

research agenda for future work.
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4.3.2. The composition effect on C©O

The consideration of the composition effect in amalysis was twofold.
First, it was considered in terms of the capitéielar ratio (actually measured by
the ratio between the Gross Capital Formation - G@Rd the total number of
work force) to refer to a broad concept of compositof the economy of our
considered countries. Secondly, it was also consitie terms of the relevance of
the manufacturing sector in the whole economy aedsured as the ratio between
the sectoral GDP and the total.

With regard to the first considered aspect of tbengosition effect, our
analysis has shown a positive coefficient (+0.168Wracterizing the correlation
between C@Qand GCF from which an actual impact of about 3vit8of CO; (in
natural logarithmic terms) can be computed if weet&CF at its sample mean
value. As has already been said in the devotedosedts interpretation induces
us to say that the more the degree of capitalimatioour considered economies
increases, the more the detrimental impact oni€O

Our finding seems counterintuitive with respecttite generally accepted
view which is based on the conviction that capitaicumulation brings
technological advances which in turn generate henéefeffects on the
environment. However, as we have already remankedshould think that this
cannot always be seen as the rule of thumb. Tecobiwall progress can certainly
contribute to abate pollution, but the effectivenes$its role actually depends on
the speed of capital accumulation. If capital acalation proceeds at a faster
pace than the actual implementation of technoldginaovation, then the
possibility that it can help to solve pollution ptems is highly unlikely.

The evidence we have achieved agrees with thoskswanich have found
that the rise of fixed assets (plants and machjnatyicles, buildings, etc.) results
in higher pollution levels as a consequence of érigiroduction levels and more
consumption (e.g. Mazzanti et Al., 2007; He, 2006je & Elliott, 2005; 2003;
Antweiler et Al., 2001). Antweiler et Al. (2001)pif example, postulate a Factor
Endowment Hypothesis (FEH) and investigate therenmental impact deriving

from trade liberalization. They find evidence tlagrowth in the capital-labour
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ratio of a country generates an increase of f@lution while the contrary is
observed for those countries characterized by aagitarcity. Other authors
replicate this analysis and take into considerattrer pollutants such as GO
NOx and Biological Oxygen Demand (BOD). The evidenckieved shows the
existence of statistically significant positive @ations, which confirm that the
higher the capital to labour ratio is, the highse pollution intensity is (Cole &
Elliot, 2003).

Before moving onto commenting the result of theeothariable we have
considered for the composition effect, it is wanighlighting how the very small
number characterizing the coefficient of this vansof the composition effect
induces us to talk about the quantitative irreleearof its impact on our
considered pollutant.

With regard to the other version of the compositedfect in our model,
considered in terms of relevance of the “manufaotyir sector in the whole
economy, the estimation results we have achieved shnegative coefficient (-
0.1360) characterizing its relationship with £@ allows us to compute an actual
impact equal to about -0.2352 Mt. of €(@n natural logarithmic terms) if the
sectoral relevance measure is considered at itplsamean value. This would
highlight the beneficial role the manufacturing teecplays in reducing C©O
emission which, according to a generally accepied vis explained through the
fact that investment (and free trade) promotes @aiye advantages among
nations, inducing them towards an efficient sp&adion of their economic
systems (OECD, 2001).

In other words, our result would induce us to dagt the “manufacturing”
sector we have analysed is characterized by cotiyaadvantages, which make
our considered countries’ economies cleaner (irmgerof CQ) the more
specialized they are in it. More specifically, spézation would be due to the
sectoral efficiency in resource allocation whichkes production achievable by
employing lower inputs per unit of output and isdeolluting as a result. This
finding agrees with that part of the literature @hhrefers to the existence of the
beneficial result of the composition effects (orustural effect) on the
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environment, although the opposite view is alse@mefl, as has been reported
above when commenting on the result achieved mctmposition effect.

An explanation of these contradictory views is givey a work we have
already referred to. In their analysis of 2003, eCahd Elliot highlight how the
actual impact of the composition effect on the smuinent depends on a given
country’s comparative advantages, which could leaddifferent types of
economic specialization and to diverse forms ofiremmental impact (either
positive or negative) as a result. To clarify thisnust be considered that trade
and investment liberalization unavoidably changegtoduction-mix of a country
towards those products where it has a comparativardage. This implies the
implementation of a resources reallocation proegsn the considered country
through which trade and investments improve theionemic efficiency.
However, the environmental effect will exclusivelgpend on the type of sectors
in which the country builds its comparative advagetalf the expanding sectors
are less energy intensive than the contracting tmes beneficial results will be
observed on the environment and vice versa.

As an additional consideration, it could be obsérvew the achieved result
could seem counterintuitive with what has been saicklation to the induced-
FDI technique, scale and cumulative effects. has so, if we consider that the
GDP measures used to construct the sectoral relewariable make us look at a
bigger picture with respect to what we observe wéprcifically considering FDI.
In fact, the sectoral economic performance expresséhe sectoral GDP is made
by a variegated set of activities generating, @@issions from fuel combustion,
which are not all evidently linked to or capturgdtbe FDI sectoral inflow.

Having said this, even in this case, what shouldtlessed is the very small
number characterizing the composition effect of inufacturing sector on the
considered emission of GCBy taking into account the quantitative irrelegarof
the coefficient, once again we should talk in tewwhshe almost neutral impact

this sector generates on the {ével.
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4.4. The “transport and communication” sector: mainresults.

4.4.1. The effect of FDI on CQ.

The empirical analysis on the relationship betwi#enFDI inflowing in the
“transport and communication” sector and the ewnms$evel of CQ from the
sectoral fuel combustion allowed us to observe effioient equal to about
+0.0027 for the technique effect and another etjuabout +0.0014 for the scale
effect. This would prove that at a first stage sleetoral inflow of FDI impacts
negatively on the environment (this intended imterf CQ from sectoral fuel
combustion) and that the same happens - althoutthminor magnitude - once
the investment flow reaches and overtakes certagsholds. Due to these two
negatively-signed effects, the cumulative effechrnzd be anything else than
detrimental to the environment, being characterlaedn actual impact computed
as equal to +0.0022 (Mt. of G@n natural logarithmic terms) if we consider FDI
at its sample mean value.

As more extensively commented in the dedicatedisecbur evidence
agrees with the outcomes produced in other workkjctw find positive
correlations while considering different sets oflygants (e.g. Bao et Al., 2011,
Shahbaz et Al, 2011; He, 2006). However, there @feer studies — also
belonging to the mainstream literature — which hiavmd an inverse relationship
between FDI flows and environmental pollution arad which our findings
disagree. These have stressed the beneficial RleXerts on the environment of
receiving countries and have explained this byrrefg to the ability FDI has in
bringing technological advances, higher productdiiciency levels and minor
polluting emissions as a result (e.g. GonzaleszPerdl., 2011; Kirkulak et Al.,
2011; Acharyya, 2009; Liang, 2006).

However, apart from the debate in the literaturd going beyond the
consideration of the algebraic signs characterizing coefficients we have
achieved, it is important to highlight the very d$maumbers they are
characterized by. In consideration of this, in faa should be induced to refer to

our results in terms of a nearly-zero and, theesftlie almost neutral impact of
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the sectoral inflow of FDI on the considered typ&®,. Once again, similarly to

what has previously been said, it would be relevaninvestigate the sectoral
inflow of FDI from a qualitative point of view siecthis could contribute to a
better understanding of whether this environmepntightly negative — or neutral

— role of FDI is the result of a relocation meclsamiwhich attracts a major
investment into “less dirty" transport and logistjractices while making it move
away from “dirtier" ones. As has already been hgjited in the previous cases,

this was not the purpose of our study althoughréutasearch could be useful.

4.4.2. The composition effect on CO

With regard to the composition effect, we obsertleat the estimation of
the considered model did not generate any usefiderue in relation to the
variable expressing the sectoral relevance. Instiedrelationship between the
capitalization level (considered in terms of GCBdar ratio) of the considered
OECD economies and GQCemissions was found statistically significant and
characterized by a coefficient equal to about +@107As already commented
above in relation to the other case of analysis,dbotcome makes us state that the
composition effect is detrimental to the environtmemce an increase in the
capitalization level results in an increase of¢basidered type of C{emissions.

In other words, we could say that those economiesenmaterially
capitalized (in terms of fixed assets such as plamd machinery, equipment,
vehicles, land improvements and buildings) appeabé¢ more polluting. As
already highlighted, our result goes against a lyidecepted view that capital
accumulation implicitly brings with it levels ofdknological advance. However,
it goes along with another generally accepted pdi@e which explains the
positive sign of the considered relationship thiotige fact that the increase and
accumulation of fixed assets (plants and machineepicles, buildings, etc.)
results in higher production levels, which meareatgr consumption and, in turn,
more pollution. Put in these terms, our result cordg that achieved by other
works and agrees with the concept that technolbgicgress can certainly play a

role in reducing pollution, but whether this is quetely true depends on the
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speed of capital accumulation (e.g. Mazzanti et 2007; He, 2006; Cole &

Elliott, 2005; 2003; Antweiler et Al., 2001). Of urse, if capital accumulation

proceeds at a faster pace than the implementatitecionological advances, then
the earlier is unable to guarantee the reductigrotitition and to play a beneficial
role on the environment.

Having said this, it is relevant to highlight theantitative aspect of the
coefficient under consideration. As can be obserited characterized by a very
small number which would make us observe a sitnaifca nearly-zero impact of
capital accumulation on the considered pollutattierathan one which is really

detrimental to the environment.

4.5. Implications for policy decisions.

Remarking on the main results of our analyses heipsto develop
considerations and reflections from which some wlsefiggestions for policy
making might be derived. Although very briefly, thelicy implications arising
from our work have already been referred to in toacluding parts of the
sections devoted to our empirical analyses wheee é$timation results were
discussed. In the next subsections we highlighptiey suggestions identified in
the previous chapter for each sector and - for wied been noted in the
introduction of this chapter - attempt to contekieathem within the policy

scenario existing in the area of our primary indgrthat is the European Union.

4.5.1. Policy implications for the "agriculture andfishing" sector.

With regard to the results achieved from model fifere the "agriculture
and fishing" sector was analysed while conside@hfy as the dependent variable,
we have basically observed a nearly-zero impaé&tlfon the environment. The
extremely low coefficient of the cumulative effect FDI on the considered
pollutant (although positively-signed) shows tmsail its evidence. This result is
explained by referring to the major technologyaéincy implicitly brought in by

FDI which might be generated by the environmentagutation context
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characterizing the sector. In fact, the abilitytlog¢ sector to promote and attract
more or less significant quotas of "environmentéligndly” investment might
also be the consequence of the fact that the OBE® ia strongly characterized
by the existence of environmental regulation frameds.

We have noted that, particularly in the last thdeeades, the issue of the
relationship between agriculture and the envirorinh@s been put on the agenda
of the majority of OECD countries for their agrittuhl policies decision. These
have imposed and still impose regulatory requirdméwhich can vary from
outright prohibition to standards and resourcedusés) at state, regional and
local level with the aim of preventing and/or limg environmental degradation
occurring from bad agricultural practices (OECD0202003§%*. By making
closer reference to the European case, for example, 1992 Common
Agricultural Policy reforms generated - among ott@éngs - a significant impact
on a number of parameters characterizing 4 Cémissions from enteric
fermentation and manure management. The implementat this policy, in fact,
has brought a significant change in the type andbar of livestock. In addition,
a change has occurred in the enhancement of the tklivestock productivity
(Bates, 2001).

From what has been observed, considerations facypdecision should
induce us to favour those proposals which aim toree the sectoral inflow of
investment as having potential, and very low impact the considered
environmental variable because they are conditidnethe existing regulations.
The existence of strong and well-enforced enviramiade policies surely
represents a barrier to the entrance of environatigrdamaging investment and
an attraction for sustainable investment run byemwesponsible operators through
whom a more sustainable use of natural resouraedegpursued. An additional

consideration might refer to a policy oriented ke tpricing of environmental

124 During the 1990’s European countries and the Uniates, for example, widely used
incentive payments to support the use of less g@iterfarming practices, land retirement payments
tailored to specific environmental objectives, atndnsitional payments to assist farmers in
implementing structural changes beneficial to theirenment. Other countries such as Australia,
Canada and New Zealand, instead, widely recurrdéidetaise of community-based approaches (i.e.
supporting collective action through the organ@atof land-care groups or conservation clubs),
which rely on the farmers’ self-interest in envinoental conservation and make use of local
expertise to solve environmental problems.
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goods and externalities which can represent a méahao ensure the orientation
of investment activities towards an efficient pathavoiding their shift towards
environmentally-damaging sectors and/or damagirtiges within the same
sector (OECD, 2001).

The analysis of model [2], which investigated tlagriculture and fishing"
sector on the basis of the relationship betweendfidl CQ from the sectoral fuel
combustion, made us note an inverse correlationshnd/ed the positive role the
sectoral inflow of FDI plays on the considered eonwimental feature: its increase
would generate a decrease of L£@\part from the algebraic sign of the
investigated relationship, we also noted how itharacterized by a very small
number which might be perceived as irrelevant feoquantitative point of view.

Considering the result we have achieved, the posiaggestion could
convincingly go along with - given the existing végfory frameworks - the
indication of enforcing the sectoral inflow of FQANnd trade liberalization with it).
It is very likely, in fact, that FDI is characteed by levels of technological
innovation which make possible the very slightlynékcial and almost neutral

role it exerts on the Cmission level from the sectoral fuel combustion.

4.5.2. Policy implications for the "manufacturing " sector.

The investigation of the relationship between thetaral inflow of FDI and
CO, from the sectoral fuel combustion made us obsehe existence of
positively-signed coefficients characterizing iechinique, scale and cumulative
effects. As commented in the devoted section, threselts would show the
detrimental impact FDI exerts on G@mission levels. However, it was also
observed that these effects were quantitativelyracierized by such small
numbers that we are induced to speak in terms afiyagero impact of FDI on
the environmental variable under consideration.s€hguantitatively very small
coefficients characterizing the mentioned relatmns although positively-signed
- would justify our support to those policy propissaimed at increasing the
investment level in the sector. In fact, the veny ldetrimental and almost nearly-

zero impact FDI plays on the considered environalemairiable makes the

205



enforcement of sectoral investment a practicablgooplt can be said that the
very low detrimental impact FDI generates coulddmed by implementing some
operational principles of environmental economiddore specifically, the

adoption of mechanisms through which pricing enwmnental goods and
externalities can drive investment activities alafficient paths and avoid their
shift towards environmentally-damaging sectors anédcttivities within the same
sector (OECD, 2001).

The implementation of a policy approach aimed d@bremg investment in
the sector would also be justified if the resultled composition effect (observed
in terms of sectoral relevance) is considerednétgative coefficient - although
quantitatively low - represents the existence ofirduous circle between the
relevance of the manufacturing sector and the $eoeCQ. This would highlight
that there is no evident reason to avoid the se@ming more relevance over the
total economy and encouraging the entrance of tmes#t in this specific sector
of our considered economies. At the end of the tiaye we are considering a
sector which has been the subject of environmerahty attention for a long
time, namely since the sustainable use of resouneesme one of the most
prominent issues on the international politicalratg>.

In fact, we could realistically explain the very aincoefficients found in
our empirical analysis by recognizing the role thatous regulatory frameworks
have exerted on the environmental performance efsdttor. Without entering
into a detailed identification of the various p@& implemented, which is not the
purpose of our work, we could observe how overghst decades the policies
dedicated to the manufacturing sector adopted bynthjority of industrialized
countries have basically relied on the so-calledd“ef-pipe” measures. For
example, European countries have particularly fedusn measures such as
cleaning wastewater and air, energy efficiency, yelleg and material
optimization (Greenovate Europe, 2012).

If we consider the result associated to the vagiabpresenting the second

aspect of the composition effect in our analysenfaly, the capital-labour ratio)

1 This political agenda has been particularly cherzed by the identification and
implementation of environmental policies and toplsmarily focusing on compliance with
emissions, energy efficiency and waste reduction.
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it would suggest a different policy approach. Thsipve sign of its coefficient
would support the adoption of policies againstghawth of FDI. In fact, capital
accumulation is also determined by the entry of Kid an economy and the
positively-signed coefficient we have achieved ur analysis indicate that its
increase would generate a growth of the consideadtlition level. In such a
context, the implementation of a policy approackedobon the already mentioned
principles of environmental economics could repnésa step in the right
direction. However, apart from the algebraic sidhe quantitative aspect
characterizing our coefficient makes us observé susmall number that we note
the almost irrelevant impact the composition effexerts on the level of GO
This might still suggest the implementation of pglprescriptions based on the
environmental economics principles as said befaltbpugh a more lax approach
could be appropriate (OECD, 2001). Apart from thiswever, there is no reason

to make a call for the reduction of FDI.

4.5.3. Policy implication for the "transport and canmunication” sector.

The analysis of the transport and communicationosenade us observe a
COx-FDI relationship characterized by positively-signeoefficients for the
technique, scale and cumulative effects. Apart ftbenvery small numbers which
make these coefficients almost irrelevant from amgigative point of view, these
findings show the detrimental role FDI plays on kaeels of CQ emission from
sectoral fuel combustion. This detrimental rolalso confirmed by the impact of
FDI on CQ through GDP computed in +0.00006 Mt. of £Qn natural
logarithmic terms).

The implication we derive for policy decision isathinvestment in this
sector can be considered slightly perverse or, meabstically speaking, almost
neutral for the environment if the very small numsbef the coefficients are
considered. As a consequence, policy views aimedhat enforcement of
investment in the "transport, storage and commtioita sector should not be
forbidden. We have already explained in the sectiemoted to the concluding
considerations of chapter three that the positigassand very small numbers

characterizing the coefficients might also be du¢he fact that the sector under
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consideration is subject of long-term environmentafulation in various
countries of our considered economic cooperati@a.ain Europe, for example,
this sector has been subject of regulation sind® 1@hen the Directive "on the
approximation of the laws of the Member Statesteeldo measures to be taken
against air pollution by gases from positive-igmitiengines of motor vehicles" -
amended a number of times so far - was adopte@¢ive 70/220/EEC). It is in
this aspect where we could also find reasons tktthiat the sector in question is
characterized by relatively important pollution iefncy. This results from
certain levels of technology innovation broughtby FDI which contribute to
maintain the coefficients of the induced-FDI effeoh CQ very low.

With regard to the composition effect (this intetides the capital-labour
ratio with capital represented by GCF) we obseragubsitive relationship with
CO, form sectoral fuel combustion as a result of affewent equal to +0.0791.
Similarly to what we have already said in relationthe result achieved for the
manufacturing sector when this type of compositedfect was analysed, our
outcome shows the detrimental role played by ch@txumulation for the
environment and, more specifically, for the emissievels of the pollutant
considered in our analysis. In fact, it highlighisw the level of our considered
pollutant increases in response to the growth pitabaccumulation to which FDI
certainly contributes. It has already been notethenempirical part of this work
that GCF consists of fixed assets, these includireg construction of roads,
railways and other transport infrastructures. Hoavewa better look at the very
small number characterizing the coefficient of tt@mposition effect would
induce us to slacken the consideration of the adgebsign denoting its
relationship with C@ and focus more on its almost quantitative irretee This
would make us more appropriately highlight the heaero - and almost neutral -
impact of the composition effect on the considdygeg of CQ whose total figure
can be computed in +1.7882 Mt. of €Qn natural logarithmic term) if the
sample mean value of GCF is considered.

The policy implication arising from what has justem said can be based on
the recognition that capital accumulation (whicbdaly means the production of

public and private goods and services) generatesyaslight negative detrimental
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impact on the environment. As a result, a reflecti@sed on the occurrence of
negative externalities from capital accumulation baing us to see a solution in
those operational principles of environmental ecoitcs we have already
mentioned and, especially, in the implementationealironmental taxation
mechanisms. This should be done while consideteglimits of environmental
taxation mechanisms, which are basically relatedh® difficulty - or even
sometimes the impossibility - of adequately monegjznvironmental values.

All this should become food for thought on whateaypf taxation policy
would significantly raise a sort of environmentdityendly capital formation
activity (selective business tax-incentive, persot@x cuts, etc.). As a final
consideration, however, the recognition that thenpaosition effect plays an
almost neutral role on the levels of the considaype of CQ emission, would
also lead us to think that a policy approach aimetimiting or denying capital
accumulation might be inappropriate.
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CHAPTER V

Conclusions

5.1. The conceptual and methodological framework.

According to what has been referred in the firgpthr, FDI is expected to
grow - although moderately - in the next few yedrsis is despite the global
economic fragility and policy uncertainty still alaaterizing the world situation.
In the part of this work analysing the literatulee general concern that FDI can
be harmful to the environment has been highlightedfact, FDI is subject of
different views which perceive it as playing a piesi role on the environment in
some cases and a negative one in others. Thisdevad| the main aim of this
work was to investigate the relationship between BBd the environment to
understand whether and how FDI is beneficial origheintal to the latter. By
looking at views from the literature, it became ortpnt for us to contribute to a
better understanding of the mentioned relationship a further empirical effort.

From this perspective, this work represents a msiodentribution to the
scientific reflection on the considered issue angseful analysis framework to
support a more conscious policy-making activitygofernments. In fact, whether
FDI can be considered a driver for development 4, an particular, for
sustainable development — depends on how it is gehdy the receiving
countries’ governments. Their ability to implememtays of sustainable
management of investment activities strictly deeond their vision of economic
development and environmental conservation managemdich are normally
expressed in their policy and regulatory frameworks

With the aim of attempting to address the reseguastions derived from
the considerations above, the work was developelsvs. The first chapter
focused on the definitions of FDI and the contekza#ion of its role in the
globalization process. In addition to understandihg players and methods

through which FDI occurs, this chapter identifibe tbasic facts (qualitative and
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guantitative) of the FDI phenomenon and the varimitgo and macro impacts it
generates. The second chapter examined the matatlite produced on the FDI-
environment issue. With specific regard to the affeFDI exerts on the
environment, the analysis of the literature allowesd to identify three main
thematic areast) the environmental effects of FDI flow8) the competition for
FDI and its effects on environmental standa8)she cross-border environmental
performance. Apart from the second and the thirgickv basically focus on the
location and behavioural aspects of trans-natiimabk respectively, it is the first
thematic area of “the environmental effects of Ridws” where we found
motivation for our work.

We have already noted in the chapter devoted tditdrature analysis that
this thematic area is generally perceived as ontha$e research grounds for
which a better and more appropriate scientific ustdeding must be built. As
reported in the chapter in argument, works in flakl can be grouped into two
main veins. The first vein, particularly develogestween the late 1990’s and the
beginning of the 2000’s, numbers among its majodiss those works focusing
on the individual analysis of each single aspeetyipg a role in the FDI-
environment relationship (technique, scale, cunwdaand composition effects).
From the mid-late 2000’s a new analysis approaatnese works can be grouped
into the second vein — based on the contemporangideration of the above-
mentioned environmental effects of FDI (techniqeeale, cumulative and
composition effects) was developed. This approaeturad on the basis of the
particular recognition that FDI does not occur asisblated phenomenon only
affecting the environmental sphere, but it alscenr@ates with other linked
factors (OECD, 2002[b]). However, the literaturgiesv showed the existence of
a scientific effort predominantly produced in relat to the effects of
liberalization on the environment and in terms ofalgses of the trade-
environment relationship rather than the FDI-enwinent one. Furthermore, in
those few cases where the FDI-environment relatipnss the subject of
investigation, even the most recent scientific vgoblase their analysis efforts on
the consideration of aggregated values of FDI fland polluting agents. Apart

from some more recent studigs significant effort appears to be made in the
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production of work which analyses the FDI-enviromtneelationship from an
activity sector point of view, that is while consithg sectoral breakdown data.

Our view is, instead, that a more focused andilddtaituation can be
observed at the level of each specific activityt@ecThis would also help to
reduce the risk that investigating the bigger p&tucan induce in
misunderstanding and misrepresenting the actuahrdim existing in the FDI-
environment relationship. Hence, we followed thistinodological approach for
our analyses with the expectation of producing aenappropriate investigation of
the FDI-environment relationship. It is this seatoapproach of investigation
which represents the original aspect of this wanll &rings - to some extent -
some novelty in the enforcement of a vein of litera for which more should be
written in an attempt to cover the knowledge gap.

For our empirical analyses, presented in chapterethwe first worked at
identifying useful data and at composing a databesieh could enable us to
carry out investigation on the level of specifictisity sectord?® More
specifically, the three activity sectors we focusad were “"agriculture and
fishing", "manufacturing” and "transport and comrnaation". For each of them
the FDI-environment relationship was investigatetiilev considering some
specific pollutants. CiHand CQ from the sectoral fuel combustion were both
considered for the analysis of the "agriculture afshing” sector. The
investigation of the other two sectors was madéhenconsideration of only GO
from the sectoral fuel combustion.

An unbalanced panel dataset was purpose-built itaco observations for
30 OECD countries. The time span taken into comaiate for the analysis of the
"agriculture and fishing" sector was that betwee®9QlL and 2005 for the
examination of the CHFDI relationship. The period between 1981 and 2005
was, instead, considered when the sector was a@thlggerms of the relationship
between the sectoral G@missions from fuel combustion and FDI. This same

time span was considered for the analysis of thetioaship between the GO

126 \We mainly referred to the OECD database where omad the only possibility of gathering
FDI data at a sectoral level, although various gdysacterize their historical series. Other major
international organizations' databases were alesuited for other statistics.
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emission form the sectoral fuel combustion and fDithe "manufacturing”" and

"transport and communication" sectors.

5.2. Theevidence of our study and policy views.

Our investigations of the FDI-environment relatioips provide us with
evidence which has difficulty supporting that pairthe literature stating that FDI
generates a relevant impact - either positive gatiee - on the environment. In
fact, by recalling very briefly from the previoushapter the most relevant
achievements of our work and focusing our attentooty on those results
associated to the induced-FDI cumulative effectgiobkd from our empirical
analyses, we observe the following. When the "adftice and fishing” sector was
investigated with the aim of analysing the £FDI relationship, the coefficient of
the cumulative effect was observed as equal to427.0+ 0.0018FDI, this
showing the increase of Methane emission when FDWwg by 1%. When the
"agriculture and fishing" sector was analysed andbnsideration of the G&-DI
relationship, the cumulative effect coefficient apped characterized by -0.0848 -
0.0036FDl, this showing the increase of €@ response to a 1% growth of FDI.
The cumulative effect coefficient for the "manufaatg” sector was indentified
equal to +0.0058 + 0.001BDI which represents the scale of increase of the
sectoral CQ from fuel combustion when FDI grows by 1%. Finallhe
coefficient of the cumulative effect for the "trgost and communication” sector
was found equal to +0.0027 + 0.00E®I, this representing the growth of the

sectoral C@from fuel combustion as a result of a 1% incresgeDI*?’.

1271t was also observed how for the two cases of “thanufacturing” and “transport and
communication” sectors the algebraic signs denotlmgy impact of FDI on the considered
pollutants through GDP confirmed those achievedHerdirect relationships between FDI and the
considered pollutants. For the manufacturing segctardel [3]), in fact, we observed an induced-
FDI cumulative effect on the sectoral €€yual to +0.0051 and an impact of FDI on,@@ough
GDP equal to +0.00002 (with FDI and GDP considexetheir sample mean value respectively).
For the "transport and communication" sector (mddpl we found an induced-FDI cumulative
effect on the sectoral G@qual to +0.0022 and an impact of FDI on the paiitithrough GDP
equal to +0.0006 (with FDI and GDP considered airtsample mean values). In contrast, for the
case of the "agriculture and fishing" sector, th@kwon model [1] made us observe a cumulative
effect of FDI on CH equal to +0.0213 and an impact equatQdd003when the FDI impact on
the pollutant was assessed through GDP (with F@I @DP considered at their sample mean
values). The work on model [2], instead, did nokenas observe any evidence of the FDI impact
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As has been extensively highlighted in other pantsthis work, the
interpretation of these results would suggest thstence of a beneficial role of
FDI on the environment (this intended in terms afearease of the levels of the
considered pollutants) when the sign is negatiwk\ace-versa. A closer look at
the quantitative aspect of the above-mentionedficoerits, however, would make
us more realistically appreciate a nearly-zero ichpaf FDI on these
environmental indicators from which an almost nautole played by FDI can be
observed. This nearly-zero environmental impadtDF would induce us to think
that there is no need to make our analysed sestitwect of further environmental
regulations.

As already noted in our discussion, in fact, weusthaot omit to consider
that in the majority of OECD countries investmeutiaties in the analysed
sectors occur under a well-enforced environmerggllatory framework. This
could be perceived as the driving force which haslenour technique and scale
effects perform as observed. As very briefly reddrin the discussion for the case
of the European countries, for example, these poégulations generate a stricter
environmental regime with respect to other coustrithough, as said, this can
help to drive investment through a more efficieathp we also realize that this
consideration is valid only up to a certain poititthe environmental policy
begins to be perceived as too stringent by investilen the potential risk that
they decide to relocate their production can objebt become a natural
consequence in the attempt of avoiding the lossoofipetitiveness. As widely
commented in the second chapter of this work, tkistence of a rigorous
environmental policy can objectively generate thenditions typically
characterizing the "pollution havens” phenomenord ahe “"escape" of
investment.

Considering what has been said, the core for poéfigctions becomes the
search for an equilibrium between the need for emgenvironmental protection
through the implementation of appropriate poliorghout impeding FDI. It is

useful to remember the great importance of thisicpoissue due to the

on the pollutant through GDP, since the model esion did not produce any significant result to
describe the sectoral GGDP relationship. However, an induced-FDI cumulateffect on CQ
equal to -0.0436 was observed.
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implications it has on the well-being of populasan terms of pollution, health,

economic growth and income distribution.

5.3. Thecontribution and limitations of the study.

As already pointed out, the aim of this study tmtdbute originally and
innovatively to the literature mainly lies in itsmeirical investigation of the
relationship between the flow of FDI and the enwiment at the level of specific
activity sectors, while taking into consideratidre tFDI flows and the pollutant
agents in strict association with the economic @etvestigated over time. In
fact, to the best of our knowledge — apart frontaiteal research experiences (e.g.
Ben Kheder, 2010) — the works produced so far facasmuch of their attention
on the macro-dimensions of these two aspects whitsidering the aggregated
values of FDI flows and polluting agents at a nadiolevel. In our view, this
represents a negative constraint in validly contiiiy to a proper understanding
of the investigated phenomenon. Hence, our workdcba seen as a step in the
right direction to overcome this situation and teent the production of works
towards the search for more detailed evidence atldglael of specific activity
sectors. This would help in bringing about suggestifor a more appropriate
policy-making process.

Nevertheless, our study suffers from some limitagioln particular, these
included the existence of various gaps in the asxoof the international
organizations we consulted to compose the datafoaseur empirical analysis.
This is particularly true in relation to the histai series of FDI flow data
contained in the OECD database. A further concéthis analysis is represented
by the fact that it has not been possible to ingatt the FDI flow qualitatively
within the considered sector. Due to the lack dadand information, we were
unable to observe the modification of the pattefrirDI within the investigated
sector. As highlighted in those sections of chafitexe devoted to the concluding
comments on the results of the empirical analyses aso in the discussion
presented in chapter four, we were unable to nefeather this evidence was the

result of a relocation phenomenon which pushedsiment away from one sector
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to enter a different one or if investment movednfrddirtier” activities to

“cleaner” ones while staying within the same sector

5.4. |deasfor futureresearch.

It is with particular reference to these two linibas where our work finds
and highlights some ideas for further research.hWigard to the first aspect,
associated to the lack of a more complete serie§f data, other sectors
different from those here investigated could bgextitof analysis through the use
of the same methodology. In fact, further analylsessed on more updated
statistical information could be carried out whibkenefitting from a more
powerful data structure. With regard to this, we aware of the fact that OECD —
which, as we said, is the only international orgation reporting the breakdown
by sector of FDI data — updated its database avehg end of 2012 so bringing
the last year considered for FDI records from 2@08008.

Together with this, however, we do believe thabasiderable addition to
the literature could derive from the second aspechave highlighted, namely the
need for investigating the qualitative side of 2l phenomenon. In fact, an
interesting point, which still does not seem to freperly addressed, is the
understanding of whether the structural shift noasintries experience by moving
investment flow from one sector (e.g. manufactwoepnother (e.g. service), or
from one activity to another within the same seci®renvironmentally valuable.
A further call for research in this area — whiah,tlhe best of our knowledge, is
still today characterized by a lack of adequate datan surely help to produce
useful evidence to deepen and attempt to comphetedflection on the issue of
the environmental effect of investment and to goi@@ a more appropriate

support to the policy-making activity of government
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