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Jack M. Barnard

Abstract

This thesis focuses on the development and application of a discrete time random walk par-

ticle tracking model to the simulation of non-conservative transport in porous media. The

model includes the simulation of solute transport, reversible bimolecular reactions, and sorp-

tion. The functionality of the discrete time random walk method is expanded to allow for

the simulation of more complicated chemical systems than previously achieved. The bimolec-

ular reaction simulation is based on a colocation probability function method. This reaction

simulation method is analysed to investigate the effects of the controlling parameters on its

behaviour. This knowledge is then used to inform a discussion of its application to the simula-

tion of mixing limited reactive transport and comparison with other approaches. The reaction

simulation method developed in the thesis possesses a greater flexibility than previously de-

veloped methods for the simulation of reactions using particle tracking.

The developed model is also applied, in combination with a chemical speciation model, to

enable the production of a reduced complexity model to simulate effects of an amendment

scheme on soils contaminated with heavy metals. The effect of the soil amendment scheme

on the partitioning of Pb between solution, soil surfaces, and dissolved organic matter is

approximated by rules fitted as functions of concentrations of single components within the

soil amendment. This allows for the simulation of complicated chemical systems using particle

tracking methods.

As well as expanding the functionality of particle tracking methods the issue of the compu-

tational expense is also addressed. A scheme for the optimization of the reaction simulation

is presented and its effectiveness investigated. Together with the use of graphics processing

units for code acceleration, the computational and temporal expense of the solution is re-

duced. The combination of the expansion in functionality and reduction in run time makes

particle tracking a more attractive simulation method.
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Chapter 1

Introduction

Summary

This thesis forms part of the Regeneration of Brownfield Using Sustainable Technology (ROBUST) project

lead by Dr. Karen Johnson and Prof. Clare Bambra, which aims to develop a novel, low cost, environ-

mentally low impact method for the remediation of contaminated land. It focuses on the development

and investigation of a computational model for the simulation of the effects of said remediation scheme

on the movement of heavy metals within soils.

1.1 Rationale

Previously developed, or brownfield, land is defined in the U.K. as land which has had some previous

development on it, with the exception of land used for recreation, agriculture, or defence, or land which

has been used for mining or landfill and has subsequently been regenerated after use. In 2007 there

were an estimated 62,130 hectares of brownfield land in England, of which an estimated 16,810 hectares

required some kind of treatment prior to development [1]. The amount of new housing built in England

on previously developed land has been steadily increasing over the past 20 years, from ∼50% in 1989 to

∼75% in 2010.

To allow for the reuse of a contaminated site, the risk posed by the contamination must be reduced to

acceptable levels as determined by the U.K. Environment Agency, by limiting the exposure of receptors

(i.e. people) to contaminants. The remediation of a site can be achieved by a range of methods such

as reducing or removing the contaminant material, blocking the contaminant pathway to the receptor,

reducing exposure to the contamination, or removing the receptor from the site [2].

The method of remediation used on a site is dependent on three main factors: cost-effeciveness,

speed, and flexibility [3]. The most common techinques used for the remediation of contaminated land in

England are containment; either capping of the site to prevent human access to the contaminated soil, the

emplacement of a barrier within the soil, or a combination of the two, and excavation and removal. These

two methods account for over 90% of the proposed remediation schemes in England [2]. A wide range of

other techniques are used in small numbers of cases across England. These methods take a myriad of forms

and are divided into three groups: bioremediation, where microorganisms are used to metabolize organic

contaminants into less toxic products, chemical remediation, where chemical amendments are used to

immobilize contaminants or reduce their bioaccesibilty, and physical remediation, where contaminants

are either removed from the soil by a method such as washing, heating or electrolysis, or reduced in

toxicity by a method such as by thermal vitrification [4, 5]
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The cost of remediation is generally absorbed by the profits made from redevelopment of the land. If

the land is not attractive to potential developers then the likelihood of remediation happening is low [3].

Reduction of the costs of remediation can potentially allow low value contaminated sites to be remediated,

both for housing and for other purposes.

A positive association between brownfield land and poorer health has been shown in England even

after adjusting for other factors, such as socio-economic status [6]. In addition to the potential benefits

with regards to housing development, the regeneration of brownfield land for no specific purpose is also,

therefore, a worthwhile exercise. The improvement, or reduction in cost of remediation technologies is

important. The development of a low cost, environmentally low impact method for the remediation of

contaminated land is the aim of the ROBUST project.

1.2 The ROBUST Project

The remediation technique developed and investigated within the ROBUST project is a chemical reme-

diation scheme using Water Treatment Residual (WTR) as a soil amendment with the aim of reducing

the bioaccesibility or mobility of contaminants. WTR is a waste product produced during the treatment

of drinking water by the addition of minerals which act as flocculants to remove suspended material in-

cluding organic matter. These flocculants include, for example, FeO4
2− [7] and Al2(SO4)3 [8]. The WTR

produced contains high concentrations of organic matter, which is one of the main components removed

by the flocculation process, as well as of the compounds used as flocculants.

The technology has been tested on a field site, at the former Pygall coachworks in Easington Colliery,

County Durham, and experimentally on soils taken from the site of the former St. Anthony’s leadworks

in Newcastle-upon-Tyne. As the experimental work in ROBUST has focused on soils taken from the

former St. Anthony’s leadworks, the computational work focuses on soils contaminated with Pb. As over

80% of the designated contaminated land sites in England and Wales are contaminated with metals or

metaloids [2] this is of use to a large amount of the contaminted land in the United Kingdom. The WTR

used as the soil amendment is an Fe based WTR taken from the Northumbrian Water treatment works

at Mosswood, County Durham.

1.3 Thesis Aims

The general aim of this thesis is to develop a model which can be used to simulate the effect of WTR

addition to a soil contaminated with Pb. The model developed must be capable of simulating the transport

of solutes in porous media, the interactions of different solutes with one another, and their interactions

with the soil solids. This model is developed using the Discrete Time Random Walk (DTRW) method,

which is a member of the particle tracking family of methods.

There are large number of computer models available for the simulation of complex systems involving

solute transport in porous media such as MODFLOW [9–12] and its extensions, MT3D [13–15] and RT3D

[16, 17], HYDRUS [18, 19], FEMWATER [20], and STOMP [21, 22]. All of these models use continuum

methods, e.g. the Finite Element Method (FEM) or the Finite Difference Method (FDM), to simulate

porous media flow and reactions between solutes, though they vary in the methods used to simulate solute

transport. HYDRUS and STOMP use a continuum based solution for the advection-dispersion transport

solutions, whereas FEMWATER and MT3D, and its extension RT3D, use Eulerian-Lagrangian particle

based schemes.

The particle tracking family of computational methods, to which the DTRW method belongs, offer

advantages over continuum methods for the simulation of reactive transport in porous media, but have

mostly been used in the simulation of simple chemical systems, such as bimolecular reactive transport
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or the sorption of a single solute, although simulations of more complicated systems, such as dissolution

and precipitation, have been simulated by a small number of studies. A large potential field of work is

therefore available to be performed on the expansion of particle tracking methods, both in characterizing

their behaviour and in expanding their functionality. The development of a model using particle tracking,

including expansions of the method to simulate more complicated systems, is a useful contribution to the

field as well as to the ROBUST project.

Due to the nature of the DTRW method the complexity of the chemical systems that can be described

by the model produced in this thesis cannot reach that possible with other available models. A reduced

complexity method based on the outputs of a chemical speciation model, Windermere Humic Aqueous

Model (WHAM), is developed here and used to simulated a complex chemical system using a smaller

number of species, thereby reducing the developmental difficulty and computational cost.

1.4 Thesis Overview

The outline of this thesis is as follows:-

• The DTRW particle tracking method presented in this thesis is developed under the assumption

that any solution used to drive the advective transport will be produced using the FEM. To help

contextualize the work presented in Chapters 3 and 4, the FEM solution of saturated porous media

flow is briefly discussed in Chapter 2.

• The simulation of conservative solute transport in porous media using the DTRW method is the

focus of Chapter 3. The initial rationale behind the development of particle tracking methods, and

their pros and cons are discussed. The derivation and implementation of the DTRW conservative

transport solution is presented followed by an assessment of the robustness of the solution by a

sensitivity analysis of various factors controlling the solution.

• The expansion of the DTRW transport solution presented in Chapter 3 to include the simulation

of bimolecular reactions and sorption is the focus of Chapter 4. The method for the simulation

of bimolecular reactions is described and its behaviour analysed in detail. It is then benchmarked

against experimental data and other simulation studies and its robustness assessed by a sensitivity

analysis of various factors controlling its solution. The sorption solution is outlined and compared

with other numerical studies and experimental data.

• The DTRW model described in Chapters 3 and 4 is then adjusted and applied to the simulation of

the effect of WTR addition on the partitioning of Pb between its different potential states. Due to

the lack of experimental data available, this is performed by utilizing the DTRW with the WHAM

chemical speciation model [23, 24].

• One of the main downsides of particle tracking methods is their high computational cost. Chapter

6 of this thesis focuses on the optimization and acceleration of the implemented DTRW model.
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Chapter 2

Porous Media Flow

Summary

In this chapter the Partial Differential Equation (PDE) used to describe the flow of fluids through porous

media in saturated conditions is presented alongside the method of its solution using the Finite Element

Method (FEM). Though no finite element solutions are utilized in the rest of this thesis, the non-

conservative Discrete Time Random Walk (DTRW) solute transport model presented is developed on the

assumption that any fluid flow solution used in conjunction with it will be produced using the FEM. The

outline of the FEM solution of porous media flow is presented to help contextualize the work presented

in later chapters.

2.1 Introduction

Contaminants are more mobile if in solution than in the solid phase, either by movement through the

groundwater or by being transported with it. The movement of ground water is therefore an important

aspect in the movement of contaminants within a soil, and any model developed for the simulation of

contaminant transport in soils must include some description of the groundwater flow regime to be able

to properly address the fate of contaminants within a soil.

All of the simulations presented within this thesis are either recreations of experiments conducted

under constant flow conditions or purely investigative studies of the model behaviour in the absence of

fluid flow, and either occur in, or make the assumption of, purely saturated conditions. The numerical

solution of the groundwater flow behaviour is therefore not required at any point in this thesis. A model

which did not possess the capacity to include variable flow regimes would be severely hampered in its

usefulness. To account for this the solute transport and reaction model presented in the following work

is developed under the assumption that any flow simulations used in tandem with it would be produced

using the FEM, even though no such solutions are presented.

The flow field used to drive solute transport is calculated from a set of nodal pressure values produced

as outputs of a FEM solution. This flow field and the set of nodal coordinates are used in the transport

solution. The transport solution assumes four noded quadrilateral finite elements, and will operate as

long as all of the internal angles in an element are <180 degrees. This restriction applies to isoparametric

finite elements to ensure a one to one mapping between the global and local coordinate systems [25]. By

developing the transport model to work for arbitrary two dimensional quadrilateral finite elements, it is

capable of also operating if a groundwater flow solution produced using the Finite Difference Method

(FDM) is passed to it, as this would present the same input data as a special case of the FEM.
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Some aspects of the FEM, such as the transformation of coordinate systems used with isoparametric

elements, are used elsewhere in this thesis. It is therefore useful to present a brief description of the

FEM, and its application to the solution of groundwater flow problems, in order to help contextualise

the following chapters. The description of the FEM is proceeded by the PDE used to describe the flow

of water through porous media.

2.2 Saturated Porous Media Flow

The macroscopic flow of a fluid through a saturated porous medium can be described by Darcy’s Law

[26] which takes the form

q = −Kh∇h (2.1)

where q is fluid flux, h is hydraulic pressure, or head, and Kh is the hydraulic conductivity of the soil.

Under the assumptions of incompressibility and conservation of mass Equation 2.1 can be altered to take

the form

Ss
∂h

∂t
= ∇ ·Kh∇h (2.2)

where Ss is the specific storage. Solutions are normally required for a situation where water is either

entering the domain, exiting the domain, or both. As such Equation 2.2 is altered to take the form

Ss
∂h

∂t
= ∇ ·Kh∇h+Q (2.3)

where Q represents all sources and/or sinks.

2.3 Finite Element Method

The Finite Element Method (FEM) is a numerical method for the solution of partial differential equations

based on the idea of dividing up a domain of interest into smaller areas, referred to as finite elements.

Solutions are then estimated based on approximations about the variation of variables within each el-

ement. The set of finite elements makes up a grid or mesh which encompasses the entire simulation

domain. Information, e.g. h or Kh, is stored at a set of nodes which, in the case of linear finite elements,

are located at element vertices. Values of any of the nodal variables required elsewhere are estimated

using interpolation functions, referred to as shape functions. The model developed in Chapters 3 and 4

of this thesis operate under the assumption that four-noded quadrilateral elements are used. As such the

description of the FEM presented below is for four-noded quadrilateral elements.

For the regular, two dimensional, bilinear quadrilaterals used in this research the shape functions are

N1(ξ, η) =
1

4
(1− ξ)(1− η) (2.4)

N2(ξ, η) =
1

4
(1 + ξ)(1− η) (2.5)

N3(ξ, η) =
1

4
(1 + ξ)(1 + η) (2.6)

N4(ξ, η) =
1

4
(1− ξ)(1 + η) (2.7)

The nodes are numbered, by convention, starting in the bottom left corner and proceeding anticlockwise

around the element.

One advantage of the FEM over the FDM is that it can use irregular or deformable grids of nodes.

The intergrals performed during the solution of a finite element problem are much easier if the element

is regular (e.g., a square). In the FEM the integrals are performed over a ‘parent element’ which is
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Figure 2.1: A two dimensional, four noded element in the local (left) and global (right) coordinate
systems.

regular in shape and exists within the coordinate system −1 ≤ η ≤ 1, −1 ≤ ξ ≤ 1 (see Figure 2.1). The

integrals are then transfered to the global coordinate system via the Jacobian matrix [J], a matrix of the

differentials of the global coordinates with respect to the parent coordinate system using relation

∇Nxy[J] = ∇Nξη (2.8)

where

[J] =

[
∂x
∂ξ

∂y
∂ξ

∂x
∂η

∂y
∂η

]
. (2.9)

ξ(x, y) and η(x, y) can be determined from[
b1 c1

b2 c2

]{
ξ

η

}
=

{
4x− (x1 + x2 + x3 + x4)− a1ξη

4y − (y1 + y2 + y3 + y4)− a2ξη

}
. (2.10)

The coefficients can be determined using

 a1 a2

b1 b2

c1 c2

 =

 1 −1 1 −1

−1 1 1 −1

−1 −1 1 1



x1 y1

x2 y2

x3 y3

x4 y4

 (2.11)

for the standard node numbering system of anticlockwise from the bottom left node where

a1 = x1 − x2 + x3 − x4 (2.12)

a2 = y1 − y2 + y3 − y4 (2.13)

b1 = −x1 + x2 + x3 − x4 (2.14)

b2 = − y1 + y2 + y3 − y4 (2.15)

c1 = −x1 − x2 + x3 + x4 (2.16)

c2 = − y1 − y2 + y3 + y4. (2.17)
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The reverse coordinate transformation is given by

x(ξ, η) =

4∑
i=1

Ni(ξ, η)xi (2.18)

y(ξ, η) =

4∑
i=1

Ni(ξ, η)yi. (2.19)

This coordinate transformation is used on several other occasions in this thesis.

The solution to the Darcy equation can then be determined using an standard FEM formulation.

2.4 Conclusion

In this chapter the solution of porous media flow problems using the FEM has been outlined. Alhough no

solutions produced using the FEM are utilized in this thesis, it is important to have outlined the method

as the solute transport, reaction, and sorption simulations methods presented in the following chapters

are all designed under the assumption that they will need to be used in conjunction with a finite element

solution for porous media flow. In the next chapter the method used for the simulation of conservative

solute transport is discussed.
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Chapter 3

Conservative Solute Transport

Summary

This chapter focuses on the simulation of conservative transport of solutes through porous media using

the Discrete Time Random Walk (DTRW) method. The equations used to describe mass transport

are outlined followed by the concept behind particle tracking methods and the reasons for using them.

The DTRW method is described and the differences between the DTRW and Continuous Time Random

Walk (CTRW) outlined. The DTRW solution is then compared to a set of experimental data and a

sensitivity analysis performed in order to to demonstrate the robustness of the method.

3.1 Introduction

The transport of a chemical species within a fluid is the combination of two processes, advection and

diffusion. Advection is the transport of the chemical species by the movement of the fluid in which

it is contained. Diffusive transport is the transport of a chemical by the combination of the random

movements and collisions of the individual atoms or molecules [27]. The macroscopic effect of diffusion

is described by Fick’s law, which takes the form

∂C

∂t
= ∇ · (Dm · ∇C) (3.1)

where t is time, C is solute concentration and Dm is molecular diffusivity. Advective transport can be

described by
∂C

∂t
= −∇ · V C (3.2)

where V is flow velocity. In addition to advection and diffusion, mass transport in porous media occurs

by dispersion. Dispersion is the product of several mechanisms that combine to produce transport

which leads to the reduction of concentration gradients in the same manner as Fickian diffusion. These

mechanisms all cause variation in flow rates on small scales. The variations in flow direction and hydraulic

conductivity, and therefore flow rate, in different pores within the medium and the variation in flow rate

across pores due to Poiseuille flow both contribute to dispersion. The macroscopic effects of dispersion

are similar in appearance to those of diffusion and at the macro scale the two processes are inseparable

[28]. Due to this the two are often combined into a single term referred to as hydrodynamic dispersion.

The macroscopic effect of hydrodynamic dispersion takes the same form as Equation 3.1 and is given as

∂C

∂t
= ∇ · (Dh · ∇C) (3.3)
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where Dh is hydrodynamic dispersion. The combined effects of transport via advection and dispersion

(including diffusion) can be described by the advection-dispersion equation

∂C

∂t
= ∇ · (Dh · ∇C − V C) +Q (3.4)

where Q respresents all possible sources and sinks such as reactions, in or outflow of solute bearing pore

fluids, and diffusion of molecules into or out of the domain.

Equation 3.4 can be solved analytically in simple situations or by a numerical scheme such as the

Finite Difference Method (FDM) or Finite Element Method (FEM), though the use of continuum based

numerical schemes such as these can lead to the solution being degraded by numerical artefacts. De-

pending on the order of the approximation used in the numerical scheme, the solution can be degraded

by oscillation or numerical dispersion. These issues are discussed in depth in Bear [28] and are outlined

below.

Assume a purely advective, one dimensional case, i.e. Dh = 0, where a step front is being advected at

velocity V as in Equation 3.2. If the central difference method, a form of the FDM, is used, the solution

produced is

Cn+1
i = Cni −

V∆t

2∆x
(Cni+1 − Cni−1) (3.5)

where i is the spatial index and n is the temporal index. In this formulation the step front is represented

by Cti−1 = Cti = C0 and Cti+1 = 0. It is clear that at time step n + 1 the concentration Cn+1
i > C0

when it should equal C0. Conversely, if V = ∆x/∆t where ∆x is the distance between nodes and ∆t

is the time step length, the concentration at i + 1 at time n + 1 will be Cn+1
i+1 = C0/2 when it should

equal C0. The use of the central difference scheme therefore causes oscillations in the concentration front.

This can be countered using a backwards difference scheme which only uses information from behind the

concentration step, rather than in front of it and behind as with the central difference scheme. The new

concentration at i is now given as

Cn+1
i = Cni −

V∆t

∆x
(Cni − Cni−1). (3.6)

This eliminates the problem of oscillation but introduces a new problem in the form of numerical dis-

persion. If the Taylor series expansion, of which the backwards difference scheme is the first term, is

examined it is seen that

V
∂C

∂x
= V

C(x)− C(x−∆x)

∆x
+ V

∆x

2

∂2C

∂x2
+ . . . (3.7)

The error introduced by using the backwards difference scheme to approximate the advection term is of

the same form as the dispersion term in Equation 3.4 with Dh = V∆x/2. This has the effect of reducing

concentration gradients leading to smearing of the concentration front parallel to the direction of flow.

This can be dealt with in various ways [29]. Numerical dispersion can be artificially damped by

introducing an apparent numerical dispersion coefficient [30, 31] though this requires an estimation of the

rate of numerical dispersion. Alternatively the effects of solution oscillation can be reduced by reducing

the grid spacing or element size used in the solution. The effect of oscillations can be eliminated if

the Peclet number, Pe = V · ∆x/Dh, is less than 2 [29], though this has the effect or increasing the

computational cost required for the solution. Leonard [32] proposed two methods based on quadratic

upstream interpolation to limit the effects of numerical dispersion and oscillations which have since been

used by other researchers e.g. [29, 33, 34].

Alternatively particle tracking methods, in which the concentration field is described by the distribu-
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tion of a set of particles rather than a set of nodal concentration values, can be used. Particle tracking

methods are completely free from numerical dispersion or oscillation and have also been shown to have

some useful properties when used to simulate reactive transport between solutes, such as simulating the

limiting of reaction rates by diffusive mixing e.g. [35–37]. Due to these advantages over continuum

methods, particle tracking methods are used for the simulation of solute transport in this work.

3.2 Particle Tracking Methods

The way in which particle tracking methods describe mass transport is different to the way in which

continuum methods such as the FEM do. Rather than describing the concentration field using a set of

nodal concentration values and a set of interpolation functions, the concentration field is instead described

using the distribution of a set of particles. Each of these particles represents a discrete ‘packet’ of a solute

which is transported through the domain. The amount of solute which each particle represents is fixed.

This differs from the Lagrangian forward particle tracking method [28, 38–41] where a particle stores

the concentration at a point and that concentration is then advected to a new position. By contrast, in

the random walk particle tracking scheme the concentration at a location is determined by the particle

density in that area. This means that unless a very large number of particles are used, the solution of

the concentration field is not smooth.

Itō [42] demonstrated that a random walk is equivalent to the Fokker-Planck equation in the limit of a

large number of particles. The Fokker-Planck equation [43, 44], sometimes referred to as the Kolmogorov

forward equation when used to describe diffusion [45], describes the evolution with time of the probability

distribution of the location of a particle. The combination of multiple realizations of the movement of a

particle takes the form of this probability distribution and so its form describes the concentration profile

of the diffusing solute. As dispersion is assumed to take a Fickian form it can be inferred that the affect of

dispersion leads to concentration profiles of the same form. This idea was then developed into the concept

of a random walk particle tracking method by Montroll & Weiss [46] for simulating the movements of

electrons through semiconductors [47–49] but has also been used to simulate mass transport in porous

media [50–59]. The particle tracking method used by [46–59] is the CTRW method. Here the particle

can only exist at set locations on a lattice and the time at which they move from one lattice site is

randomly determined. This differs from DTRW, or Random Walk Particle Tracking (RWPT), methods

e.g. [60–65] where particles can occupy any location within the domain and the timesteps over which they

are moved are of set sizes. The stochastic aspect of the DTRW method is the distance which the particles

are dispersed. In the DTRW method transport is separated into advective and dispersive transport.

Particles are advected according to the fluid velocity field, determined from a FD or FE solution, and

then dispersed by adding a random walk to their position. The DTRW is the particle tracking method

which is used in this work.

To explain how a random walk is used to simulate dispersive transport consider a one dimensional

case where at t = 0 the concentration profile forms a pulse source or Dirac delta. The analytical solution

of the Fokker-Planck equation for t >0 is

C(x, t) = (4πDht)
−1/2exp

[
− (x− V t)2

4Dht

]
. (3.8)

The right hand side takes a Gaussian form and so could be seen as a Gaussian probability density function

with mean V t and variance 2Dht. By advecting the particles a distance V t and then subjecting them to

a normally distributed random walk with mean 0 and variance 2Dht, the distribution of particles fits the

analytical solution. For two or three dimensional cases particles are advected along path lines. Dispersion
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is then performed longitudinally and transversely to the path line.

3.2.1 Path Line Solution

The method used to calculate the path lines along which particles are advected is that presented by

Pollock [66]. This has been used in particle tracking simulations e.g. [67–71]. In the method presented

in [66] path lines are determined semianalytically. Though this method was developed for use within

finite difference cells it is applicable to finite element flow simulations [72]. Velocities are assumed to vary

linearly within elements for the FEM or cells for the FDM.

For a given particle location and flow field the method presented by Pollock [66] determines where

the particle exits the element and how long it takes to do so. The derivation of this method is in two

spatial dimensions, as are all of the particle tracking simulations presented in this work. From here on all

equations pertaining to the DTRW solution are in two spatial dimensions unless stated otherwise. Pollock

[66] assumes that the cells/elements are rectilinear but this is not always the case for finite elements. To

account for this, the particle coordinates, nodal coordinates and boundary fluxes are transformed to a

local coordinate system (as described in Chapter 2) such that the element is square extending from -1 to

1 in both the coordinate direction directions. Using linear interpolation the x and y components of the

flow velocity can be given as

vx =
1

∆x
(x− x1)(vx2 − vx1), (3.9)

vy =
1

∆y
(y − y1)(vy2 − vy1), (3.10)(

dvx
dt

)
p

=

(
dvx
dx

)(
dx

dt

)
p

, (3.11)

vxp
=

(
dx

dt

)
p

(3.12)

Where x1, x2, y1 and y2 are the minimum and maximum x and y coordinates of the element respectively,

and vx1 , vx2 , vy1 and vy2 are the flow velocities at x1, x2, y1 and y2 respectively. Differentiation of

Equation 3.9 with respect to x gives

dvx
dx

=
1

∆x
(vx2 − vx1). (3.13)

Substitution of Equations 3.12 and 3.13 into Equation 3.11 gives(
dvx
dt

)
p

=
vxp

∆x
(vx2 − vx1). (3.14)

Equation 3.14 can the be rearranged into the form(
1

vxp

)
dvxp

=
1

∆x
(vx2
− vx1

)dt (3.15)

and then integrated between times t1 and t2 to give

ln

(
vxp

(t2)

vxp
(t1)

)
=

1

∆x
(vx2 − vx1)∆t (3.16)

where ∆t = t2−t1. By taking the exponential of Equation 3.16, substituting Equation 3.9 and rearranging,
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the x and y positions of the particle at t2 can be given as

xp(t2) = x1 +
∆x

(vx2
− vx1

)
[vxp

(t1)e(vx2
−vx1

)∆t/∆x − vx1
] (3.17)

yp(t2) = y1 +
∆y

(vy2 − vy1)
[vyp(t1)e(vy2−vy1 )∆t/∆y − vy1 ] (3.18)

respectively. Equations 3.17 and 3.18 can be used to determine where a particle leaves an element. By

definition vx = vx2
when x = x2. If at t2 the particle is at x2 then

∆tx =
∆x

(vx2
− vx1

)
ln

(
vx2

vxp

)
. (3.19)

Corresponding statements for the time to reach the other three element edges, x = x1, y = y1 and y = y2,

are given by

∆tx =
∆x

(vx1 − vx2)
ln

(
vx1

vxp

)
(3.20)

∆tx =
∆x

(vy2 − vy1)
ln

(
vy2
vyp

)
(3.21)

∆tx =
∆x

(vy1 − vy2)
ln

(
vy1
vyp

)
. (3.22)

The particle leaves through the edge to which it has the lowest positive, non-zero travel time. Having

determined which element edge the particle leaves through, the particle is the moved along the path line

until it either reaches the element edge or t2 is reached. If the element edge is reached before t2 then the

particle is moved through the new element until t2 is reached.

3.2.2 DTRW Solution

The DTRW solution for the movement of particle p, located at (xip, y
i
p) at timestep i, is given as

xi+1
p = xip + vx∆t+RN

√
2Dhx

∆t (3.23)

yi+1
p = yip + vy∆t+RN

√
2Dhy

∆t (3.24)

where vx and vy are the two spatial components of the flow velocity, Dhy
and Dhx

are the two spatial

components of hydraulic dispersivity, which are constant in space, and RN is a N[0,1] pseudorandom

number. Dhy
and Dhx

depend on the direction of flow and the longitudinal and transverse hydraulic

dispersivities DhL
and DhT

respectively. For flow at an angle θf from vertical the relationship between

Dhy
and Dhx

, and DhL
and DhT

is given as

Dhx
= sin(θf )DhL

+ cos(θf )DhT
(3.25)

Dhy = cos(θf )DhL
+ sin(θf )DhT

. (3.26)

If Dhy and Dhx are variable in space, which may be due to spatial variation of vx and vy, this scheme can

lead to the gathering of particles in low dispersion areas [73]. Itō [42] shows that this can be corrected

by altering 3.23 and 3.24 to take the form

xi+1
p = xip +

(
vx +

∂Dhx

∂x

)
∆t+RN

√
2Dhx

∆t (3.27)
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yi+1
p = yip +

(
vy +

∂Dhy

∂y

)
∆t+RN

√
2Dhy

∆t. (3.28)

An alternative formulation, presented by [74], is possible though this requires an an iterative approach

to its solution. The Itō [42] approach is preferred due to this [64]. All of the applications of particle

trackings schemes in Chapters 3 and 4 have constant dispersivities and so are unaffected by this issue.

3.2.3 DTRW Implementation

The DTRW solution using the method presented in [66] is implemented in Fortran 90. The general

framework of the solution is given in Algorithm 3.1.

Algorithm 3.1 Discrete Time Random Walk Solution

1. Determine the nearest node, (nn), to the particle location.

2. Retrieve the set of nodes which are adjacent to nn.

3. For each element edge for which nn forms one of the end nodes, determine which side of the edge

the particle is on.

(a) For each element edge calculate the area of a triangle with nn at one corner, an adjacent node

at the second and the particle at the third, and preserve the sign of the solution.

(b) The signs of the area of the triangle formed between the particle, node nn and each adjacent

node can then be used to determined which of the four elements a particle is within. This is

stable for elements where all of the internal angles are less than 180 degrees. If the particle lies

on an element edge the direction of the fluid flow is used to determine which element a particle

lies within, with particles being placed at the edge of the element they will be advected into.

4. Transform particle location, nocal coordinates and element boundary fluxes into local coordinate

system, as described in Chapter 2.

5. Move particle along path line determined from method presented in [66].

6. If particle reaches element boundary return to 1. Otherwise,

7. Move particle randomly in x and y using an N[0,
√

2Dh∆t] Pseudorandom Number Generator

(PRNG) where Dh is the hydraulic dispersivity.

The N[0,1] pseudorandom numbers are generated by applying a Box-Muller transform (Algorithm 3.2)

to the outputs of the built-in Fortran U[0,1] PRNG. This is then scaled by multiplying the output by
√

2Dh∆t to give a N[0,
√

2Dh∆t] PRNG.
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Figure 3.1: Experimental setup used by [75] and simulated using the DTRW method.

Algorithm 3.2 Box-Muller Transform

w = 2.0

do while (w ≥ 1) & (w 6= 0)

RU1 = U[0,1]

RU2 = U[0,1]

RU1 = 2RU1 − 1

RU1 = 2RU1 − 1

w = RU1
2 +RU1

2

end do

RN1 = RU1

√
−2ln(w)/w

RN2 = RU2

√
−2ln(w)/w

3.2.4 Benchmarking

The DTRW solution is compared to experimental data for transport under steady flow conditions from

Gramling et al. [75]. The data presented in Gramling et al. [75] provides concentration profiles at four

times during a steady flow experiment. The experimental setup used in Gramling et al. [75] is shown in

Figure 3.1. A flow chamber 36 cm by 5.5 cm by 1.8 cm is filled with cryolite sand with an average grain

size of 0.13 cm. The chamber is initially saturated with a 0.02 M Na2EDTA2− solution (C0) which is

then displaced by a 0.01 M Cu2EDTA2− solution at a flow rate of 2.67 mL/min. The dispersivity value

measured for this flow rate is 1.75 x 10−3 cm2 s−1. Most column flow experiments only produce one set

of results in the form of a breakthrough curve e.g. [76] by measuring solute concentrations at the outflow

boundary and plotting these against time. The experimental data presented in Gramling et al. [75] has

the advantage that the evolution of concentration curve over time can be recorded. The concentration

curve for four different times over the course of the experiment are presented.

The non-physical variables which affect the DTRW solution are the density of particles which rep-

resents C0, the size of the time step ∆t, and the element size. The DTRW simulation performed takes

place in a two dimensional domain 36 cm by 5.5 cm. The concentration is then averaged in the direction

perpendicular to flow to give a one dimensional concentration profile. Unless otherwise stated ∆t = 1

s, the finite element mesh underlying the DTRW solution is a regular grid of 0.5 cm by 0.5 cm square

elements and the particle density representing 0.5 C0 is 900 per cm2.

The one dimensional concentration profiles shown below and in later chapters are the sum of a set of

one dimension Gaussian functions centred at each particle’s x location. As the flow field is invariant in
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y the concentration field is averaged in y. The one dimensional concentration profile is calculated as

C(x) = 0.025Dp(ymax − ymin)

Np∑
p=1

e(x−xp)2/2x10−4

, (3.29)

where xp is particle p’s x coordinate, Np is the number of particles and Dp is particle density per cm2.

The scaling value 0.025 is chosen in tandem with the spatial interval at which this function sampled

(0.01cm) so that the spaces between particles do not appear as areas of low concentration. All particles

contribute to the concentration profile and the small scale spatial variation in particle density in visible

in the concentration profiles.

A benchmark against the experimental data presented in Gramling et al. [75] is presented, followed

by an exploration of the effects of the non physical controls (e.g. particle density, time step length) on

the solution quality.

Figure 3.2 compares the averaged DTRW solution of 10 simulations and the experimental data from

Gramling et al. [75] at four times during the experiment. The characteristic ‘lumpy’ solution can be

clearly seen. Despite this the solution’s fit to the experimental data is good. The nature of the DTRW

method means that there are small scale variations in the concentration field from the larger scale average.

The ease with which a concentration profile can be compared with experimental data is dependent on

variance of the concentration profile from the large scale average. The amount of variability in the

concentration profile decreases as more particles are used to represent a set concentration, as shown by

Figure 3.3. This variability is expressed as the standard deviation of the concentration profile as calculated

using Equation 3.29 at a set particle density for the average concentration. The relationship between the

particle density and the standard deviation of the solution follows a power law relationship, and so the

amount of particles required to improve the quality of the solution increases exponentially. The number

of particles used to represent C0 can be increased in one of two ways. As the concentration profile is

produced by adding contributions from each particle as described by Equation 3.29 and, for conservative

solute transport, the transport of individual particles is independent from the others, there are two ways

in which the addition of extra particles can be implemented. Either more particles can be included in a

simulation or the results from several simulations can be added together. Increasing the quality of the

solution beyond a certain level by increasing the amount of particles in a single simulation is obviously

limited by the amount of memory available. If the desired solution quality cannot be achieved due to

memory constraints then the solution can be improved by averaging the outputs of multiple simulations.

Figures 3.4 and 3.5 show the DTRW solution for the average of 9 DTRW solutions with a maximum

particle density of 100 per cm2 and a single solution with a maximum particle density of 900 per cm2

respectively. The quality of the solution is similar though the runtimes vary. The runtime for the single

900 particle per cm2 run is ∼17 s. The runtime for nine 100 particle per cm2 run is ∼70 s. The only

limiting factor on increasing the number of particles for a simulation without reactions is memory. This

is the preferred method for simulations that do not include reactions as it leads to shorter run times.

Though a single run requires shorter run times it is not possible to produce solutions of the quality of

Figure 3.7 in this manner due to memory restrictions. The addition of reactions to the simulation further

complicates which of these methods is the most efficient. This is discussed in depth in Chapter 6. Figures

3.6, 3.7 and 3.8 show the averages of 10 DTRW simulations for maximum particle densities of 100 per

cm2, 900 per cm2 and 2500 per cm2 respectively. The solution clearly improves as more particles are

added as the variability in the solution is reduced.

Figures 3.9 - 3.12 show the effect of timestep on the DTRW solution. The effect is minimal except

close to the inflow boundary where larger time steps produce a large anomaly in the solution. This is
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Figure 3.2: Comparison of DTRW solution (red lines) and experimental data from [75] at a) 532 s, b)
1032 s, c) 1523 s and d) 2023 s (black diamonds). The DTRW solution is the average of 10 simulations
with a maximum particle density of 900 per cm2 and ∆t = 1 s.
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due to the manner in which particles are added to the domain at inflow boundaries. The addition of

particles to the domain at inflow boundary conditions is performed under the assumption that the flow is

entering the domain perpendicular to the boundary. Assume in this situation that the inflow boundary

is at x = 0 for a domain where 0 ≤ x ≤ l. Say that xs0 is the separation between two particles, in the

x direction, for a uniformly distributed set of particles at particle density PD, so that xs0 = 1/
√
PD.

For a flow velocity V and time step ∆t the time and x location at which new particles are placed in the

domain is determined by Algorithm 3.3. The x and y coordinates of particles being added to the domain

are randomly distributed within the imposed limits.

This addition of particles is performed after the particle transport step has been completed. Some

particles disperse against the flow direction into the space left by their advection. These particles should

essentially swap places with some of the particles from the solute which has just entered the domain,

but these particles do not yet exist. When new particles are then added to the domain at C0 this influx

combined with the particles which have dispersed into the area lead to the anomalous concentration spike.

The amount of the domain affected by this is determined by the length of V∆t. This peak is flattened

out during the subsequent dispersive transport step but would still be in existence during the reaction

simulation. Attempting to flatten this peak by adding a drift to the location of the newly added particles

causes the quality of the solution to be reduced at the advancing front. This area is the most important

part of the solution to correctly simulate as its form controls the form of product concentration curves

and breakthrough curves. The quality of the solution by the inflow boundary is sacrificed to ensure the

quality of the solution where it is most important.

Algorithm 3.3 Particle Influx

xs0 = 1/
√
PD

xs = 0

do i = 1 , No. of timesteps

xs = xs + V∆t

do while (xs − xs0) ≥ 0

Add particles.

do j = 1 , int[PD(ymax − ymin)]

xj = xs − xs0+U[0, 1]xs0

yj = U[ymin, ymax]

end do

xs = xs − xs0
end do while

end do

Figures 3.13 and 3.14 show that the change in the resolution of the underlying finite element grid from

0.25 cm by 0.25 cm to 2 cm by 2 cm has no visible effect on the quality of the solution. In simulations

with variable flow fields the element size affects the particle transport as it affects the quality of the flow

field solution used to drive the advective transport.
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Figure 3.4: Comparison of DTRW solution (red lines) and experimental data from [75] at 532 s (black
diamonds). The DTRW solution is the average of nine simulations with a maximum particle density of
100 per cm2 and ∆t = 1 s.
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Figure 3.5: Comparison of DTRW solution (red lines) and experimental data from [75] at 532 s (black
diamonds). The DTRW solution is a single simulation maximum particle density of 900 per cm2 and
∆t = 1 s.
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Figure 3.6: Comparison of DTRW solution (red lines) and experimental data from [75] at 532 s (black
diamonds). The DTRW solution is the average of 10 simulations with a maximum particle density of 100
per cm2 and ∆t = 1 s.
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Figure 3.7: Comparison of DTRW solution (red lines) and experimental data from [75] at 532 s (black
diamonds). The DTRW solution is the average of 10 simulations with a maximum particle density of 900
per cm2 and ∆t = 1 s.
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Figure 3.8: Comparison of DTRW solution (red lines) and experimental data from [75] at 532 s (black
diamonds). The DTRW solution is the average of 10 simulations with a maximum particle density of
2500 per cm2 and ∆t = 1 s.
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Figure 3.9: Comparison of DTRW solution (red lines) and experimental data from [75] at 532 s (black
diamonds). The DTRW solution is the average of 10 simulations with a maximum particle density of 900
per cm2 and ∆t = 0.1 s.
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Figure 3.10: Comparison of DTRW solution (red lines) and experimental data from [75] at 532 s (black
diamonds). The DTRW solution is the average of 10 simulations with a maximum particle density of 900
per cm2 and ∆t = 1 s.
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Figure 3.11: Comparison of DTRW solution (red lines) and experimental data from [75] at 532 s (black
diamonds). The DTRW solution is the average of 10 simulations with a maximum particle density of 900
per cm2 and ∆t = 4 s.

– 21 –



0

0.1

0.2

0.3

0.4

0.5

0.6

0 5 10 15 20 25 30

C
u

E
D

T
A

2
−

(C
/C

0
)

x (cm)

Figure 3.12: Comparison of DTRW solution (red lines) and experimental data from [75] at 532 s (black
diamonds). The DTRW solution is the average of 10 simulations with a maximum particle density of 900
per cm2 and ∆t = 28 s.
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Figure 3.13: Comparison of DTRW solution (red lines) and experimental data from [75] at 532 s (black
diamonds). The DTRW solution is the average of 10 simulations with a maximum particle density of 900
per cm2, ∆t = 1 s and an underlying finite element grid of 0.25 cm by 0.25 cm elements.
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Figure 3.14: Comparison of DTRW solution (red lines) and experimental data from [75] at 532 s (black

diamonds). The DTRW solution is the average of 10 simulations with a maximum particle density of 900

per cm2, ∆t = 1 s and an underlying finite element grid of 2 cm by 2 cm elements.

3.3 Conclusion

In this chapter the rationale behind the use of the DTRW method for the solution of solute transport

in porous media and the framework of the method have been outlined. The DTRW method is free of

the oscillation or numerical dispersion caused by using 2nd or 1st order approximation of advection using

continuum based approaches such as FEM. This is the primary reason for its use in this study.

The DTRW method and how it utilizes a FEM solution for porous media flow used to drive the advec-

tive transport, as outlined in Chapter 2, has been described along with the specifics of its implementation

in Fortran90. The differences between the DTRW and the CTRW particle tracking methods have been

outlined. The DTRW solution has been shown to produce results that fit very well to the experimental

data presented in [75] and its robustness under differing ∆t, maximum particle density and underlying

finite element grid resolution conditions has been demostrated. The standard deviation of the DTRW

solution from the mean concentration with maximum particle density has been shown to follow an in-

verse power law. The number of particles included in a solution can be increased either by using a higher

number of particles in a single solution or by summing several solutions. The averaging of solutions is

generally preferred as it allows for solutions to be produced which would not be possible in a single run

on due to memory restrictions.

In the next chapter the DTRW method is expanded to included the simulation of reactions between

different solutes and the sorption of solutes to soil solids.
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Chapter 4

Non Conservative Transport

Summary

In this chapter the simulation of reactions and adsorption of chemical species is the primary focus. The

basic chemistry of homogeneous reactions between solutes and of sorption of solutes to the soil solids is

discussed. This is followed by the equations used to describe these processes on the macroscopic scale

and how these are simulated within a particle tracking framework. These methods are then compared

with experimental data and other simulations. Finally a sensitivity analysis is presented to demonstrate

the robustness of the approach for variations in nonphysical parameters. The chapter begins by focussing

on bimolecular reactions, followed by sorption.

4.1 Introduction

The behaviour of many of the chemical species which are of interest in contaminated land cannot be

accurately described under the assumption that their transport is conservative. Solutes often react

homogeneously, with other solutes, or adsorb onto soil solids. Reactions can transform species into

forms which are more or less mobile, or more or less harmful. Adsorption can reduce or effectively stop

the transport of a chemical species. The inclusion of these chemical processes is therefore important

for the accurate simulation of contaminant transport in soils. Simulation of reactions and sorption of

solutes in soils using continuum based approaches is a well developed field of study. Simulating these

chemical processes using particle tracking methods is not so well advanced. Simulation of reactions has

tended to focus on homogeneous bimolecular reactions of the form A + B −→ C with a number of

studies presenting comparisons with the experimental results from Gramling et al. [75] due to the high

quality of the data presented therein [35, 36, 77–79]. Likewise simulation of sorption of solutes using

particle tracking methods has generally been limited to comparisons with data from laboratory column

experiments [80–83]. The simulation of homogeneous reactions is the topic of the first section of this

chapter.

4.2 Homogeneous Reactions

Homogeneous reactions are those that occur between two chemical species within the same phase though

here this term is always used to refer to reactions between two solutes. To begin with consider an

irreversible, homogeneous reaction between two solutes A and B, to form a product C

A+B −→ C. (4.1)
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The reaction rate Rr, i.e. the amount of moles of a solute added to or removed from the system by the

reaction over time, is

Rr = −d[A]

dt
= −d[B]

dt
=

d[C]

dt
(4.2)

where [A], [B] and [C] are concentrations of the chemical species A, B and C respectively. The reaction

rate is determined by

Rr = k[A][B] (4.3)

where k is the rate constant. The rate constant can be experimentally determined using the modified

Arrhenius equation [84]. Whether a chemical reaction takes place depends upon whether a collision

contains enough energy to equal the activation energy of the reaction [85, 86]. The modified Arrhenius

equation gives a statistical description of how often this happens for a given chemical reaction at a certain

temperature. The inclusion of temperature dependence within the model is beyond the scope of this work.

Reactions between chemical species which are both solutes can be limited by their rates of diffusion

[85, 87]. Consider a bimolecular, irreversible reaction with a rate constant k

A+B
k−→ C. (4.4)

This reaction can be thought of as the net result of three different reactions

A+B
kd−→ AB, (4.5)

AB
kr−→ A+B, (4.6)

AB
kp−→ C. (4.7)

In Equation 4.5 the two molecules of reactants A and B diffuse at a rate kd until they collide at which

point the form the complex AB. This complex can either separate back into A and B, at a rate kr, or

continue to form the product C, at a rate kp. This is consistent with the standard statement of reaction

rate for a bimolecular reaction with a rate coefficient kp

Rr = kp [AB] . (4.8)

By making a steady state approximation the concentration of this intermediate product can be expressed

in terms of the reactants as

d [AB]

dt
= 0 = kd [A] [B]− kr [AB]− kp [AB] (4.9)

∴ [AB] =
kd [A] [B]

kr + kp
. (4.10)

By substituting Equation 4.10 into Equation 4.8 the reaction rate becomes

Rr =
kpkd [A] [B]

kr + kp
. (4.11)

If kp � kr, i.e. where a molecule collision is far more likely to lead to a reaction than not, Equation 4.11

becomes

Rr = kd [A] [B] (4.12)
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where

kd = 4πNA(rA + rB)(DA +DB) (4.13)

and NA is the number of molecules, rA and rB are the molecular radii for A and B respectively and DA

and DB are the molecular diffusivities for A and B respectively [86].

In a porous medium diffusion is not the only factor affecting the spreading, and therefore the mixing

of reactive solutes. They are also transported in a Fickian type manner by hydrodynamic dispersion and

so the rate of diffusion is not the only limiting factor on reaction rates. Reactions rates between solutes

in porous media can be less than those measured experimentally in fluids, and neglecting this can lead to

the overprediction of reaction rates [75, 76]. This overprediction is attributed to the imperfect mixing of

reactants. In porous media this is not just due to the limiting of mixing by diffusion but the segregation

of reactants into different pore spaces.

Consider the type experimental setup used in [75, 76] where a porous medium is saturated with a

solute A and then flushed with a second solute B which reacts with the first. In these examples the rate of

dispersion is two orders of magnitude greater than the rate of diffusion so we can safely focus the following

discussion on the effect of differential flow rates within the porous medium. The two solutes spread via

dispersion and, from a macroscopic view point, a mixing zone exists where both occupy the same space.

This dispersive spreading is partly due to the different flow rates in different parts of the porous medium.

The solute molecules of A which have travelled furthest into the domain have travelled along paths where

the fluid flow rate is highest. These molecules have flowed into different pores from those which hold the

B molecules which have travelled the least distance as they are in the parts of the domain with the lowest

flow rates. On the macro scale this gives the impression of mixing of concentration plumes but at the

pore scale the two solutes can in fact simply be occupying different parts of the porous medium, at the

pore scale, and so are unable to react.

4.2.1 Simulating Reactions using Particle Tracking Methods

In a continuum method such as the Finite Element Method (FEM), assuming that Rr = k[A][B] ade-

quately describes the reaction rate, it is straightforward to simulate Equation 4.1. In particle tracking

methods it is more complicated. Conversions can be made from a particle concentration field to a nodal

concentration field e.g. [88] though this produces errors which are propagated through the reaction

calculations and conversion back to particles.

To simulate reaction in the particle tracking method, reactions are modelled as occuring between

discrete numbers of particles. For example, Equation 4.1 would be simulated by one A particle and

one B particle combining to produce one C particle. To perform reactions in the Discrete Time Random

Walk (DTRW) or Continuous Time Random Walk (CTRW) framework some way of determining whether

two particles react needs to be formulated. This is referred to as the reaction criterion.

Gillespie [89, 90] developed a method for simulating reactions between particles referred to as the

stochastic simulation algorithm. In this method the number of reactions between two sets of particles is

determined stochastically based on the probability of a collision occuring between one particle of each

species possessing enough energy for a reaction to occur. Attempting to work out the solution of this

stochastic problem in a standard analytical or numerical sense is challenging [89]. Instead the reaction

probabilities are with the output of a Pseudorandom Number Generator (PRNG) which decides whether

to allow or disallow each potential reaction [89]. Multiple realizations of the system are then run to

determine the average reaction rate. This reaction simulation is developed independently of any particle

tracking transport simulation.

The determination of reactions within either the DTRW or CTRW framework is based on the same
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concept despite the fact that particles in either of these methods do not represent individual molecules

or atoms. Due to this the effect of molecular radii is removed from the equation as the particles do not

collide in the same manner. As the particles in the DTRW method represent packets of solute particles

there is no physical problem with two of them occupying the same space. The main difference in method

between different researchers simulating reactions using either the DTRW or CTRW framework is in

how the reaction criterion is determined. Edery et al. [77, 78] use a deterministic rule for the reaction

criterion. If the nearest particle of the other reactant species is less than some set distance, or reaction

radius, away from the particle being checked then a reaction takes place. This reaction radius is set at

the beginning of the simulation. In [77, 78] this value is set to be of the same order as the grain size in

the porous medium. Reaction rates are not solely determined by the probability of reactants coming into

contact, as discussed earlier. This method, in the form used in [77, 78], assumes that reactants always

react if they come into contact and would need to be expanded to simulate slower reactions.

Alternatively a probabilistic reaction criterion can be used [35]. The probability of two particles

being colocated over a time step is a function of their initial separation and the distance that either

one may move by diffusion or hydrodynamic dispersion [35]. The Location Probability Functions (LPFs)

used to determine the dispersive transport of the two particles can be convoluted to produce a Colocation

Probability Function (CLPF) which gives the probability of the two particles being colocated as a function

of space. This CLPF is then scaled by a rate constant k to give a probability of reaction. This probability

of reaction is then compared to a U[0,1] PRNG to determine whether a reaction has taken place. This

method has been shown to be mathematically consistent with the diffusion reaction equation for spatially

constant advection [79]. The CLPF method is used here due to its superior flexibility.

Colocation Probability Functions

As described in Chapter 3, in this thesis the dispersive transport of solutes is simulated by a random

walk. This random walk has a Gaussian distribution with a standard deviation, σ, equal to
√

2Dh∆t. In

two dimensions, assuming equal longintudinal and transverse dispersivities, the LPF takes the form

P (x, y) =
1

2πσ2
exp

[
− (x− xp)2 + (y − yp)2

2σ2

]
(4.14)

where P (x, y) is the probability of a particle being at a location as a function of x and y for a particle

initially situated at (xp, yp) undergoing dispersive transport with a dispersivity of Dh a time step ∆t into

the future. The probability of two particles being colocated Pc, or the CLPF, is the convolution of their

respective LPFs. For two particles, i and j, located at (xi, yi) and (xj , yj) respectively, this is given by

Pc(x, y) = Pi(x, y)Pj(x, y) =
1

4π2σ4
exp

[
(x− xi)2 + (y − yi)2 + (x− xj)2 + (y − yj)2

2σ2

]
. (4.15)

The total probability of colocation can be given by the integral over x and y,

Pc =

∫ ∞
−∞

∫ ∞
−∞

1

4π2σ4
exp

[
(x− xi)2 + (y − yi)2 + (x− xj)2 + (y − yj)2

2σ2

]
dxdy. (4.16)

The indefinite integral takes the form

πσ2

16π2σ4
erf

[
−−2x+ xi + xj

2σ

]
erf

[
−−2y + yi + yj

2σ

]
exp

[
− (xi − xj)2 + (yi − yj)2

4σ2

]
(4.17)
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and so the definite integral from −∞ to +∞ in x and y evaluates to give the probability of colocations

as,

Pc =
1

4πσ2
exp

[
− (xi − xj)2 + (yi − yj)2

4σ2

]
. (4.18)

As we know from Chapter 3 that σ =
√

2Dh∆t this can be substituted into Equation 4.18 to give

1

8πDh∆t
exp

[
− (xi − xj)2 + (yi − yj)2

8Dh∆t

]
. (4.19)

For Dh∆t > (8π)−1 the value of Equation 4.19 can be >1. This is obviously an issue as a probability

can never be >1 or <0. To alleviate this problem the function is multiplied by 8πDh∆t to give

Pc(xi, yi, xj , yj) = exp

[
− (xi − xj)2 + (yi − yj)2

8Dh∆t

]
. (4.20)

If the particles are colocated initially (i.e xi = xj and yi = yj) then Pc = 1.

In a simulation we may want to limit the reaction rate in some way. To achieve this two extra terms,

Pmax and σs are added. Pmax scales the maximum probability of reaction, i.e., the probability of reaction

at colocation and σs scales the variance of the CLPF. The addition of these two terms gives the CLPF

as

Pc(xi, yi, xj , yj) = Pmaxexp

[
− (xi − xj)2 + (yi − yj)2

8Dh∆tσs

]
(4.21)

for the situation where Dh is equal for both reactants and is equal in the longitudinal and transverse

directions. The alteration to Equation 4.21 to account for the reactants having different diffusivities is

simple and the form of the CLPF becomes

Pc(xi, yi, xj , yj) = Pmaxexp

[
− (xi − xj)2 + (yi − yj)2

8
√
Dhi

√
Dhj∆tσs

]
(4.22)

where Dhi
and Dhj

are the dispersivities of particles i and j respectively.

It is important to note at this point that the standard deviation is scaled by the hydraulic diffusivity

Dh not the molecular diffusivity Dm. The theoretical construction of this reaction criterion is based on

the probabilities of molecules colliding with one another but the particles represent groups of molecules

rather than individual molecules. The CLPF is therefore scaled by the movement of the group of particles

on the macroscale, which is controlled by Dh, rather than the movement of individual particles on the

microscopic scale, which is controlled by Dm. This will be discussed in depth, later in the chapter.

In particle tracking methods, as in reality, reactions rates are limited by two factors; how likely two

particles are to come into contact and how likely the are to react when they do so. So far the probability

of colocation occuring has been discussed but the probability of a reaction occuring when this happens

has not. In chemistry the probability of a reaction occuring between two molecules is determined by the

energy the colliding molecules possess and the activation energy of the reaction [86]. To think in the same

terms for the probability of reaction occuring in a particle tracking simulation is a mistake. The particles

in a particle tracking simulation do not represent individual molecules. This assumption is made when

it is useful, such as for simulating transport, but otherwise should be avoided. If simulation particles are

to represent molecules then the domain they are transported through should possess the heterogeneity

of the porous medium which the simulation domain does not.

The probability of two colocated particles reacting, denoted by Pmax, represents a range of physical

and chemical controls on the reaction rate. This includes the rate constant, the pore scale mixing rate
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and the microscopic mixing rate. The concept of a rate constant has been discussed earlier in this chapter

so we shall proceed to pore scale and microscopic mixing. Homogenous reactions between solutes can be

limited by the rate at which they diffuse through the solvent [86]. As the solute molecules move through

the solvent they are prevented from colliding with other solute molecules by the solvent molecules which

surround them, and as such the mixing of the molecules on the microscopic scale affects the reaction rate.

If particles are unlikely to come into contact with one another but the probability of them reacting when

they do so is high the reaction rate is diffusion limited. The reaction rate can also be limited by pore scale

mixing. Due to the nature of a porous medium solutes can be mixed at the macro scale, but at the pore

scale a situation can arise where some of the pores predominantly contain one solute reactant and others

another. From the macro scale viewpoint the two reactants are in the same space and should be reacting

but at the pore scale there is very little contact between the them and so little reaction occurs. This is

an important aspect in the accurate simulation of reactive transport in porous media and is discussed in

depth later in this chapter.

As particle tracking methods are a method for reproducing the macroscopic behaviour of solutes in

porous media the variables Pmax and σs must encapsulate all of these factors, not just the rate constant

of the reaction being simulated or the diffusion limiting of this rate. The following section presents the

implementation of the CLPF reaction method used in this thesis.

Implementation of Reaction Solution

For two fields of solute particles, A and B, containing NA and NB particles respectively, which can react

to form a product C the solution of the reaction simulation between the two solutes is performed using

Algorithm 4.1. The indexing notation used is ii and jj for loops over NA and NB and i and j for loops

over other variables. For coordinates the notation used is xPii
is the x coordinate of particle ii and yNj

is the y coordinate of node j.

In Algorithm 4.1 species A and B do not necessarily correlate with species A and B in the other

aspect of the simulation method. The species which forms the outer ii loop of Algorithm 4.1 is alternated

between the two input species each time step to cancel out any effect that one species being the outer loop

rather than the inner loop may have on the solution. The coordinates of the reacted particles are set to

(109, 109). This is a nonsense value used to signify that a location with the array of particle coordinates

does not contain a particle. It is large enough that the dimensions of the domain should never equal it

and if a non existent particle is accidentally passed into the reaction solution then no reaction will occur

between the non-existent particle and a particle of the other species.

Algorithm 4.1 requires an NB search for every pass through the i = 1, NA loop. Though this decreases

as reactions remove particles from the A and B fields this is still very inefficient. The reaction algorithm

included in the code used to produce the plots presented in this chapter has been optimised in various

ways. The optimisation and acceleration of the code is discussed in Chapter 6.
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Algorithm 4.1 Solution of reaction between two solutes in a particle tracking framework.

do ii = 1 , NA
if
(
xAii

6= 109
)

then

d =
√ [

(xAii − xB1)2 + (yAii − yB1)2
]

e = 1
do jj = 2 , NB

if
√ [

(xAii
− xBjj

)2 + (yAii
− yBjj

)2
]
< d then

d =
√ [

(xAii − xBjj )2 + (yAii − yBjj )2
]

e = jj
end if

end do
Pr = Pmax exp

[
−
(
(xAii

− xBe
)2 + (yAii

− yBe
)2
)
/(8Dh∆tσs)

]
if Pr <U [0, 1] then

i = 1
do while i ≤ NC

if (xCi
, yCi

) /∈ Ω then
exit

end if
i = i+ 1

end do
xCi

= (xAii
+ xBe

)/2
yCi

= (yAii
+ yBe

)/2
xAii = 109

yAii = 109

xBe = 109

yBe
= 109

end if
end if

end do

Reaction Rate Controls

As well as the factors within the CLPF, Pmax, σs, ∆t and Dh, reaction rates are also affected by the

particle density and the number of reaction attempts that are allowed for each step of the outermost loop

in Algorithm 4.1. To investigate these controls separately from other factors the reaction simulations are

performed in a test setup. This test setup is a two dimensional domain 3 cm by 3 cm in size. A set

number of particles of each of the two reactants are then randomly distributed throughout the domain

using the inbuilt Fortran U[0,1] PRNG. A single 1 s timestep is then performed for reaction only and the

amount of reactant produced measured. The term ‘reaction rate’ is used to refer to the fractional amount

of product formed by the reaction between well mixed reactants in a single reaction step. A reaction rate

of 1 indicates that all of the reactants are converted to the product, and conversely a reaction rate of 0

indicates than no product is formed.

Figure 4.1 shows the effect of changing σ, the standard deviation of the CLPF, on reaction rate for

simulations performed in the test setup. There is a sharp decrease in reaction rate below a certain value

of σ and this value decreases as particle density is increased. As the particle density increases, the average

distance between a particle and its nearest neighbour from the other reactant species decreases. Figure

4.2 shows the change in average minimum particle separation with particle density. Average minimum

separation, in two dimensions, reduces as a function particle density by the relationship

Average Minimum Particle Separation =
1

2

[
Particle Density per cm2

]− 1
2 . (4.23)
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Figure 4.1: A log(x) graph of Dh against single step reaction rate for initial particle densities ranging
from 25 per cm2 to 2500 per cm2 and Pmax = 1.

Low σ in combination with low particle densities leads to low reaction rates. The reaction between

CuSO4(aq) and Na2EDTA2− used for the experiments presented in Gramling et al. [75] has a formation

rate constant of 2.3 x 109 M−1 s−1 for the concentration used, making it essentially instantaneous. The

diffusivities of the reactants are 7.02 x 10−7 cm s−2 and 6.3 x 10 −6 cm s−2. To achieve the expected

reaction rates with the CLPF standard deviation based on these values would require a very high particle

density.

At this point it important to note that the assumption that forms the basis of particle tracking

methods, that the behaviour is invariant of particle number so that the behaviour of a smaller number

of particles can be used to simulate the behaviour of a much larger number of particles, begins to break

down in this situation. The use of particle tracking methods for the simulation of reactive transport in

situations where the dispersivity is low and the reaction rates are high should be approached with care.

Figure 4.3 shows the effect of changing Pmax on reaction rate for simulations performed in the 3 cm

by 3 cm, no flow test setup. There is a 1 to 1 relationship between Pmax and reaction rate for a single

reaction step. This varies slightly at low particle densities due to the heightened effect of the probabilistic

nature of the simulation. At lower particle densities the deviations due to random fluctuations in the

solution are more pronounced.

Though the effects of Pmax on reaction rate are unaffected by particle density they are affected by

how many attempts a particle in the outer loop of Algorithm 4.1 has at reacting with a particle from

the other reactant species. It is possible to alter Algorithm 4.1 so that if particle i fails to react with

the closest particle from the other reactant species then a reaction is attempted with the next closest

particle. This can be repeated until either a reaction takes place or a predetermined limit on the number

of attempts allowed is reached. The effect of changing the maximum number of reaction attempts per

particle per timestep for different values of Pmax and σ are shown in Figures 4.4 and 4.5 respectively.

The control that the number of attempts an outer loop particle has at reacting, Nra, on the reaction rate
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Figure 4.2: A log-log graph showing the relationship between particle density and the average distance
of a particle from its nearest neighbour in a second species.
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Figure 4.3: A graph of Pmax against single step reaction rate for initial particle densities ranging from
25 per cm2 to 2500 per cm2 and Dh = 1.
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can be approximated by

Rr ≈ (1− Pmax)exp

[
−Pmax

(
Nra −

1

Nra

)]
. (4.24)

The advantages of only allowing one reaction attempt, per outer loop particle, per timestep are that

run times are reduced and that relationship between reaction rate and Pmax is linear, which should make

it simpler to control reaction rate.

4.2.2 Benchmarking

Benchmarking of the DTRW solution for reactive transport is, as with conservative transport solutions

presented in Chapter 3, performed against results from Gramling et al. [75] due to the high quality

of the experimental data therein and the number of other simulation studies available for comparison

[36, 77, 78, 91–93]. Comparisons of the outputs of the DTRW solutions are made with outputs from

other particle based solutions and continuum based solutions. The effects of the reaction rate controls,

Pmax and σ, on the solution are discussed with regards to accuracy of the solution produced and ease

of solution control. A sensitivity analysis on the effects of non-physical parameters on the solution

quality is also be included. The form of the product concentration profile produced varies but is always

approximately symmetrical and has the same general form. When discussing the form of the product

concentration profiles the following terms are used to refer to the different parts of the profile. The area

of highest product concentration is referred to as the ‘peak’, the areas of approximately linear change in

concentration adjacent to the peak are referred to as the ‘sides’, and the areas at the edges of the profile

where the change in concentration is no longer approximately linear are referred to as the ‘tails’. The

area where the two mixing solutes have approximately the same concentration, where the ‘peak’ forms is

referred to as the ‘mixing zone’.

The experimental setup used in Gramling et al. [75] and simulated using the DTRW method here

is shown in Figure 4.6. This is same experimental setup used for the conservative transport simulations

presented in Chapter 3 with the exception that the inflowing solute is changed from CuEDTA2− to

CuSO4. As with the conservative transport simulations the concentration C0 = 0.02 M. The reaction

between the resident and inflowing solutes takes the form

CuSO4(aq) + Na2EDTA2− −→ CuEDTA2− + 2Na+ + SO2−
4 (4.25)

and is simulated by a reaction in the form A + B −→ C. Only the product CuEDTA2− is of interest.

The analytical solution of this system presented in Gramling et al. [75] shows that the effect of assuming

perfect mixing between reactants leads to an overprediction of the amount of product formed by ∼20%

(reproduced in Figure 4.7). The overprediction is greater at the peak of the concentration profile, in the

mixing zone, than at the profile tails. The DTRW solution for σ = 2
√
Dh and Pmax = 1 is also shown in

Figure 4.7. It is clear that under the same assumption the DTRW solution suffers from the same problem

as the analytical solution presented in [75]. The DTRW solution accurately reproduces this analytical

solution.

Figure 4.8 shows the concentration profiles of both reactants and the product for the DTRW simulation

shown in Figure 4.7 along with the concentration profiles the two reactants would take if no reaction

occured between them. Figure 4.8 confirms that all of the proximal reactants are consumed by the

reaction as there is no spatial overlap of the two reactants. The form of the product concentration profile

follows the lower of the two reactant concentration profiles in the same manner as the analytical solution

presented in [75]. Though the form of the product concentration profile appears to be determined by

the dispersive transport properties of the reactants this is not the case. The two reactants have little
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Figure 4.4: A graph of Pmax against single step reaction rate for number of reaction attempts ranging
from 1 to 32 and Dh = 1.
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Figure 4.6: Experimental setup used by [75] and simulated using the DTRW method.

or no spatial overlap as the reaction is fast enough to consume any reactants in the same locality. It

can be inferred that the product is formed at the interface between the two reactants, which, due to the

speed of the reaction, is a thin strip. The product then disperses outwards to form the concentration

profile seen in Figure 4.8. The shape of the product concentration profile is determined by the the rate

of dispersion of the two reactants and the product, and the reaction rate. The dispersivities of the two

reactants control how quickly they mix, affecting the rate of product formation. The reaction rate, as well

as the obvious consequence of controlling the rate of product formation, affects the spatial distribution

of where the product is formed. A lower reaction rate allows the reactants to remain in close proximity

for longer before being consumed by the reaction. This allows reactants to travel further into the areas

of the domain containing the other reactant before reacting, which in turn leads to the product forming

in a wider strip. The form the profile takes is then determined by the dispersivity of the product.
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Figure 4.7: Reproduction and compilation of Figure 5a) from [75] showing experimental data and ana-
lytical solutions for (from left to right) 619s, 916s and 1510s. The overprediction of reaction rate caused
by the assumption of perfect mixing between reactants is clear.

– 35 –



0

0.25

0.5

0.75

1

0 2.5 5 7.5 10 12.5 15

S
o
lu

te
co

n
ce

n
tr

at
io

n
(C

/C
0
)

x (cm)

Experiment

A w/o reaction

B w/o reaction

A w/ reaction

B w/ reaction

Product

Figure 4.8: Reactant and product concentration profiles for simulation of [75] experiment with Pmax = 1
at 619 s with non-reactive solute profiles for comparison.

Limiting reaction rates using Pmax

Figures 4.9 - 4.12 show the effect of changing Pmax by three orders of magnitude on the reaction rate for

simulations run with an initial particle density of 900 per cm2 and a time step length of 1 s. There are

two main factors in the way that the reduction of Pmax changes the form of the product concentration

profile. Firstly the reduction in reaction rate only significantly affects the form of the peak of the product

concentration profile. The tails of the concentration profile change very little, if at all, with the change

in Pmax. This is similar to the effect of mixing limiting reaction shown in experiments presented in [75],

where the analytical solution overpredicts the reactant concentration profile at the peak but not in the

tails. The second thing of note is that, though Pmax has been shown to have a linear relationship with

reaction rate for a single reaction step, over multiple reaction steps larger reductions of Pmax are required

to produce significant reductions in the amount of product formed. This is simply a product of multiple

reaction steps being simulated. In a system where a single reaction step with Pmax set to 1.0 results in

approximately complete reaction then a reduction of Pmax to 0.5 yields close to complete reaction in 10

reaction steps.

The best fit, for a particle density of 900 per cm2 and ∆t = 1, is achieved by setting Pmax = 2.5 x 10−3

as shown in Figure 4.13. Though the solution produced is a good fit it deviates from the experimental

data slightly on the sides of the profile. The profile peak is also not a perfect fit, though this is less of

an issue as the experimental data has a higher variability in this area. Figure 4.14 shows the reactant

profiles in the same manner as Figure 4.8 but for Pmax = 2.5 x 10−3.

The area controlling the form of the reactant concentration profile is the zone in which the two

reactants are mixing and reacting. In the case of total reaction the reactants do not ever occupy the same

space for more than one time step, as shown in Figure 4.8. The transport step moves the reactants into

proximity of each other and then they are all consumed during the following reaction step. The product

– 36 –



0

0.1

0.2

0.3

0.4

0.5

0.6

0 5 10 15 20 25 30

C
u

E
D

T
A

2
−

(C
/
C

0
)

x (cm)

Figure 4.9: Comparison of the DTRW simulation results for Pmax = 1.0 (red lines) with experimental
data from [75] (black diamonds). The DTRW solution is the average of 10 simulations with a maximum
particle density of 900 per cm2 and ∆t = 1 s at 619 s.
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Figure 4.10: Comparison of the DTRW simulation results for Pmax = 10−1 (red lines) with experimental
data from [75] (black diamonds). The DTRW solution is the average of 10 simulations with a maximum
particle density of 900 per cm2 and ∆t = 1 s at 619 s.
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Figure 4.11: Comparison of the DTRW simulation results for Pmax = 10−2 (red lines) with experimental
data from [75] (black diamonds). The DTRW solution is the average of 10 simulations with a maximum
particle density of 900 per cm2 and ∆t = 1 s at 619 s.
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Figure 4.12: Comparison of the DTRW simulation results for Pmax = 10−3 (red lines) with experimental
data from [75] (black diamonds). The DTRW solution is the average of 10 simulations with a maximum
particle density of 900 per cm2 and ∆t = 1 s at 619 s.
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Figure 4.13: Comparison of the DTRW simulation results for Pmax = 0.0025 (red lines) with experimental
data from [75] (black diamonds). The DTRW solution is the average of 10 simulations with a maximum
particle density of 900 per cm2 and ∆t = 1 s at 619 s.
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Figure 4.14: Reactant and product concentration profiles for simulation of [75] experiment with Pmax =
0.003 at 619 s with non-reactive solute profiles for comparison.
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particles are being formed in a thin strip where the two reactant species meet. The product particles are

then spread out by dispersion to form the concentration profile observed. The only effect the dispersive

movement of the reactants has on the product concentration profile is to control how fast the reactants

move into contact with each other, and by doing so control how much product is formed each timestep.

The other features of the profile, such as the shape of the profile tails, are controlled by the dispersive

behaviour of the product. When the reaction rate decreases, whether by reducing Pmax or by some other

factor, the distance a particle can travel into the space occupied by the other reactant species before

reacting increases and so the zone in which reactions take place widens, as shown by Figure 4.14. As this

reaction zone is thinner than the product concentration profile it only reduces the height of the reactant

profile near the peak.

Ding et al. (2012) [36] propose the idea that if reaction is diffusion or mixing limited then solutes can

travel further into macro scale areas containing the other solute before reacting. This is stated to cause

an increase in the concentration in the tails relative to the well mixed solution. Figure 4.14 shows that

this is not the case. Rather than the tails being increased in size the main difference is a decrease in

the peak concentration. The two reactant solutes do indeed move further into the space occupied by the

other before reacting but this has no impact on the concentrations in the tails. The discrepancy in the

tails of the profiles is visible in the early time conservative transport simulations presented in [75] and so

could be the product of a slightly non-Fickian dispersive transport behaviour rather than of the mixing

limited reaction. The form of the reactant concentration in a location is limited to the lower of the two

reactant concentrations at that location in the conservative case, as shown in Figure 4.8, though this is

only the case because the dispersivity of the product is the same as the dispersivities of the reactants.

Therefore increasing the size of the tails of the product concentration profile can only be achieved by

altering the specifics of the dispersive transport of the product. This is the approach taken in [78], though

in attempting to improve the fit to the product profile tails they sacrifice the quality of the rest of their

solution.

Limiting reaction rates using σs

The reaction rate can also be controlled by altering the value of σs instead, or in conjunction with, Pmax.

Figures 4.15 - 4.18 show the effect of changing σs on the reaction rate in the same bimolecular reaction

system. The solution produced as a best fit is of the same quality as that produced using Pmax, and

therefore the issue of which to use can be decided purely on the basis of ease of use. Fitting the solution

using a parameter which alters the reaction rate in a linear fashion which is unchanged by particle density,

is less complicated than fitting using a parameter which alters the solution in a non-linear fashion which

is affected by particle density.

The way in which σs effects the solution as it is changed takes a more complicated form than the

effect of Pmax. As was shown in Figure 4.1 the large changes in reaction rate can be caused by small

variations in σs for some parts of the σs-reaction rate curve and large changes in σs can cause very little

variation in the reaction rate. In addition to this the scaling of reaction rate with Pmax is independent of

particle density and this is not the case with σs. These effects contribute to σs being more complicated

to use to control the reaction rate, making Pmax the preferred option.

Differences between using CTRW or DTRW for reactions

Though the method outlined above was developed for use with the CTRW method it has been imple-

mented here using the DTRW method. Both of these methods have the same basic concept, that the

solute field is described using a field of particles. The differences between the methods have been outlined

in Chapter 3. When investigating reactions the only difference of importance is the spatial distribution of
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Figure 4.15: Comparison of the DTRW simulation results for σs = 1.0 (red lines) with experimental
data from [75] (black diamonds). The DTRW solution is the average of 10 simulations with a maximum
particle density of 900 per cm2 and ∆t = 1 s at 619 s.
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Figure 4.16: Comparison of the DTRW simulation results for σs = 10−2 (red lines) with experimental
data from [75] (black diamonds). The DTRW solution is the average of 10 simulations with a maximum
particle density of 900 per cm2 and ∆t = 1 s at 619 s.
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Figure 4.17: Comparison of the DTRW simulation results for σs = 10−3 (red lines) with experimental
data from [75] (black diamonds). The DTRW solution is the average of 10 simulations with a maximum
particle density of 900 per cm2 and ∆t = 1 s at 619 s.
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Figure 4.18: Comparison of the DTRW simulation results for σs = 10−4 (red lines) with experimental
data from [75] (black diamonds). The DTRW solution is the average of 10 simulations with a maximum
particle density of 900 per cm2 and ∆t = 1 s at 619 s.

– 42 –



the particles. In the CTRW method particles are stopped at fixed timesteps to allow reactions to occur

and so the timestepping method involved in transport via CTRW becomes irrelevant. In the CTRW

method particles can only exist at lattice sites whereas for the DTRW method they can take any location

that the precision of the coordinate variables allow. When this difference is considered with relation to

Figure 4.2 it is apparent that this has some effect on the behaviour of reactions simulated using the CLPF

method.

Figure 4.19 shows the effect of Dh on reaction rate for the application of two simulation methods

to the same 3 cm by 3 cm single step reaction problem used to investigate the behaviour of the CLPF

reaction method earlier in this chapter, one in which particles can take any location within the domain

and another where they are restricted to locations on a regular lattice. The lattice sites have a spacing of

0.1cm. The effect of constraining particle locations is clear. At Dh≈1.0x10−3 the lattice bound reaction

rate begins to deviate from the free location rate and below Dh≈2.0x10−4 the reaction rate does not

decrease further. The higher the particle density is the higher this minimum reaction rate.

The standard deviation of the CLPF is 2
√
Dh. For the Dh value at which the lattice bound reaction

rate begins to deviate the lattice spacing is ∼1.6 standard deviations and the reaction rate decreases no

further once the lattice spacing is greater than ∼3.5 standard deviations. For a particle separation of

∼3.5 standard deviations the probability of colocation given by the CLPF is ∼4.8x10−6. At this point

the probability of reaction with a particle at another lattice site is neglible.

When particles can be placed anywhere in the domain the probability of two being very close is low.

The probability of colocation decreases rapidly as particle separation increases. For very low values of

Dh particles are unlikely to be close enough to react if they can take any location within the domain.

Conversely if particles are restricted to lattice sites then if the number of particles is greater than the

number of lattice sites the probability of two particles being colocated, along with their probability of

reaction, is much greater. When the probability of reaction with a particle at a neighbouring lattice site

is essentially zero then all of the reactions occuring are between colocated particles. In this case reaction

rates do not decrease for any further decrease in Dh as is shown in Figure 4.19. The minimum reaction

rate is increased with particle density as the fraction of the particles which can react before particles

become isolated from particles of the other species is greater. As the particles are randomly distributed

some lattice sites end up with more particles of one reactant species than the other leaving particles

isolated as particles are removed due to reaction.

Edery et al. [78] describes simulations with a lattice spacing of 0.1 cm and 5 x 104 particles (∼16

particles per cm2), and 0.05 cm spacing and 2 x 105 particles (∼32 particles per cm2). Though they use

a reaction radius method this gives some idea as to what the lattice spacings would be used in other

articles where this information is not provided, e.g [36].

Sensitivity Analysis

As with the conservative transport simulations presented in Chapter 3, the effect of timestep length and

particle density on the quality of the solution is assessed. It has been shown earlier that both the particle

density and the timestep length affect the reaction rate and so Pmax needs to be altered with these

parameters to maintain a good fit to the experimental data.

Reducing the timestep length decreases the standard deviation of the CLPF which, as shown by Figure

4.1, decreases the reaction rate per timestep. Reducing this also increases the number of reaction steps

occuring. This produces a similar effect to increasing the number of attempts a particle gets at reaction

per timestep, which affects the reaction rate in the manner shown by Figure ??, increasing the reaction

rate over the total simulation time.

Figures 4.20 - 4.22 show the best fit solutions for timestep lengths of 0.1 s, 1 s and 10 s respectively. The
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∆t (s) 0.1 1 2 5 10 20
Pmax 0.0006 0.0025 0.045 0.01 0.02 0.04

Table 4.1: Values of Pmax used to achieve best fit outputs for varying time step length ∆t.

values of Pmax used to produce Figures 4.20 - 4.22, along with the values used to produce good fits with

other timestep lengths are shown in Table 4.1. At larger timesteps there is a linear relationship between

the increase in timestep length and the reduction in Pmax required to maintain a good experimental fit.

The changes to the quality of the solution caused by changing the timestep length are minimal. The fit

on the sides of the product concentration profile for the ∆t is slightly worse as it overpredicts the product

concentration in these areas, though this may be due to the slight increase in simulation time over the

other two simulations, because of the increased distance which particles can react at due to the effect of

∆t on the CLPF, or a combination of the two.

Figures 4.23 - 4.25 show the effect of changing particle density on the solution. As would be expected

the quality of the solution deteriorates with decreasing particle density and, as with the non reactive

transport simulations shown in Chapter 3, this can be alleviated by averaging the results of several

simulations. The changes in reaction rate with particle density can be adjusted for by scaling σs with

particle density.
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Figure 4.23: Comparison of the DTRW simulation results for Pmax = 0.0025 (red lines) with experimental

data from [75] (black diamonds). The DTRW solution is the average of 10 simulations with a maximum

particle density of 100 per cm2 and ∆t = 1 s at 619 s.

4.2.3 Comparison with other numerical simulation studies

Several studies have used the experimental data from Gramling et al. [75] to benchmark computational

methods for simulating bimolecular reactions in porous media. These have included models based on
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Figure 4.19: A log(x) graph of Dh against single step reaction rate for initial particle densities ranging
from 25 per cm2 to 2500 per cm2 and Pmax = 1 for DTRW (solid lines) and CTRW (dashed lines).
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Figure 4.20: Comparison of the DTRW simulation results for Pmax = 0.0006 (red lines) with experimental
data from [75] (black diamonds). The DTRW solution is the average of 10 simulations with a maximum
particle density of 900 per cm2 and ∆t = 0.1 s at 619 s.
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Figure 4.21: Comparison of the DTRW simulation results for Pmax = 0.0025 (red lines) with experimental
data from [75] (black diamonds). The DTRW solution is the average of 10 simulations with a maximum
particle density of 900 per cm2 and ∆t = 1 s at 619 s.
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Figure 4.22: Comparison of the DTRW simulation results for Pmax = 0.02 (red lines) with experimental
data from [75] (black diamonds). The DTRW solution is the average of 10 simulations with a maximum
particle density of 900 per cm2 and ∆t = 10 s at 619 s.
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Figure 4.24: Comparison of the DTRW simulation results for Pmax = 0.0025 (red lines) with experimental
data from [75] (black diamonds). The DTRW solution is the average of 10 simulations with a maximum
particle density of 400 per cm2 and ∆t = 1 s at 619 s.

0

0.1

0.2

0.3

0.4

0.5

0.6

0 5 10 15 20 25 30

C
u

E
D

T
A

2
−

(C
/C

0
)

x (cm)

Figure 4.25: Comparison of the DTRW simulation results for Pmax = 0.0025 (red lines) with experimental
data from [75] (black diamonds). The DTRW solution is the average of 10 simulations with a maximum
particle density of 900 per cm2 and ∆t = 1 s at 619 s.
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particle tracking methods, specifically the CTRW method [36, 78], and models using continuum methods

[92]. The results from these three studies arecompared with the results presented above and critically

assessed. The three studies used for comparison all present simulation results compared to data recorded

at three different times during the course of the same experiment presented by [75]. For comparison,

Figure 4.26 shows the comparable best fit DTRW simulation.
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Figure 4.26: Comparison of the DTRW simulation results for Pmax = 0.0025 (red lines) with experimental
data from [75] (black diamonds). The DTRW solution is the average of 10 simulations with a maximum
particle density of 900 per cm2 and ∆t = 10 s at 619 s, 916 s and 1510 s.

Sanchez-Vila et al., 2010

Sanchez-Vila et al., [92] use a continuum based approach with a time dependent kinentic reaction term

to limit the reaction rate. The rate constant used incorporates the chemical rate limiting as well as the

mixing rate limiting factors. The rate constant is a time dependent term of the form

k = k0t
−m (4.26)

where k0 and m are fitted parameters. The value of m used to produce the results reproduced in Figure

4.27 is close to the value presented in [94] for the exponent controlling the relationship between advection

time and the first-order mass transport coefficient. The rate of diffusion between low porosity zones and

the main pore water body is suggested as the controlling parameter on the limiting of reaction rate. A

reproduction of the simulation data presented in Sanchez-Vila et al. [92] with the experimental data from

[75] is given in Figure 4.27.

The solution produced fits the experimental data well except for in the centre of the product concen-

tration profile. The sides of the profiles at each of the three time fit well and the tails have a reasonable fit.

The experimental data from [75] has a sizeable degree of uncertainty in the peak product concentration.

Despite this there is a clear trend of increasing peak concentration between the three measurements.

The simulation results of Sanchez-Vila et al. [92] fail to reproduce this instead producing outputs with
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Figure 4.27: Comparison of the simulation results presented by [92] with experimental data from [75].

a minimal increase in peak concentration. Sanchez-Vila et al. [92] state that the value of Dh used to

produce the best fit output is 1.30 x 10−3 cm2 s−1 whereas the experimentally measured value is 1.75 x

10−3 cm2 s−1. The method used to limit the reaction rate reduces the reaction rate by the same factor

across the domain. Figure 4.14 shows that, for the DTRW simulations which provides the best fit to the

[75] experiment, the reaction rate needs to be limited in such a way that the product concentration profile

is lowered in the centre but maintains its full height in the tails. This change in the value of Dh used

is presumably to account for this homogenous reduction in reaction rate. Nonetheless the simulations

presented by [92] are a significant improvement over the analytical solution [75].

Edery et al., 2010

Edery et al., [78] uses a CTRW approach for their simulations. The experimental setup is simulated by

a two dimensional domain. The reaction criterion used is the reaction radius method with a value of 0.3

cm. This is of the same order as the size of the grains in experimental porous medium used in [75]. In

addition a truncated power law, rather than a Fickian description, is used for the time dependence of

dispersive transport. This alters the form of the dispersive transport and is used to achieve an optimal

fit to the experimental data and is specifically aimed at achieving the best fit in the tails of the product

concentration profiles. The reaction criterion used in Edery et al. [78] is simple, if the nearest particle

of the other reactant species is within 0.3 cm then a reaction occurs. A reproduction of the simulation

data presented in Edery et al. [78] with the experimental data from [75] is given in Figure 4.28

At a separation of 0.3 cm the probability of two particles reacting for σ = 2
√
Dh and Pmax = 1 using

the CLPF is 1.6 x 10−3. Figure 4.29 shows that using this reaction criterion with a similar total number

of particles, corresponding to an initial maximum particle density of 256 per cm2, all of the proximal

reactants are consumed and any mixing limiting effects have little effect on the amount of product created.

The data presented above, in Chapter 3, and by [36, 75, 92, 93] suggest that altering the form of

the transport solution is not necessary to achieve a good fit to the experimental form of the dispersive
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Figure 4.28: Comparison of the simulation results presented by [78] with experimental data from [75].

transport. Though the use of a Fickian description does fail to accurately describe the tailing of the

concentration profiles the size of the errors shown in [36, 75, 92, 93] are far smaller than those shown in

CTRW simulations using a Fickian time dependence for dispersive transport shown in Edery et al. [78].

The primary issue with the analytical solution of [75] is that it overpredicts the reaction rate. The

simulation presented by [78] which is meant to reproduce the results of this analytical solution visibly

underpredicts the amount of product formed, yet the CTRW solution using a Fickian time dependence

for dispersive transport shown in Edery et al. [78] shows a large underprediction of the total amount of

product formed.

Due to the number of particles used in Edery et al. [78] the concentration profiles produced have

large variability so precise comparisons with experimental data are difficult. Nevertheless it appears

that in using a truncated power law to accurately describe the product concentration profiles tails they

have sacrificed the ability to accurately replicate the centre of the concentration profile. In addition the

level of improvement which this makes over a solution using a Fickian dispersive transport description is

questionable.

Ding et al., 2012

Ding et al., [36], like Edery et al. [78], use a CTRW approach but manage to achieve a better fit to the

experimental data presented in [75]. The simulations presented in Ding et al. [36] are one dimensional

and use the dispersive transport parameters presented in [75] and the CLPF reaction method presented

in [35], though the standard deviation of the CLPF is scaled according to the molecular diffusivity of the

reactants, Dm, rather than their hydraulic dispersivities, Dh. The reaction rate is controlled by altering

the particle density used to represent C0, which ranges from 200 particles per cm to 2 particles to cm,

equivalent in two dimension to 4 x 104 particles per cm2 to 4 particles per cm2. A reproduction of the

simulation data presented by Ding et al., [36] with the experimental data from [75] is given in Figure 4.30

As discussed earlier, one of the controls on the simulated reaction rate is the standard deviation of the
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Figure 4.29: Comparison of the DTRW simulation results for initial particle density = 256 per cm2 with
experimental data from [75]. The particle density corresponds to approximately the same total number
of particles used by [78] in their simulations.

CLPF. In this research this is scaled by a scaling factor σs and the hydraulic dispersivity Dh, which for

the Gramling et al. [75] experiments has a value of 1.75 x 10−3, whereas Ding et al., [36] use Dm, which

has a value of 7.02 x 10−7 cm2 s−1. By using Dm rather than Dh it is implied that the reaction rate is

limited solely by the rate of diffusion, in the manner described by Equations 4.5 - 4.11. The first issue

with this with regards to Ding et al., [36] is that the diffusivity used for the reactants is the diffusivity of

the reaction product, CuEDTA2−. Values for the diffusivity of the reactants are not given by Gramling

et al. [75] though they can be found elsewhere. The diffusivity of CuSO4 is ∼8 x 10−6 cm2 s−1 under

the similar conditions [95]. The diffusivity of Na2EDTA2− should be similar to that of CuEDTA2−. For

spherical, or near spherical, solutes the Stokes-Einstein equation states that the diffusivity of a solute

particle is given as

Dm =
kbT

6πηfr
(4.27)

where kb is the Boltzmann constant, T is the temperature, ηf is the fluid viscosity and r is the particle

radius. The diffusivity is therefore inversely proportional to the size of the particle. The replacement of

Cu with Na has little effect on the size of the molecule and so little effect on the diffusivity.

The second issue is that the diffusivity of the reactants is not the only control on the reaction rate.

Raje & Kapoor [76] present data showing the bimolecular reaction between two species in a porous media

column flow experiment. One reactant is displaced by the other under constant flow conditions. The

reaction rate is determined experimentally under well mixed conditions for a range of initial concen-

trations. The reaction rates determined from these experiments include the effect of diffusion limiting

described by Equations 4.5 - 4.6. The simulations performed using this reaction rate overestimated the

amount of product formed over the course of the experiments, showing that some factor other that the

rate of diffusive mixing is limiting the reaction rate. Raje & Kapoor [76] state that this is due to spatial
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Figure 4.30: Comparison of the simulation results presented by [36] with experimental data from [75].

segregation of the two reactants into flow paths with different hydraulic conductivities. The variation of

flow rates between pores which leads to the spatial segregation of the reactants is one of the processes

which contributes to the effect of hydrodynamic dispersion.

The reaction rate is controlled by a combination of all the factors involved in dispersion. Higher

dispersivities lead to a greater amount of macroscale mixing. This means that a larger mass of each

solute is proximal to the other, increasing the reaction rate over a purely diffusive case. The effect of

differential flow rates is to reduce the observed reaction rate for the macroscale view of how mixed the

reactants are. A larger difference in flow rates leads to a larger macroscale area in which the two reactants

appear to be proximal when in fact they are partially segregated. The degree of segregation is reduced

by the differential flow rates within pores and the rate of diffusion. The effect of Poiseuille flow leads to

the reactant molecules close to pore walls being advected slower than the molecules in the centre of the

pore. The molecules of the injected reactant in the faster moving solute then catch up with the molecules

left behind facilitating reactions. Higher dispersivities therefore include mechanism which both increases

and decreases reaction rates. Higher rates of diffusion increase the reaction rate between proximal solutes

if the reaction is diffusion limited and increase the rate at which solutes segregated by the effects of

differential flow rates are brought together.

Thinking about simulation particles as real molecules is acceptable when describing their transport

behaviour, but continuing the assumption into the position that the probability of reaction is controlled

solely by the rate of diffusion leads to problems. As discussed earlier, if particles are separated by a

distance greater than ∼3.5 CLPF standard deviations there is essentially zero chance of reaction occuring.

If Dm is used as the controlling variable for then ∼3.5 CLPF standard deviations equates to ∼1.185 x

10−3 cm. As stated in Equation 4.23 the average minimum separation between particles scales as a power

law with the particle density. The average minimum separation between particles at a particle density

of 900 per cm2 is 0.016̇ cm. In a 0.02 M solution the two dimensional particle density would be ∼5.25 x

1012 particles per cm2 and the average minimum separation between particles would be ∼2.2 x 10−7 cm.
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The issue with treating the simulation particles as real particles and using the diffusivity as the control

on reaction rate is that at a particle concentration where the problem can be solved with in an acceptable

time and using and acceptable amount of memory the separation between the particles is much larger

than the separation between real particles, and yet the proximity to one another they are expected to

achieve is as would be the case for real particles.

Despite these issues, the simulations presented in Ding et al., [36] are able to achieve a good fit to

the experimental data presented in [75]. As Figure 4.19 shows, the reaction rate in a particle tracking

framework can be strongly affected by whether the particles are constrained to a set of lattice sites or

not, and that this has the effect of artificially increasing low reaction rates. This minimum reaction rate

is controlled by the spacing of the lattice sites, where a finer spaced lattice allows for lower reaction rates

to be achieved, and the particle density, where lower particle densities also allow for lower reaction rates

to be achieved. The lattice spacing used in Ding et al., [36] is not stated but more insight can still be

provided by further discussion. Figure 4.19 shows that if the spacing between lattice sites in a CTRW

solution is greater than ∼3.5 standard deviations of the CLPF the only reactions possible are between

those on the same lattice site, and any further reduction in the standard deviations of the CLPF result in

no further reductions in the reaction rate. If the diffusivity is the controlling factor on the CLPF then the

lattice spacing used in the simulations in Ding et al. [36] should be small enough that the diffusivity has

an effect. The solute used by [75] has a diffusivity of 7.02 x 10−7 cm2 s−1 which would require a lattice

spacing no larger than ∼4 x 10−3 cm, which would result in there being ∼7500 lattice sites in the 30

cm long, one dimensional domain used [36]. For the setup used to produce the best fit, where the initial

condition is a uniform concentration of one of the reactants across the entire domain represented by 600

particles, this would mean there would be, on average, one particle for every 12.5 lattice sites. This could

potentially cause the reaction rate in the simulations presented in [36] to be artificially high, allowing

them to justify the use of Dm as the scaling parameter for the CLPF, whereas it has been argued above

that this is incorrect and the CLPF should be scaled according to Dh.

The final point to discuss with regards to Ding et al. [36] is the flexibility of the method and its ability

to simulate more complicated systems, specifically with using particle density as the controlling parameter

to achieve this. In the case of bimolecular reaction in a uniform flow regime, using the particle density as

the controlling factor is acceptable. If a more complicated reaction system is being simulated then using

the particle density as the controlling factor is not viable. This method cannot cope with any system

where the reactions rate varies with any factor other than the concentration of the reactants as it is not

possible to vary the controlling parameter across the domain and maintain the validity of the simulation.

As the observed reaction rate is controlled by the mixing of the two reactants, itself controlled by the

rates of dispersive and diffusive mixing, and the thermodynamic reaction rate. This limits the complexity

of the systems which can be simulated using this method. If there are multiple different reactions within

the system which either have different thermodynamic rate constants or different diffusivities, thereby

affecting the diffusion limiting of the reaction rates then controlling the reaction rate by the particle

density is not a flexible enough method to accomodate the full complexity of such a system. As discussed

earlier the flow regime affects the reaction rate via its effect on the dispersivity of the solutes. The

macroscopic reaction rate is therefore also affected by the flow regime, both in terms of pressure driven

variations in the flow field and by heterogeneities in the porous medium. This means that using particle

density to control the reaction rate is also unviable for a system where the fluid flow regime changes

either spatially, due to differences in the soil structure or composition, or temporally due to changes in

the pressure conditions driving the flow.
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Zhang et al., 2013

Zhang et al. [96] also present particle tracking simulations of the Gramling et al. [75] experiments in

which the reaction radius method of Edery et al. [77, 78] but extended to allow for the reaction radius

to be varied over the course of the simulation. The reaction radius Rs is given according to the function

Rs(t) = γβparticle
[A0]L∆t

N0
A

t−η (4.28)

where γ is a unit parameter to controls the units of the expression, βparticle is a fitting parameter for

scaling the reaction rate, A0 is the initial chemical concentration of species A, L is the domain size, ∆t is

the time step length, N0
A is the initial number of particles in species A, t is the time since the simulation

start and η is a fitting parameter to control the change in reaction rate over time.

For the simulations of the Gramling et al. [75] experiments, βparticle and N0
A are used to fit the

simulated reaction rate to the observed rate. As with [36] the method used in Zhang et al. [96] is able to

produce a good experimental fit for the experiments it is tested against but is not flexible enough to cope

with situations where variable dispersion rates would cause varying degrees of mixing between reactants

and so, in turn, cause variable reaction rates in different areas of the simulation domain. Interestingly,

Zhang et al. [96] also state that they only identify one combination of βparticle and N0
A which is capable

of producing their presented best fit output. Figures 4.23 - 4.25 show that this is not the case with the

CLPF method as presented here.

Overall the quality of the solution shown in Figure 4.26 is of similar quality or better than those pre-

sented by [36, 77, 78, 92, 96] without resorting to using different transport parameters to those measured

by [75]. The method presented here for controlling the reaction rates is also much more flexible, and has

much greater potential for expansion, than those presented by [36, 77, 78, 96].

4.3 Sorption

Another process which affects the non-conservative transport behaviour of a solute is sorption, which is can

be semantically separated into two processes, adsorption and desorption. Adsorption is the accumulation

of solute particles on the surface of the soil solids. Desorption is the process of these particles returning

to the pore fluid. Adsorption should not be confused with absorption, the process by which solutes

are incorporated into the soil solids rather than just attaching to their surface. It also is important to

acknowledge that adsorption and desorption are distinct from precipitation and dissolution. Precipitation

is the process of solutes coming out of solution and forming a solid phase, though this can form on the soil

solids. Precipitation is the formation of a three dimensional molecular structure, whereas adsorption is

the formation of a two dimensional structure on the interface between the soil solid and the pore fluid [97].

Only adsorption is to be simulated in this work. As the adsorbed layer is only ever a few molecules thick

the effect on the hydraulic conductivity of the soil can be safely ignored. By comparison precipitation

can fill pore spaces and alter the hydraulic conductivity of the soil. This leads to a non linear transport

behaviour. This is an active research topic in its own right e.g. [98, 99] and adds an additional layer of

complexity to the simulation which is beyond the scope of this work.

To begin, the method by which CTRW solutions for the transport of sorbing solutes has been achieved

is outlined. The general method by which sorption is simulated using the DTRW method in this work is

then outlined and comparisons with experimental data and CTRW solutions presented.
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4.3.1 Simulating Sorption using Particle Tracking Methods

The CTRW method has been used to simulate the transport of a sorping chemical, e.g. [80, 81, 83]. The

method that has been used to achieve this is to alter the time dependence of the dispersive transport in

the same manner as for the simulation of non-Fickian transport [58, 100]. This non-Fickian transport

is simulated by using a truncated power law to describe the time dependence of the transport equation.

The Probability Density Function (PDF) for the transition time between lattice sites, ψ(t), takes the

form

ψ(t) = (C)
exp(−t/t2)

(1 + t/t1)1+β
(4.29)

where β is the power law exponent, t1 the characteristic transition time, and t2 the cutoff time to Fickian

transport. Values of β between 1 and 2 produce assymetrical breakthrough curves associated with the

transport of sorbing solutes [101]. Equation 4.29 describes the combined result of all of the aspects which

produce a non-Fickian transport behaviour. This can include the effects of dispersion, low permeability

zones and sorption. As description of all of these physio-chemical mechanisms is contained in Equation

4.29 it is not possible to separate the effects of one particular mechanism from the others.

The solution used to achieve the best fit to experimental data is produced by varying the parameters

β, t1 and t2 [80]. This has the issue that the description of the sorption behaviour can only be developed

a posteriori by altering the parameters β, t1 and t2 to achieve a fit to data.

Li & Ren [81] attempt to address this issue by determining a relationship between the parameters

controlling the time dependence of the CTRW solution and two of the controlling variables on sorbing

transport behaviour in the HYDRUS 1-D model [18, 19], the pore water velocity, v, and the retardation

factor, R. The retardation factor is given as

Rf = 1 + ρbKd/θ (4.30)

where ρb is the bulk density of the soil, Kd is the distribution coefficient, the ratio between the adsorbed

concentration and concentration in solution, and θ is volumetric water content. This then extrapolated

to the simulation of three experimental data sets, which CTRW simulations achieve mixed success in

reproducing.

Though this method for describing the transport of a sorping solute has been shown to produce good

fits to experimental data e.g. [80, 81] the differential equations used contain no explicit description of

the sorption behaviour or of the adsorbed and aqueous concentrations of a sorbing solute.

This is an issue as even the simplest of the models used for describing sorption take the sorbed and

aqueous concentration as inputs [97]. There is also very little room to expand the method to include

more complicated chemical systems, such as the competition between solute species for sorption sites, as

these would require some description of the adsorbed and aqueous concentrations.

Simulating sorption using the DTRW method

The method by which sorption is simulated in this work is simple and yet allows for additional complexity

to be added without requiring large alterations to the code used. Each particle has a logical variable

associated with it which defines the sorption state as either true or false. If the sorption state is true it is

skipped by the transport simulation and so does not move during the time step. The state of each particle

is switched by calculating a probability of adsorption or desorption and then comparing this probability

to a U[0,1] PRNG. The computational issue then becomes how to determine the probability of a particle

switching state between being adsorbed and being desorbed.

This requires some approximation of the concentration at a particle’s location. This is achieved by
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transforming the nodal and particle coordinates from the global coordinate system into the local system

using the coordinate transformation presented in Chapter 2, then calculating the contributions of each

particle to a set of nodal concentration values as

Ci =
C0Ae
Pd

Np∑
p=1

Ni(ξp, ηp) (4.31)

where C0 is the concentration represented by the particle density Pd, Ae is the element area, Np is the

number of particles in the element, Ni is the element shape function for node i and (ξp,ηp) is the particle’s

location in the local coordinate system.

N1(ξ, η) =
1

4
(1− ξ)(1− η) (4.32)

N2(ξ, η) =
1

4
(1 + ξ)(1− η) (4.33)

N3(ξ, η) =
1

4
(1 + ξ)(1 + η) (4.34)

N4(ξ, η) =
1

4
(1− ξ)(1 + η) (4.35)

where ξ and η are the local coordinate variables and i is the node number. The nodal concentrations

are then scaled by the initial particle density. The approximate concentration at a particle’s location is

Algorithm 4.2 Algorithm for estimating concentration at nodal coordinates.

• Determine which element a particle is located in and designate it as element e.

• Retrive indices of the nodes which make up element e and their spatial coordinates.

• Convert the nodal and particle coordinates from the global to the local coordinate system.

• Sum contributions from all particles and scale according to particle density representing C0, element
size and nodal connectivity.

• Concentrations at particle locations are then calculated as the sum of the contributions from each
node of the element in which the particle resides. The contributions are determined using the
element shape functions.

calculated as

Cp =

4∑
i=1

NiCi(ξp, ηp) (4.36)

where Ci is the concentration at node i. Algorithm 4.2 describes the method by which Cp is calculated.

The concentration at a particle’s location can then be determined from the contributions from the nodal

concentrations using the same shape functions. This method is used to calculate the adsorbed and

aqueous concentrations of a chemical species and so there are to calculated values of Cp for the adsorbed

and aqueous solutions respectively. The adsorption and desorption probabilities for a particle are then

some function of these two concentrations at the particle’s location.

4.3.2 Benchmarking

Benchmarking for the DTRW simulation is performed against experimental data and CTRW simulation

outputs from [83] for a sorbing solute. The experimental setup used in [83] is a column 20 cm long with

an internal radius of 1.55 cm filled with soil taken from Bet Dagan in Israel to a porosity of 0.4. The
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column was flushed with double-distilled water then a solute pulse was transported through the column

followed by double-distilled water. This solute pulse is retarded by adsorption onto the soil.

The experiments were performed using the flame retardant Tribromoneopentyl Alcohol (TBNPA). A

solute pulse with a concentration of 100 mg/L was injected into the column for 34.44 minutes with a

flow rate of 3.0 x 10−3 mL s−1. The relationship between the adsorbed concentration and the solution

concentration at equilibrium is given by the empirically fitted power law

qeq = 1.604c0.906
eq (4.37)

where qeq is the adsorbed concentration at equilibrium, in mg/kg of soil solid, and ceq is the solute

concentration at equilibrium, in mg/L. This power law is referred to as the adsorption isotherm. A factor

to take into account is that the adsorption of all of the solute within a solution at 1 mg/L concentration

does not lead to an adsorbed concentration of 1 mg/kg on the soil solids. This depends on the porosity

and density of the soil. The soil porosity in the experimental columns was 0.4 and the bulk density

was 1.46 g/cm3 (personal correspondence, Ishai Dror). This means that, assuming the pore fluid has

a density of 1 g/cm3, 1 g/L solute concentration represents the same amount of solute as 0.584 g/kg

adsorbed concentration. Two DTRW models are shown, one in which the adsorption and desorption

probabilities have been fitted to produce the best possible fit with no regard for the adsorption isotherm

(Equation 4.37), and a second where the probability of adsorption and desorption are dependent on the

adsorbed and aqueous concentration so that the local partitioning tends towards equilibrium as defined

by Equation 4.37. The simulation begins with an initial concentration of zero across the entire domain.

Figure 4.31 shows DTRW results alongside experimental data and CTRW simulation results from [83].

The DTRW results generated using the the following probabilities for adsorption and desorption,

Pa = 1.2x10−3∆t
Cp −Qp
C1.3
p

(4.38)

Pd = 5x10−4∆t
Qp − Cp
Q0.4
p

(4.39)

where Pa and Pd are the probabilities of a particle adsorbing and desorbing respectively and Cp and

Qp are the solute concentration and adsorbed concentration at particle p’s location. The coefficients are

altered with no regard for the adsorption isotherm (Equation 4.37) to achieve the fit shown in Figure

4.31. The fit achieved by the DTRW simulation to the experimental data presented in [83] is good in all

areas of the breakthrough curve except in the tail. Beyond around five pore volumes the DTRW solution

under predicts the solute concentration flowing out of the domain. The DTRW solution also compares

well with the CTRW solution from [83]. Though the simulation results presented in [83] fit well to the tail

of the profile they overpredict the peak outflow concentration and produce a concentration pulse which

arrives slightly early. The CTRW results presented in [83], as with the DTRW results shown in Figure

4.31, are fitted with no regard for the adsorption isotherm (Equation 4.37) and contain no description of

the sorption chemistry, though they are achieved using a different method for controlling the retardation

of the solute pulse.

A second set of simulations were then performed where the partitioning of the solute between the solid

and fluid phases predicted by the adsorption isotherm determined in [83] for TBNPA onto the Bet Dagan

soil was incorporated into the equations for the adsorption and desorption probabilities. If the adsorbed

and aqueous concentrations are at equilibrium, as predicited by the adsorption isotherm, no particles

can adsorb or desorb. If the adsorbed concentration is below the predicted equilibrium value then only
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adsorption occurs, and likewise if the aqueous concentration is below the predicted equilibrium value

then only desorption occurs. Using this as a basis, the following adsorption and desorption probability

functions were produced by parameter fitting

Pa = 3.0x10−3∆t
1.604C0.906

p −Qp
Cp

(4.40)

Pd = 3.0x10−4∆t
Qp − 1.604C0.906

p

Q−0.125
p

. (4.41)

The DTRW output produced using these adsorption and desorption probabilities is shown in Figure 4.32,

in comparison with experimental data and a CTRW solution. The results achieved with these adsorption

and desorption probabilities are not as good as those produced using the entirely arbitrary fit, though

they are still reasonable. The solute pulse arrives slightly early and the peak concentration arrives slightly

late. The fit of the tail is superior to that achieved using the purely arbitrarily fitted adsorption and

desorption probabilities.

A possible explanation for this is that the sorption isotherm from [83] is produced by fitting a power

law to a set of seven data points. By forcing the equilibrium position in the DTRW simulation to fit to

a sorption isotherm, which is in itself a best fit to a small dataset, the quality of the DTRW solution

is then partially determined by the quality of the sorption isotherm. The method used to estimate

the concentration at particle locations also has the effect of smearing the concentration front when

determining the adsorbed and aqueous concentrations. This leads to some errors occuring at advancing

or retreating fronts where the smearing of the concentration front means that, for example, the probability

of adsorption at the head of an advancing front is over-estimated.

For both the purely arbitrary fit and the fit produced using the adsorption isotherm, simulations were

run at three different time step lengths, 5 s, 10 s and 20 s. With the exception of the increase in variability

of the solution with decreasing time step length the solution is unaffected by changes in time step length

as the adsorption and desorption probabilities are scaled with the timestep length.

Figure 4.33 shows the effect of changing particle density on the solution. Simulations were performed

with particle densities of 100, 400 and 900 per cm2, ∆t = 10 s and the adsorption and desorption

probabilities given by Equations 4.40 and 4.41. The number of simulations averaged to produce each

of the series plotted in Figure 4.33 was adjusted to allow of easier comparison between the different

simulations. The variation with particle density is shown to be minimal, with the exception that lower

particle densities produce more variable simulation outputs. Larger particle densities, or the averaging

of multiple simulations, are also required to clearly visualise the tail of the breakthrough curve on a log

y graph.

The method presented here for the simulation of sorption within the DTRW method has been shown

to produce outputs which fit well to experimental data when the controlling parameters are allowed to be

entirely arbitrary fitted, and acceptably well when constrained by the description of sorption proscribed

by and experimentally determined sorption isotherm. Any variablility in the solution with time step

length can be accounted for by scaling the adsorption and desorption probabilities with ∆t. Likewise

variability in the solution with particle density can be removed by the averaging of multiple simulation

outputs.
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Figure 4.31: Comparison of DTRW simulation results using arbitrary fitted adsorption and desorption
probabilities for particle density of 900 per cm2 and ∆t = 5 s, 10 s, and 20 s with experimental data and
simulation results from [83].
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experimental data and simulation results from [83].
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Figure 4.33: Comparison of DTRW simulation results using adsorption and desorption probabilities
based on an adsorption isotherm for particle densities of 100, 400 and 900 per cm2 and ∆t = 10 s with
experimental data and simulation results from [83].

4.4 Conclusion

In this chapter the DTRW transport solution presented in Chapter 3 has been expanded to include the

simulation of reactions between solutes and sorption of solutes. The reaction simulations have been

simulated using a modified version of the CLPF method presented in [35]. The controls of reaction rate,

Pmax, σs, ∆t and particle density, have been investigated both in no flow and constant flow regimes. They

have also been investigated in relationship to one another to attempt to understand in as much depth

as possible the manner in which this reaction simulation method behaves. The method for simulating

reactions has been developed with the aim of producing a method which has potential to be expanded to

include more complicated physical and chemical processes and this has been achieved. The simulation of

reactions using this method has been shown to produce good fits to experimental data in [75]. The quality

of the results produced, as well as the flexibility of the method used and the assumptions made to achieve

it, have been compared and contrasted with three other numerical simulations which all used the same

experimental data to benchmark their simulations. The method presented here compares favourably to

these other studies with regards to the quality of the solution produced and the flexibility of the method

used to produce them.

The simulation of sorption with the DTRW method has also been implemented. This method has

included a description of the sorption chemistry within the system which, though simple, is completely

absent from previous CTRW sorption simulations. This method, as well as a purely fitted method, have

been used to simulate experiments and has been compared with CTRW simulation outputs in [83]. The

variability of the both the reaction and sorption solutions with changes to particle density and time step

length have also been investigated and the measures required to ensure that these are as minimal as

possible have been outlined.

– 60 –



The next chapter aims to take the framework for non-conservative transport developed here and apply

them to the simulation of soils contaminated with heavy metals.
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Chapter 5

Application to ROBUST

Summary

The aim of this chapter is to take the Discrete Time Random Walk (DTRW) framework developed in

Chapters 3 & 4 and use it to simulate a situation where soil contaminated with Pb has been remediated

with Water Treatment Residual (WTR). This involves the assessment of the key factors in controlling

Pb partitioning between the different soil phases, and the development of a reduced complexity model

which can reasonably reproduce this scenario. As a precursor to this the chemistry of adsorption and the

various models used to simulate it are discussed in greater depth than in Chapter 4.

5.1 Introduction

In Chapter 4 the DTRW method is demonstrated for bimolecular reactions and the transport of a single

sorbing solute. As discussed in Chapter 1, this research forms part of a larger project which is focussed

on the remediation of contaminated soils. The experimental aspects of the project have investigated the

effectiveness of WTR in remediating land contaminated with heavy metals, specifically Pb. Simulating

the entire soil chemistry system is beyond the scope of this project. Models which address the entire

chemical system tend to entirely ignore transport or even spatial variation [24]. The aim is therefore

to produce a reduced complexity model of the soil chemistry system that occurs in Pb contaminated

soils that are remediated using mineral based amendments such as WTR that can be used to predict the

partioning of Pb between the different soil phases. The primary issue in producing a reduced complexity

model is to determine what can be safely neglected. In a chemical system of the complexity found in

contaminated soils there are multiple feedback relationships between different elements, molecules and

soil particles. Determining the effect of changing the concentration of one species on the parameter to

be investigated is therefore a complicated question. To this end a chemical speciation model is used to

assess the effect of the concentrations of various chemical species on the partition coefficient, Kd, of Pb.

The chemical speciation model is used to determine which factor can be safely neglected and a reduced

complexity model produced. This reduced complexity model is then be tested against results produced by

the chemical speciation model. First a deeper discussion of the chemistry of adsorption and the various

methods used to simulate it are presented.

5.2 Sorption Chemistry

In Chapter 4 sorption was defined as the accumulation of solute particles onto the soil surface in a layer

only a few molecules thick, as distinct from precipitation. This can be further subdivided into three

different types of adsorption; inner sphere (or specific adsorption), outer sphere and diffuse ion swarm.
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Inner sphere adsorption involves ionic or covalent bonding between the adsorbate and the soil surface.

Outer sphere bonding involves the adsorbate being electrostatically bonded to the soil surface with at

least one water molecule in between the adsorbate ion and the soil surface. Diffuse ion swarm adsorption

is where the adsorbate ions are held in a cloud of by attractive electrostatic forces. This is counteracted

by the Brownian motion of the particles resulting in diffusion of the particles away from the soil surface.

As the surface charges of clays and Soil Organic Matter (SOM) tend to be negative, except in some cases

such as for clays at low pHs, the adsorbate ions tend to be cations [97, 102].

The amount of a solute which can adsorb on the soil surface is controlled by a wide range of factors.

The simplest control is the amount of an adsorbate, both in solution and adsorbed onto the soil surface.

Adsorbate molecules are attached to the soil surface by negating some of the charge possessed by the soil

surface. If all of that charge has been negated then the no more of the adsorbate can attach to the soils.

In addition to this, higher concentrations of an adsorbate in solution increase the amount of material

that is adsorbed at equilibrium. In outer sphere and diffuse ion swarm adsorption, adsorbate molecules

are not strongly attached to the soil skeleton and so molecules are constantly attaching and detatching

from the soil surface. When the net movement of adsorbate between solute and soil surface is zero then

the system is at equilibrium. The higher the concentration in solution the more often solute particles

are colliding with the soil surface. This increases the rate at which particles adsorb and so increases the

adsorbed concentration at equilibrium.

The concentration of other solutes can also have an effect on the sorbed concentration of an adsorbate if

the two are in competition for sorption sites. Different metals adsorb with different preferences depending

on their ionic radius and electron configurations [97]. This leads to competition between metal ions

for sorption sites [97, 103]. If a solute is in competition for sorption sites with another solute which

preferentially adsorb instead of it then the adsorbed concentration is lower.

The degree of adsorption of metal cations is also affected by the pH of the soil solution. pH is the

measure of the activity of hydrogen ions, aH+ within a solution defined as

pH = −log10 (aH+) (5.1)

so lower pH’s represent higher activities of hydrogen ions. The hydrogen ions tend not to exist as H+

ions but as hydronium ions, H3O+, formed by the bonding of an H+ ion to a water molecule. The H+

ions are formed by the reaction

H2O
 H+ + OH−. (5.2)

This reaction is ongoing and so tends to an equilibrium position. This gives a constant concentration of

H3O+, from which H+ activity and pH are determined [102]. Metal ions tend to be positively charged and

so adsorbs more readily onto negatively charged surfaces. Increasing pH increases the amount of negative

charge on clay surfaces e.g. [104]. This allows larger concentrations of metal ions to adsorb onto clays at

higher pH levels. Similar relationships have been shown between metal sorption and pH for gibbsite and

quartz e.g. [105]. This is generally the case unless the pore fluids contain large concentrations of ligands,

such as those found found in Dissolved Organic Matter (DOM), which can compete for the metal ions

[97].

The amount of organic carbon in a soil also affects the partitioning of metals. Metals can bind strongly

to organic matter, whether it is in the solid phase, SOM, or is itself dissolved in the pore fluids, DOM.

The soil organic matter is itself partitioned between the solid and the fluid phases. Higher pH values

have been shown to lead to larger fractions of organic matter in solution relative to the amount in the

solid phase. This in turn has been shown to lead to increased fractions of Cu and Pb in solution [106].
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The adsorption of metals also depends on the relative abundances of other metals that can compete

for sorption sites. Metals ions which are more likely to form inner sphere complexes tend to be more likely

to adsorb. For metal ions with the same charge, e.g. 2+, the tendency to form inner sphere complexes

increases with ionic radius [97] in what is known as the Irving-Williams order [107].

5.2.1 Lead Sorption

In this chapter the focus is on the effect of the addition of WTR to soils contaminated with Pb. The

experimental aspects of the Regeneration of Brownfield Using Sustainable Technology (ROBUST) project

have used soil taken from the former St. Anthony’s lead works in Newcastle-upon-Tyne. The remediation

scheme involves the addition of WTR taken from the Northumbrian Water treatment works at Mosswood,

in County Durham, to the St. Anthony’s lead works soils.

Trace element concentrations for three soil samples and four WTR samples were determined by

Northumberland Water with the exception of the DOM measurements which were determined by Nina

Finlay from the Durham Unversity School of Engineering and Computing Sciences and Ed Tipping from

the Centre for Ecology and Hydrology. The component concentrations are shown in Table 5.1. The soil

pH values are in the range 6.6 - 7.0 and the WTR pH value are in the range 6.0 - 6.5. The component

concentration data for the three soil samples does not include Mg, Al, K or Ca whereas the WTR data

does. The effect of these components, or their absence, is investigated later in this chapter. Triplicate

soil samples were analysed to reduce the heterogeneity of Pb distrubution at the St. Anthony’s site [108].

Component Units Soil A Soil B Soil C WTR

SOM g/kg 49 18 34 485

DOM mg/kg 5.58 5.58 5.58 3756

Mg mg/kg n/a n/a n/a 335

Al mg/kg n/a n/a n/a 4475

K mg/kg n/a n/a n/a 832.5

Ca mg/kg n/a n/a n/a 3000

Cr mg/kg 18 34 37 31.5

Mn mg/kg 460 340 420 1825

Fe g/kg 27 38 34 287.5

Ni mg/kg 33 23 31 91.5

Cu mg/kg 120 76 64 26.75

Zn mg/kg 520 1300 210 665

Cd mg/kg 1.5 33 0.73 2.36

Hg mg/kg 2 5.4 0.69 0.36

Pb mg/kg 320 7600 340 85

SO4 mg/kg 2900 4100 680 1022

Table 5.1: Concentrations of soil components for three soil samples, A, B and C, and WTR. Note that

no data for the concentrations of Mg, Al, K and Ca are available for the three soil samples.

There are a large number of component elements and species within the soil and WTR samples,

each of which has some effect on the partitioning of Pb, either through competition for sorption sites or

changing the pH of the solution. The effects of some of the components may counteract the effects of the

others. Trying to build a system that can include all of these effects within a particle tracking framework
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is beyond the scope of this thesis. Nevertheless it is still work briefly discussing the effects of the main

WTR components on Pb sorption.

The largest changes in component concentrations caused by the addition of WTR are for SOM, DOM

and Fe and should have the largest effect on the partitioning of Pb between its three potential states,

in solution, bound to the soil surface, or bound to DOM. At the pH levels measured for the soils and

WTR, Pb has been shown to bind strongly to Iron-oxide coated sands [109]. At lower pH levels this effect

is weakened [109]. As the WTR has a lower pH than the soil, due in part to its higher organic matter

levels, its addition lowers the overall pH. Pb also is known to bind strongly to DOM and SOM [24].

Increased organic carbon levels reduce the concentration of Pb adsorped to soil surface and so increase

Pb mobilisation [106, 110].

Rather than attempting to build a system involving all of these components within the DTRW frame-

work, which would be complicated to build and validate, and yet would still not capture the full com-

plexity of the real system, a different approach is taken. The chemical speciation model Windermere

Humic Aqueous Model (WHAM) [23, 24] is used to assess the overall effect of the addition of WTR on

the partitioning of Pb. This is performed for several different amounts of WTR addition. Fitted rules are

then determined to estimate the relationship between WTR addition and Pb partitioning. These fitted

rules are used to produce a reduced complexity simulation of the effect of WTR on Pb partitioning within

the DTRW framework. Before this, an overview of the methods used for the simulation of sorption is

presented.

5.3 Sorption Models

Sorption models can be separated into two main groups, empirical models and mechanistic models.

Empirical models are simple mathematical rules describing the approximate relationship between con-

centrations of a chemical species in the liquid phase and the solid phase for a constant temperature.

Mechanistic (or semi-empirical) involve a description of the reactions occuring between ions in solution

and the charged soil surface including the effects of pH and competition between solutes. Reviews of the

sorption of heavy metal ions onto soil surface and the models used to describe the sorption behaviour

can be found in [111] and [112].

Empirical models take the form of adsorption isotherms. These are produced by parameter fitting

to experimental data giving the amount of a species in the solid phase for a set solute concentration.

Though the material in the solid phase is referred to as being adsorbed an empirical model contains no

information on the mechanism by which a solute has adsorbed or whether it has adsorbed or precipitated

[97]. The two commonly used empirical isotherms are the Freundlich [113] and Langmuir [114] isotherms.

Freundlich isotherms take the form

qi = aci
β (5.3)

where a and β are fitting parameters with β limited to the range 0 to 1. The parameters a and β are

then estimated by plotting log(qi) against log(ci). Langmuir isotherms take the form

qi = b

(
Kci

1 +Kci

)
(5.4)

where qi, the amount of species i adsorbed (mg kg−1), is related to ci, the equilibrium concentration of

i in solution (mg l−1), by the fitting parameters K and b. The upper limit of qi is given by b which

represents the adsorptive capacity of the soil surface. By altering 5.4 into the form

qi
ci

= bK −Kqi (5.5)
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the ratio qi/ci, the distribution coefficient Kd, can then be plotted against qi. If the Langmuir description

is viable this produces a linear relationship from which K and b can be determined.

These adsorption isotherm models do not include any description of how the charges of the solute

ions and the soil surfaces affect the adsorptive behaviour of the solutes [112]. As such they need to be

fitted to a set of experimental data and are not well suited to extrapolation. By conducting a range

of sorption experiments over a variable space, the value of Kd can be estimated as a function of some

controlling parameter such as pH or SOM concentration though these relationships tend to only be

capable of predicting general trends in behaviour, e.g. [115]. The advantage of this type of model is that

in depth knowledge of the physio-chemical mechanisms controlling the sorptive behaviour is not required

by the model.

Models that do include descriptions of these reactions between solute ions and the soil surface, and

the effects this has on the soil surface charge are referred to as mechanistic, semiempirical or molecular

adsorption models [97, 112]. An example of this type of model is the diffuse double layer model [116, 117].

In these models the simulated solute ions can bind to the soil surface at different types of sorption sites,

representing inner sphere and outer sphere adsorption. In doing so they affect the charge of the soil

surface and so the affinity of the solute ions for the soil surface and the capacity of the soil surface to

hold more adsorbed ions. Producing model outputs from mechanistic models that fit experimental data

requires the fitting of some parameters though there tend to be too many parameters, making the model

too flexible. This allows there to be multiple setups which can fit to the experimental data for any of

them to be meaningful [118, 119]. This leads to a situation where the model definition becomes part of

the fitting process [112], hence the semi-empirical name attached to these types of models.

Two such mechanistic models are WHAM [23, 24] and PHREEQC [120], both of which have been

used widely for soil sorption simulations e.g. [121–128]. Both models have similar capabilties, in that

they both simulate competition between a range of different elements for sorption sites, the availability

of which is determined by the soil composition and the pH of the pore water. Whereas WHAM includes

the simulation of trace elements binding to DOM and SOM in competition with the other particulates,

PHREEQC does not. Both WHAM and PHREEQC include databases that are used to define the

behaviours of each component of the system and their possible interactions. In effect the fitting required

has been performed by the code developers. In this manner models of the complexity of WHAM and

PHREEQC can be used predictively provided a data-set of soil component concentrations is available. As

organic matter forms a large component of WTR, any model used to simulate its effects on the behaviour

of other trace element species must include the effects of organic matter. WHAM is therefore used in

thesis rather than PHREEQC.

As comprehensive experimental data are not available for the soils used in the experimental parts of

the ROBUST project to characterise the sorptive behaviour of Pb in the soil-WTR mixtures, WHAM is

used to provide information on the effect of WTR addition on the sorption of Pb. The aim of the next

section of this chapter is therefore to utilize WHAM to assess the overall effect of the addition of WTR

to the soil on the partitioning of Pb so that a relationship between WTR addition and the partitioning of

Pb can be derived. This relationship can then be used to inform controls on the behaviour of the DTRW

simulations.

5.4 WHAM and assessment of key controls

Simulations were performed using WHAM to determine the partitioning of Pb in each of the three soils

in their original state and with 5%, 10% and 20% additions of WTR. The soils used in the experimental

aspects of ROBUST were initially at 22% water content. This means that for 1 kg of soil solids 61 g
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of WTR is added for 5% addition, 122 g for 10% addition and 244 g for 20% addition. The component

concentrations used as the inputs for WHAM are for 1 l of soil-WTR mixture and so the inputs units are

mg/l or g/l rather than mg/kg or g/kg as in Table 5.1. Tables 5.2 - 5.4 show the WHAM inputs for each

of the soil-WTR mixtures.

Simulations were then run using WHAM with these inputs and Pb concentrations at 1/2, 1/4, 1/8,

1/6 and 1/32 of the measured Pb concentrations to determine values for Kd. This is a direct replication

of the method used to determine values for Kd experimentally, where different concentrations of the

adsorbent are used so that best fit isotherms can be produced. The outputs are shown in Figures 5.1 -

5.3. In all of the cases presented a linear isotherm is capable of producing a very good fit to the WHAM

outputs. This is useful as it makes determining relationships between the WTR components and Kd more

straightforward. In soil A (Figure 5.1) the effect of WTR addition on Kd is clear. Adding WTR reduces

the amount of Pb bound to the soil surface with respect to the amount of Pb in solution. Increasing the

amount of WTR added further reduces this ratio. In soils B (Figure 5.2) and C (Figure 5.3) the effect

is less clear cut. The overall effect of WTR addition is to reduce the Pb bound to the soil surface with

respect to the amount of Pb in solution, as with soil A, but the addition of greater amounts of WTR do

not alter Kd in a montonic fashion as with soil A. Both soil B and soil C have the lowest Kd with a 10%

addition of WTR, and a slightly lower Kd for a 20% addition than a 5% addition.

As mentioned earlier, the trace element concentration data for the three soil samples does not include

values for Mg, Al, K or Ca. To assess the relative impact of not including Mg, Al, K and Ca in the

behaviour predicted by WHAM simulations were performed with and without Mg, Al, K and C, and

also with and without the DOM, SOM and Fe contributions of WTR. Not including Mg, Al, K or Ca in

the WTR addition reduces the value of Kd by between ∼3 and 7% in soil A, ∼1 and 2% in soil B and

∼2 and 4% in soil C. By comparison not including the addition of the organic matter increases the the

value of Kd by between ∼45 and 84% in soil A, ∼14 and 18% in soil B and ∼3 and 11% in soil C. Not

including the addition of the organic matter reduces the the value of Kd by between ∼60 and 95% in soil

A, ∼27 and 69% in soil B and ∼35 and 71% in soil C. The effect of setting the concentrations of Mg,

Al, K and Ca to zero on the partitioning of Pb should be small in comparison to the effects of the other,

more major, components.

Figures 5.4 - 5.6 show the relationship between the total Pb concentration and the Pb concentration

bound to DOM, referred to here as Kc. As with determining Kd, simulations were performed with Pb

concentrations at 1/2, 1/4, 1/8, 1/6 and 1/32 of the measured Pb concentrations. In all cases Kc can

be described very well as a linear relationship between total Pb concentration and the Pb concentration

bound to DOM. For all three soils, the addition of WTR produces a large increase in the fraction of

Pb bound to DOM. For soils A and B, larger WTR additions result in a larger fraction of the total Pb

being bound to DOM. Note that for soil B with no WTR addition the value for the concentration of Pb

bound to DOM was zero at the two highest total Pb concentrations, and so is not able to be included

on a log-log plot. The concentrations of Pb bound to DOM are calculated as the difference between the

total aqueous Pb and the Pb in true solution. At these values the difference between the total aqueous

Pb and the Pb in true solution was less than the precision of the results outputted by WHAM, hence the

calculated value of zero. This only occured with soil B as the Pb concentrations are much higher than

those in soil A or soil C. The value of Kc for soil B is calculated from the four non-zero data points. The

calculated values of Kd and Kc are shown in Table 5.5. For all three soils, the addition of WTR increases

the concentration of Pb in solution, lowering the value of Kd, and increases the fraction of Pb bound to

DOM.

Though pH has an effect on the partitioning of Pb it is not suitable as a controlling factor as it is not
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explicitly controllable as an input for WHAM. The pH is calculated and given as an output by WHAM

and ranges between ∼7.5 and ∼8.5. This is also not a large enough change in pH for a clear cut effect

on Kd to be noticeable [115].

Experimental data from small scale lysimeter studies on the effects of WTR on Pb partitioning show

a general trend of increasing Pb concentration in solution with WTR addition [129] correlating with the

simulation outputs produced by WHAM. For a 10% addition of WTR the concentration of Pb in solution

increases by a factor of approximately 5. This data is from a small sample set but is still statistically

significant (P<0.05). The WHAM simulations predict increases by factors of approximately 3.5, 1.15

and 1.4 for 10% WTR addition to soils A, B and C respectively. The effects of different levels of WTR

addition vary between the three samples. Soil A shows a monotonic decrease in Kd with increasing WTR

addition, whereas soils B and C exhibit a minimum Kd for 10% WTR addition. Soils A, B and C show

a monotonic increase in Kc with increasing WTR addition.

Component Units Soil A + 5% WTR Soil A + 10% WTR Soil A + 20% WTR

SOM g/l 153.1 180.0 225.8

DOM g/l 5.33 10.54 20.61

Mg mg/l 20.8 39.3 71.0

Al mg/l 277.9 525.5 948.0

K mg/l 51.7 97.8 176.4

Ca mg/l 186.3 352.3 635.5

Cr mg/l 45.7 86.4 94.0

Mn mg/l 1268 1356 1503

Fe mg/l 85640 100780 126430

Ni mg/l 88.5 92.7 99.5

Cu mg/l 303.0 301.0 269.9

Zn mg/l 1347 1369 1403

Cd mg/l 3.91 4.00 4.14

Hg mg/l 5.04 5.01 4.93

Pb mg/l 808.7 804.3 794.6

SO4 mg/l 7340 7310 7239

Table 5.2: WHAM trace element concentration inputs for soil A with 5%, 10% and 20% WTR additions.
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Component Units Soil B + 5% WTR Soil B + 10% WTR Soil B + 20% WTR

SOM g/l 75.3 101.6 146.4

DOM g/l 5.33 10.54 20.61

Mg mg/l 20.8 39.3 71.0

Al mg/l 277.9 525.5 948.0

K mg/l 51.7 97.8 176.4

Ca mg/l 186.3 352.3 635.5

Cr mg/l 87.3 88.1 89.2

Mn mg/l 967 1058 1212

Fe mg/l 113260 128090 153130

Ni mg/l 63.4 68.0 75.2

Cu mg/l 192.5 192.0 190.1

Zn mg/l 3305 3305 3296

Cd mg/l 83.0 82.2 80.6

Hg mg/l 13.58 13.45 13.18

Pb mg/l 19090 18880 18460

SO4 mg/l 10350 11200 10150

Table 5.3: WHAM trace element concentration inputs for soil B with 5%, 10% and 20% WTR additions.

Component Units Soil C + 5% WTR Soil C + 10% WTR Soil C + 20% WTR

SOM g/l 115.5 141.4 185.3

DOM g/l 5.33 10.54 20.61

Mg mg/l 20.8 39.3 71.0

Al mg/l 277.9 525.5 948.0

K mg/l 51.7 97.8 176.4

Ca mg/l 186.3 352.3 635.5

Cr mg/l 94.9 95.5 96.5

Mn mg/l 1168 1257 1406

Fe mg/l 103220 118160 143420

Ni mg/l 83.5 88.0 94.6

Cu mg/l 162.4 162.0 161.0

Zn mg/l 569 599 651

Cd mg/l 1.98 2.09 2.27

Hg mg/l 1.75 1.75 1.75

Pb mg/l 858.9 854.0 843.2

SO4 mg/l 1766 1799 1851

Table 5.4: WHAM trace element concentration inputs for soil C with 5%, 10% and 20% WTR additions.
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Figure 5.1: The adsorption isotherm for Pb onto soil A with water treatment residuals additions of 5%,

10% and 20%. The partition coefficients Kd are 27.77, 15.72, 9.44 and 4.82 respectively.
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Figure 5.2: The adsorption isotherm for Pb onto soil A with water treatment residuals additions of 5%,

10% and 20%. The partition coefficients Kd are 3.40, 2.86, 2.78 and 2.82 respectively.
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Figure 5.3: The adsorption isotherm for Pb onto soil A with water treatment residuals additions of 5%,

10% and 20%. The partition coefficients Kd are 5.76, 4.50, 3.87 and 4.31 respectively.

10−9

10−7

10−5

10−3

10−5 10−4 10−3 10−2 10−1

P
b

b
ou

n
d

to
D

O
C

(M
/
l)

Total Pb (M/l)

Soil A

Soil A WTR 5%

Soil A WTR 10%

Soil A WTR 20%

Figure 5.4: The relationship between total Pb and Pb bound to DOM for soil A with water treatment

residuals additions of 5%, 10% and 20%. The linear coefficients relating the two have values of 2.0 x

10−5, 0.0193, 0.0295 and 0.0354 respectively.
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Figure 5.5: The relationship between total Pb and Pb bound to DOM for soil B with water treatment

residuals additions of 5%, 10% and 20%. The linear coefficients relating the two have values of 1.0 x

10−5, 0.0103, 0.0159 and 0.0208 respectively.
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Figure 5.6: The relationship between total Pb and Pb bound to DOM for soil C with water treatment

residuals additions of 5%, 10% and 20%. The linear coefficients relating the two have values of 1.0 x

10−5, 0.0013, 0.0094 and 0.0107 respectively.
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Sample Kd Kc

Soil A 27.77 2x10−5

Soil A + 5% WTR 15.72 0.0193

Soil A + 10% WTR 9.44 0.0295

Soil A + 20% WTR 4.82 0.0354

Soil B 3.40 1x10−5

Soil B + 5% WTR 2.86 0.0103

Soil B + 10% WTR 2.78 0.0159

Soil B + 20% WTR 2.82 0.0208

Soil C 5.76 1x10−5

Soil C + 5% WTR 4.50 0.0013

Soil C + 10% WTR 3.87 0.0094

Soil C + 20% WTR 4.31 0.0107

Table 5.5: Kd and Kc values for soils A, B and C in their initial states and with 5%, 10% and 20% WTR

additions.

5.5 Reduced complexity simulations of soil-WTR systems using

DTRW

The results generated by WHAM are used to produce a reduced complexity model of the soil-WTR system

using the DTRW framework developed in Chapters 3 and 4. For the two relationships of importance,

between adsorbed Pb and Pb in true solution, and between total Pb and Pb bound to DOM, empirical

relationships are determined by the linear coefficients Kd and Kc, and one of the main components of

the WTR. The main components in the WTR which affect the partitioning of Pb are DOM, SOM and

Fe2+.

Figures 5.7 - 5.9 show the relationships between Kd and DOM, SOM and Fe2+ respectively. The best

fit power laws take the form y = αxβ and are shown as black lines. The values of α and β for these power

laws, as well as the R2 values showing the quality of the fit are shown in Table 5.6. The power laws used

to control the partitioning within the DTRW simulations are those that are functions of SOM. As can

be seen from Figures 5.7, DOM is a reasonable measure of the amount of adsorbed Pb for soils B and C,

but is very poor for soil A. DOM will bind with Pb reducing the amount of Pb available to adsorb onto

the soil surface. As can be seen from Figures 5.4 - 5.6, the fraction of Pb bound to DOM is small, and

so the magnitude of this effect will also be small. Figures 5.8 and 5.9 show that SOM and Fe2+ provide

similarly good measures of Pb adsorption for all three soil samples.

The fitted relationship for predicting Kc is given as a function of DOM concentration in the form

Kc = CDOM ∗ αexp [βCDOM] (5.6)

where CDOM is the concentration of DOM in mg/l and α and β are fitting parameters. This form was

chosen via experimentation with a range of function types. The fit to the data for soil A and soil B is

very good, though this is at the expense of the fit to soil C, which is very poor. This was done as the fit

between the WHAM and power law values of Kd was worst for soil C. The Kc values for the soil without

the WTR addition have also been excluded from this fitting process. The inclusion of these data points

reduced the quality of the fit at the other three data points for soils A and B. As the DOM concentration
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Soil Component α β R2

A DOM 12.515 -0.154 0.7079
B DOM 2.9778 -0.023 0.9823
C DOM 4.6205 -0.039 0.8692
A SOM 3.3146 x 107 -2.902 0.9985
B SOM 6.1298 -0.164 0.7352
C SOM 33.053 -0.409 0.6152
A Fe2+ 51.606 -2.88 0.9983
B Fe2+ 3.9829 -0.286 0.6369
C Fe2+ 6.8644 -0.596 0.5789

Table 5.6: Best fit power laws for relationships between Kd and the three components which the addition
of WTR has the greatest effect on.

Soil Component α β R2

A DOM 0.0047 -0.049 1.0
B DOM 0.0024 -0.042 0.9983
C DOM 0.0003 -0.0353 0.176

Table 5.7: Best fit exponential rules in the form of Equation 5.6 for the effect of DOM concentration on
Kc.

is so low in the soil without WTR addition the absolute error between the value of Kc produced by

WHAM and that produced by the exponential function is of the same order of magnitude as those for

the other data points using the curve fitted just to the points with WTR addition. With its inclusion

the error for the soil with WTR addition is approximately halved by the for soils A and B, whereas the

errors for the soils with WTR all increase by at least two orders of magnitude.
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Figure 5.7: DOM concentration against Kd for soils A, B and C in their original states and with 5%,

10% and 20% WTR addition.
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Figure 5.8: SOM concentration against Kd for soils A, B and C in their original states and with 5%, 10%

and 20% WTR addition.
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Figure 5.9: Fe concentration against Kd for soils A, B and C in their original states and with 5%, 10%

and 20% WTR addition.
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5.5.1 DTRW methodology for soil-WTR systems

The adsorption of Pb onto the soil surface and SOM is simulated within the DTRW framework using the

method described in Chapter 4. Particles have a probability of changing their sorption state based on

the local ratio between adsorbed and aqueous particles so that the local sorption state is driven towards

some desired ratio between adsorbed and aqueous particles.

Algorithm 5.1 Reverse reaction.

do i = 1 , NC
if
(
xCi
6= 109

)
then

setRb
RU = U[0, 1]
if (RU < Rb) then

j = 1
counter = 1
do while (j ≤ NA)

if
(
xAi

= 109
)

then
counter = j
j = NA + 1

else
j = j + 1

end if
end do
xAcounter = xCi

yAcounter = yCi

j = 1
counter = 1
do while (j ≤ NB)

if
(
xBi = 109

)
then

counter = j
j = NB + 1

else
j = j + 1

end if
end do
xBcounter = xCi

yBcounter
= yCi

xCi
= 109

yCi
= 109

end if
end if

end do

The binding of Pb to DOM is achieved using the bimolecular reaction method as described in Chapter

4, but with the addition of a reversible reaction. The amount of Pb bound to DOM is a constant fraction

of the total amount of Pb. To have the system reach, and remain at an equilibrium position, each time

step a set of forward and reverse reactions are performed. The rate of forward and backwards reaction

together control the equilbrium position of the reaction. The method by which backwards reaction are

performed is shown in Algorithm 5.1. As with the algorithm detailing the forward reaction method

presented in Chapter 4, A and B are the reactant species and C is the product species, the size of the

particle arrays are given in the form NS , where S would be the species in question, and (xSi , ySi) would
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be the x and y coordinates of the particle at index i in species S. Rf and Rb are the forward and

backward reaction rates respectively.

The target fraction of the total Pb is as given by WHAM. It is important that adsorbed Pb particles

should not be allowed to bind to DOM. The calculated equilibrium position must be that between the Pb

bound to DOM and the Pb in true solution. This ratio depends on the Kd as well as Kc. The derivation

of this is presented below.

The total amount of Pb can be divided into three fractions; the Pb bound to the DOM, qDOM , the

Pb adsorped onto the soil surface, qsorb, and the Pb in true solution, c. By definition

qDOM + qsorb + c = c0 (5.7)

where c0 is the total concentration. The ratio between the amount of Pb adsorped to the soil and the

amount in true solution is

qsorb = Kdc. (5.8)

The ratio between the amount of Pb bound to DOM and the total amount is

qDOM = Kcc
0. (5.9)

The ratio between the amount of Pb bound to DOM and the amount in true solution is

qDOM = K ′cc. (5.10)

The aim is to determine the K ′c as a function of the WHAM outputs, Kd and qDOM . By substitution of

5.8 into 5.7 and rearranging, c can be given as

c =
c0 − qDOM

1 +Kd
. (5.11)

Substitution of 5.11 into 5.10 and rearranging yields

K ′c =
qDOM (1 +Kd)

1− qDOM
. (5.12)

Kc can also be defined as

Kc =
Rf (1−Rb)

Rb
(5.13)

where Rf and Rb are also the forward and backwards reaction rates respectively. This can be rearranged

into the form

Rb =

(
1 +

Kc

Rf

)−1

. (5.14)

The value of Rf controls the rate at which the equilibrium position is approached. At set of simulations

were performed to assess the accuracy of the method presented above, using both the values for Kd and

Kc produced by WHAM and those produced by the fitted curves.

5.6 Simulations

A set of DTRW simulations were performed in a 10 cm by 10 cm domain, initially filled with Pb and

DOM particles at a density of 900 particles per cm2. For each soil, in its original state and with WTR

additions of 5%, 10% and 20%, two simulations were run, one using the Kd and Kc values produced by
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WHAM and one using the Kd and Kc values produced by the best fit functions. Figures 5.10 - 5.13 show

the change in Kd over time and Figures 5.14 - 5.17 show the change in Kc over time.

Figure 5.10 shows that the simulation converges accurately to the set equilbrium position for the

adsorption-desorption system. Likewise, Figure 5.14 shows that the equilibrium state created using a

reversible reaction as outlined in Equations 5.7 - 5.14 operates as desired. The convergence of the solution

sorption equilibrium position shows only slight deviation once equilibrium is reached. The deviation from

the reversible reaction equilibrium position is more pronounced. This is as the equilibrium position for

the sorption system has over two thirds of the particles adsorbed in any of the cases. Deviations of a small

number of particles are therefore damped by the large number of particles in either state of the system.

By contrast, in the reversible reaction system there is more deviation around the equilibrium position.

This is because only a small fraction of the particles exist in the combined state at the equilibrium

position and so a small deviation in the number of particles leads to a larger relative deviation from the

equilibrium position.

Figures 5.11, 5.12 and 5.13 show the convergence to the sorption equilibrium positions as defined by

the fitted curves shown in Figure 5.8 and outlined in Table 5.6. The fit achieved by the fitted curves for

soil A is the best, with a relative error in the value of Kd produced by the fitted curve ranging from ∼5%

for the 5% WTR addition to ∼0.5% in the 10% WTR addition. The relative errors range from ∼3% in

the 10% addition soil, to ∼5.5% in the 5% addition soil for soil B, and from ∼5% in the 5% addition soil

to ∼12.5% in the 10% addtion soil for soil C.

Figures 5.15, 5.16 and 5.17 show the convergence to the reaction equilibrium positions as defined by

the fitted curves outlined in Table 5.7. The quality of the curve fitted solutions shown in Figures 5.15 and

5.16 is good and the fitted Kc values are close to those predicted by WHAM. The quality of the solution

given by the curve fitted equilibrium position for soil C is much worse though this was to be expected as

the form of the relationship chosen to fit the relationship between Kc and DOM concentration sacrificed

the quality of the fit to soil C to achieve high quality fits for soils A and B.

The evolution of the Pb-DOM system shows an initial peak in the fraction of Pb bound to DOM and

then tends towards the equilbrium position. This initial peak is caused by the forward reaction rate being

high with respect to the equilibrium position of the system. The fraction of Pb bound to DOM is low in

absolute terms. This peak can be eliminated by reducing the forward and reverse reaction rates, though

this has the effect that the number of simulation steps required to reach equilibrium is increased. As the

desired output is the convergence of the simulation to the equilbrium position this was deemed to be an

acceptable trade-off.

Overall, given the simplicity of the curves used to describe the relationships between Kd and SOM,

and Kc and DOM, the quality of the fits achieved by the solutions are good, especially for soil A. In light

of this, further, more complicated simulations, are only performed for soil A.

For the more complicated simulations the diffusivity of Pb used is 9.4 x 10−10 cm s−2[130] and the

diffusivity used for DOM is 3.5 x 10−6 cm s−2 [131]. The diffusivity of DOM is used for the particles

representing Pb bound to DOM. The mobility of DOM is not altered by the presence of Pb but the

mobility of Pb is altered by the presence of DOM [132]. All of the Pb particles begin the simulation in

solution. The simulations were performed using a domain 5 cm wide and 50 cm deep. The domain was

filled with Pb and DOM particles at a density of 900 particles per cm2 and the time step length was 2

days.
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Figure 5.10: Evolution of Kd over time in a system simulating sorption of Pb to soil surface and DOM

for soil A in its original state and with 5%, 10% and 20% WTR addition. The equilibrium positions of

Kd and Kc are taken directly from WHAM.
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Figure 5.11: Evolution of Kd over time in a system simulating sorption of Pb to soil surface and DOM

for soil A in its original state and with 5%, 10% and 20% WTR addition. The equilibrium positions of

Kd and Kc are determined using the fitted curves described in Tables 5.6 and 5.7.
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Figure 5.12: Evolution of Kd over time in a system simulating sorption of Pb to soil surface and DOM

for soil B in its original state and with 5%, 10% and 20% WTR addition. The equilibrium positions of

Kd and Kc are determined using the fitted curves described in Tables 5.6 and 5.7.
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Figure 5.13: Evolution of Kd over time in a system simulating sorption of Pb to soil surface and DOM

for soil C in its original state and with 5%, 10% and 20% WTR addition. The equilibrium positions of

Kd and Kc are determined using the fitted curves described in Tables 5.6 and 5.7.
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Figure 5.14: Evolution of Kc over time in a system simulating sorption of Pb to soil surface and DOM

for soil A in its original state and with 5%, 10% and 20% WTR addition. The equilibrium positions of

Kd and Kc are taken directly from WHAM.
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Figure 5.15: Evolution of Kc over time in a system simulating sorption of Pb to soil surface and DOM

for soil A in its original state and with 5%, 10% and 20% WTR addition. The equilibrium positions of

Kd and Kc are determined using the fitted curves described in Tables 5.6 and 5.7.
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Figure 5.16: Evolution of Kc over time in a system simulating sorption of Pb to soil surface and DOM

for soil B in its original state and with 5%, 10% and 20% WTR addition. The equilibrium positions of

Kd and Kc are determined using the fitted curves described in Tables 5.6 and 5.7.
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Figure 5.17: Evolution of Kc over time in a system simulating sorption of Pb to soil surface and DOM

for soil C in its original state and with 5%, 10% and 20% WTR addition. The equilibrium positions of

Kd and Kc are determined using the fitted curves described in Tables 5.6 and 5.7.
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As was discussed in Chapter 4, for Colocation Probability Functions (CLPFs) with low standard

deviations, such as for reactants with low diffusivities or dispersivities, the reaction rate is significantly

reduced. This can be counteracted by either increasing the particle density or increasing the standard

deviation of the CLPF, either by increasing the time step length or by artificially increasing the standard

deviation using a multiplier. The accuracy of the reversible reaction scheme is dependent on the accuracy

of the forward reaction rate. If it is significantly less than one then some measure of the actual rate must

be produced and used to scale the backwards reaction rate to preserve the desired equilibrium position.

Increasing the time step to account for this has the additional benefit of allowing long simulation times

to be reached in reasonable run times.

The simulations was initially run for 100 time steps to allow the solution to converge to the equilibrium

position. The bottom boundary was then altered to allow particles to exit the domain. The simulation

then proceeded for an additional 730 time steps and the amount of Pb remaining in the domain recorded.

The time required for adsorptive equilibrium to be reached is much larger than would be expected [109].

The rate of adsorption is limited as high rates of adsorption can lead to overshoot of the equilibrium

position and, in some cases, an oscillating solution. This is only an issue in that the setup time required

before the simulation proper is begun is quite large.

Once the simulation begins, Pb begins to exit the domain and desorption of Pb is the dominant

process rather than adsorption. Desorption of Pb is a much slower process and so this is not a major

issue in these simulations [133]. The initial peak in the fraction of Pb bound to DOM seen in Figures

5.15 - 5.17 is not an issue as it occurs only when the fraction of Pb bound to DOM is significantly below

the equilibrium position. This does not occur over the course of the simulation apart from at the very

beginning of the equilibriating process performed prior to the start of the simulation proper.

No flow conditions are assumed for a range or reasons. The large time step length and simulation time

allow for the assumption of no net water flow to be reasonable. The assumption of no flow conditions also

removes the issue of the uncertainty of the rate of dispersivity. The relationship between dispersivity and

flow rate is not straightforward and is almost always determined empirically [134]. By introducing fluid

flow, some amount of hydrodynamic dispersion of the transported solutes would occur. Knowing what

the rate of dispersivity would be without experimental data is not feasible, and estimating it would add

more uncertainty to simulations already containing a large amount of it. It is therefore best to leave the

issue of fluid flow and dispersivity out of this simulation and present it as a base case, used to demonstrate

the potential of this DTRW based, reduced complexity model.

As Figure 5.18 shows, the overall effect of WTR addition is to increase the mobility of Pb, though

the mobility is still low. The main cause of this is the increase of Pb in solution with increasing WTR

addition. Increased DOM levels lead to an increase in the mobility of Pb [132]. DOM competes with

sorption sites on the soil surface and SOM for Pb. This leads to a larger fraction of Pb being in solution.

Pb bound to DOM is also more mobile than free Pb. The fraction of the total Pb bound to DOM is

small, and so the total effect of these two factors is slight. The total amount of Pb exiting the domain

is so small that this could be an important factor on the amount of Pb leaving the domain, even if it is

does not have a large effect on the partitioning of Pb.

5.7 Discussion

Though the reduced complexity DTRW model presented above has shown the potential to describe the

partioning of Pb well in some cases using simple relationships to describe the net effect of WTR addition

in batch experiment conditions, and the expanded simulations presented in Figure 5.18 have agreed in

broad trends with experimental data from other studies, there are still a large number of factors which
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Figure 5.18: The change in total Pb levels over a period of 4 years in no flow conditions for a 50cm column
of soil A in its original state and with 5%, 10% and 20% WTR additions. The equilibrium positions of
Kd and Kc are determined using the fitted curves described in described in Tables 5.6 and 5.7.

could affect the behaviour of the system which have not been included. Any further research on this

topic should be to address one or more of these issues.

The outputs generated by WHAM are not necessarily correct as the program does not include an

exhaustive set of potential interactions between different trace elements. As the subsequent work is

dependent on the quality of the outputs produced by WHAM this is a potential source of error. The

general trend predicted by WHAM of the effect of WTR on the partitioning of Pb correlates with the

limited amount of experimental data available [129]. In addition WHAM has been used by a large range

of other researchers in the years since its original publication. It is therefore reasonable to assume that

the results produced by WHAM are largely accurate.

The DOM levels used as inputs for WHAM were not taken at the same time or from the same exact

samples as the other data for the trace element concentrations in the soils and WTR. They were instead

taken from the soils used in the experimental aspects of the ROBUST project. The DOM levels used

were probably different to the levels that would have existed in each of the three soil samples. By taking

DOM measurements from the experimental soils, which are of much higher volume, an averaging effect

was achieved, hopefully mitigating this effect.

WHAM assumes that saturated conditions are in place when performing its calculations. The inter-

actions with air with the soil will produce a source and a sink of various chemical species which has some

effect on the soil chemistry. The assumption of saturated conditions in effect leads to the assumption of

anoxic conditions. The breakdown of organic matter is reduced in anoxic conditions due to the absence

of biota [135]. This correlates with another imposed assumption that the only change in the levels of

organic matter is due to the exiting of DOM at the bottom boundary of the domain. In reality organic

would be removed by demcomposition throughout the domain, and added in the form of leaf litter at

the surface. Plant life would also affect the chemical, as well as the hydraulic behaviour of the soil close
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to the surface. As the study of Pb in soil tends to be with regards to its nature as a contaminant, the

behaviour of Pb close to the surface, where the shortest pathway to human contact exists, this becomes

an important aspect of the simulation of Pb in soil.

The addition of WTR has some effect on the hydraulic conductivity of the soil to which it is added.

This in turn affects the dispersivity of solutes being transported through the soil. This is an important

aspect of any more in-depth simulations of the effects of WTR on Pb contaminated soils, but is not

realistically possible without a comprehensive experimental data set, which is currently not available.

This is the most important next step in any further research.

Despite all these issues the framework for the simulation of Pb transport in soils using DTRW methods

is a useful advance. Most importantly the methods presented here and in Chapters 3 and 4 have been

designed so that they can easily be expanded to include capabilities that have not been included here.

5.8 Conclusion

In this chapter the method for the simulation of reactive and sorbing transport with the DTRW method

has been utilised in the simulation of the effects of the addition of a WTR to soils contaminated with Pb.

To achieve this a reversible reaction method was also implemented in the DTRW method which could

be useful for other studies. The capacity of the DTRW solution to converge to the equilibrium position

produced as an output from the WHAM [127] has been demonstrated. Simple rules for simulating the

net effect of WTR addition on the partitioning of Pb were developed, compared with simulations based

purely on simulation outputs from WHAM and used in a simple assessment on the effect of WTR addition

on the diffusive mobility of Pb in a contaminated soil. The work presented in this chapter demonstrates

a step up in the complexity of many models presented using particle tracking methods compared to those

in the literature e.g. [35, 36, 77, 78, 81]. Models including similar levels of complexity are limited to a

small number of studies e.g. [98].

Particle tracking methods are known to be computationally expensive, and the DTRW method pre-

sented here is no exception. In light of this the next chapter focuses on the optimization and acceleration

of the DTRW model presented in this chapter and the two preceding it.
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Chapter 6

Optimization and Acceleration of

Computer Code

Summary

One of the main issues associated with particle tracking methods is that they require more computational

effort than continuum based approaches, especially for the simulation of reactions between solutes. This

chapter discusses which parts of the Discrete Time Random Walk (DTRW) reactive transport solution

require the most computational effort, and how this can be reduced by optimization, and acceleration

using parallel computing.

6.1 Introduction

One of the main problems with using particle tracking methods for simulating chemical reactions is

the computational cost required for the solution, as mentioned as an issue by other researchers e.g.

[35, 36], and that this is mainly due to the nearest neighbour searches between the two particle species

required for the solution of Algorithm 4.1. Particles are checked against the reaction criterion in order

of decreasing separation, and therefore decreasing reaction probability. For the most näıve solution the

nearest neighbour search between a particle from reactant species A and all of the particles from reactant

species B this is an ON2 problem when species B contains N particles. In this situation the computational

effort to perform these nearest neighbour searches is the largest component of the program run time.

For example, the run time required to produce a single run of the reactive experimental setup shown

in Figure 4.6 with ∆t = 1s and particle density of 900 per cm2 and no optimization using a laptop with

a dual-core, 2.1 GHz processor is ∼2.67 days. Of this run time ∼3.4 hours (∼5.4%) is taken up by the

transport simulation and ∼60.72 hours (∼94.6%) is taken up by the reaction simulation. Approximately

40 seconds is addition of particles, array resizing and other housekeeping. For an optimization scheme to

be efficient the reaction simulation is the first part of the solution which should be addressed. Of the time

taken to perform the reaction simulations the nearest neighbour searches between particles of different

species account for ∼60.70 hours. This is ∼99.98% of the run time required by the reaction simulation

subroutine, and ∼94.6% of the total simulation run time. Expanding the DTRW method presented in

Chapters 3 and 4 into three dimensions would require a large increase in the number of particles required

for the simulation and would make the nearest neighbour searches an even larger fraction of the total

run time. Increasing the complexity of the reaction system, e.g. from an A + B −→ C system to a

multicomponent system would also increase the proportion of the run time taken up by the nearest
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neighbour searches. If there were several reactant species and multiple possible reactions between them

then multiple nearest neighbour searches would need to be performed per particle, per time step. This

would cover any increase in the run time produced by more complicated reaction criteria. Any effective

optimization scheme should therefore focus first on the nearest neighbour searches required by these

reaction simulation.

6.2 Optimization of Nearest Neighbour Searches

Benson & Meerschaert [35] state that “effective ordering of the particle arrays” is used to reduce the

computational effort required for the nearest neighbour searches though offer no further explanation of

how this is done. Ding et a.l [36] use a k-d tree method developed by [136] to optimize their nearest

neighbour searches. A k-d tree organizes a set of k dimensional data points into a tree structure. The

tree begins with taking the coordinates of one of the particles and determining a plane that intersects the

particle location and is constant in one dimension. All of the other particles are split into two subarrays

depending on which side of the plane they are on. This is then repeated for each branch using one of

the particles within its subarray. If the coordinates have more than one dimension then the dimension

the splitting plane is parallel to is cycled wih progression down the branches. Using a k-d tree for a

nearest neighbour search is an O(logN) operation though implementing it with this performance is not

straightforward [137].

Another method that can be used to reduce the computational cost of the nearest neighbour searches

is spatial, or location sensitive, hashing. Here every particle in one of the species is allocated one or

more subdomains within the simulation domain. When a nearest neighbour search is performed it is only

performed for the particles within the same subdomain, limiting the size of the nearest neighbour searches

and preventing searches being performed if there are no particles close enough for a reaction to occur.

This has the advantage that if the two particle species are segregated and are far enough apart then no

nearest neighbour searches need to be performed. This is elaborated on once the method by which the

spatial hashing scheme is included in the reaction algorithm has been shown. A spatial hashing scheme

is a much simpler method to implement than a k-d tree and can, in some situations, be more efficient

[138] and so is the method used here.

6.2.1 Optimization Scheme Implemetation

If there is no overlap between the subdomains within the solution domain used in the spatial hashing

method there is the possibility for particles to be in very close proximity to a potential reaction partner

and yet be unable to react due to it being in a different subdomain. To counter this subdomains overlap

and are circular, for a two dimensional simulation domain. This has the added advantage that the

check to see whether a particle lies within a subdomain is simpler than would be the case for rectilinear

subdomains. It is important to make sure that a particle is not allowed to react more than once to

maintain the mass balance, e.g. that for an A + B −→ C system the total number of particles, if none

are flowing into or out of the domain, is NA + NB + 2NC . The method implemented to maintain the

mass balance is outlined later.

The method by which the particles are placed into subdomains is shown in Algorithm 6.1. The outer

loop of Algorithm 6.1, i = 1, NN , proceeds over the set of nodes used in the Finite Element Method (FEM)

solution of the water flow problem as, in every case shown so for in this thesis, they have been evenly

spaced and generating a new set of variables is not required and would be a waste of memory. If the

nodes used in the FEM solution were not evenly spaced then a new array would need to be generated

to store the locations of the subdomain centroids. As such, in the following the discussion both ‘nodes’

and ‘subdomain centroids’ refer to the same points within the simulation domain. Each subdomain is
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therefore formally defined as the locus of the points less than a distance rsd from a one of a set of points

laid out in a regular grid across the simulation domain, in practice the set of nodes. The distance rsd is

given as

rsd =
1

2

√
x2
s + y2

s + 6
√
Dh∆t (6.1)

where Dh is the hydraulic dispersivity, ∆t is the timestep length and xs and ys are the spacings between

the subdomain centroids in x and y respectively. The number of subdomains, Nsd, is linked to the spacing

between the subdomain centroids by the expression

Nsd =

(
Γx
xs

+ 1

)(
Γy
ys

+ 1

)
(6.2)

where Γx is the size of the domain in the x dimension and Γy is the size of the domain in the y dimension.

Subdomain i refers to the subdomain centred at node i. For each node all of the particles of the

species over which the inner loops of Algorithm 4.1 are checked to see if they are less than the distance

rsd from node i and those which are, are within subdomain i. This gives all of the particles within three

Colocation Probability Function (CLPF) standard deviations, as defined in Chapter 4, of a hypothetical

particle whose closest subdomain centroid is the centroid of this subdomain. Particles that are further

than 6
√
Dh∆t apart have a very small probability of reaction and so can be left out of each subdomain

without reducing the quality of the solution.

Algorithm 6.2 shows how the spatial hashing data produced by Algorithm 6.1 is utilized in the op-

timization of the reaction simulation solution (Algorithm 4.1). The outer loop of Algorithm 6.2 is over

the set of particles of one of the reactant species, labelled species A. This is the species which was not

run through Algorithm 6.1, which is labelled species B. The first action in the main loop is to determine

which subdomain centroid is closest to particle ii. This subdomain is labelled subdomain e. The sub-

routine then proceeds in exactly the same manner as Algorithm 4.1 except that when any loop would be

performed over the whole set of particles in species B it is instead performed over the set of particles in

subdomain e.

Two important factors to take into account in the implementation of this optimization scheme are that

the number of particles in each subdomain is almost certainly different, and that they probably change

in size with every time step. The data stored in the subdomain arrays is the indices of the particles in

the tracer location array rather than the locations of the tracers. This has the advantage of requiring

less space, as the data stored are integers rather than floats, and that the subdomain data do not need to

be changed during the reaction simulation. The locations in the tracer information array which do not

contain particles instead contains nonsense values used to distinguish themselves from particle location

data. If a particle does not exist, such as those removed by a reaction, then the x and y coordinates stored

in the array are set to an artificially high value which, if used by some fault, will return no reaction. This

means that the reacted particles do not need to be removed from the subdomain arrays. The first search

on the particle locations in Algorithm 6.2 checks to see if the outer loop and inner loop particles are less

than some distance, Rmax, apart. If an outer loop particle is checked against a removed particle then

this initial check always returns a negative result. Not having to rebuild each of the subdomain arrays

each time a reaction takes place increases the run speed for no detrimental effects. This also maintains

the mass balance of the system by preventing a particle from reacting more than once without having to

rebuild the subdomain data arrays.

The subdomain data is stored as a linked list, denoted in Algorithm 6.1 as ptr. Each entry in the list

contains the number of the node which located at the centroid of the subdomain, denoted as ptr%n, a

one dimensional array of the indices of the particles located in that subdomain, ptr%tr, and a pointer to
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the next entry in the list, ptr%p. This first entry in the list is labelled head and the final entry tail, and

both have the same suffixes. This is flexible and allows for efficient storage of the list of particle indices.

Storing this data as an array would result in a large number of zero values being stored, especially if the

particles only reside in a small part of the domain. Algorithm 6.1 is performed each timestep.

Algorithm 6.1 Subdomain array build.

do i = 1 , NN
if (.NOT. ASSOCIATED(headB)) then

ALLOCATE(headB)
tailB => headB
nullify(tailB%p)
tailB%n = i
counter = 0
do j = 1 , NB

if
(√[

(xBj
− xNi

)2 + (yBj
− yNi

)2
]
≤
[
0.5
√

2∆x2 + 12
√
Dh∆t

])
then

counter = counter + 1
end if

end do
ALLOCATE(tailB%tr(counter))
counter = 0
do j = 1 , NB

if
(√[

(xBj
− xNi

)2 + (yBj
− yNi

)2
]
≤
[
0.5
√

2∆x2 + 12
√
Dh∆t

])
then

counter = counter + 1
tailB%tr(counter) = j

end if
end do

else
ALLOCATE(tailB%p)
tailB => tailB%p
nullify(tailB%p)
tailB%n = i
counter = 0
do j = 1 , Nb

if
(√[

(xBj
− xNi

)2 + (yBj
− yNi

)2
]
≤
[
0.5
√

2∆x2 + 12
√
Dh∆t

])
then

counter = counter + 1
end if

end do
ALLOCATE(tailB%tr(counter))
counter = 0
do j = 1 , NB

if
(√[

(xBj − xNi)
2 + (yBj − yNi)

2
]
≤
[
0.5
√

2∆x2 + 12
√
Dh∆t

])
then

counter = counter + 1
tailB%tr(counter) = j

end if
end do

end if
end do

6.2.2 Optimization Scheme Effectiveness

The effectiveness of the spatial hashing scheme depends upon the particle density of the two species

and the area of the subdomains used in the scheme, which is linked to the number of subdomains as

shown by Equations 6.1 and 6.2. To test how effective the optimization scheme is, reactions of the form
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Algorithm 6.2 Optimized solution of reaction between two solutes in a particle tracking framework.

do ii = 1 , NA
if
(
xAii

6= 109
)

then
do i = 1 , NN

d(i) =
√ [

(xPii
− xNi

)2 + (yPii
− yNi

)2
]

end do
e = MINLOC(d)
ptr => headB
do

if (.NOT. ASSOCIATED(ptr)) exit
if (ptr%n = e) exit
ptr => ptr%p

end do
counter = 0
if (ALLOCATED(ptr%tr) = .TRUE.) then

do i = 1 , size(ptr%tr)

if
(√ [

(xAii
− xptr%tr(Bjj))

2 + (yAii
− yptr%tr(Bjj))

2
]
< Rmax

)
then

counter = counter + 1
end if

end do
end if
if (counter > 0)then

ALLOCATE(Rn(counter))
ALLOCATE(Sr(counter))
counter = 0
do jj = 1 , size(ptr%tr)

if
(√ [

(xAii
− xptr%tr(Bjj))

2 + (yAii
− yptr%tr(Bjj))

2
]
< Rmax

)
then

counter = counter + 1
Rn(counter) = ptr%tr(jj)

end if
end do
do j = 1 , size(Rn)

Sr(j) =
√ [

(xBip(j) + xAii)
2 + (yBip(j) + yAii)

2
]

end do
e = Rn(MINLOC(Sr))
Pr = Pmaxexp

[
−((xBip(e) − xAii

)2 + (yBip(e) − yAii
)2)/(8Dh∆t)

]
RU = U[0, 1]
if (RU > Pr) then

xC = (xAii + xRn(e))/2
yC = (yAii + yRn(e))/2
xA = 109

yA = 109

xB = 109

yB = 109

end if
end if

end if
end do

A+B −→ C are run in a 9 cm by 9 cm domain containing particles of both reactant species. Both species

are randomly distributed throughout the domain at the same density using a uniform Pseudorandom

Number Generator (PRNG). The run times presented are for a single reaction step. Figure 6.1 shows the

effect of subdomain area on run time for different initial particle densities. There is an optimal size for

the subdomains to take, they do not simply improve run times as they decrease in size. This is due to the
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balance between the improvement in the run time produced by using smaller subdomains and the extra

time required to run the subdomain setup (Algorithm 6.1) as using smaller subdomains requires a greater

number to cover the simulation domain. Figure 6.2 shows the change in the fraction of the run time of the

reaction solution taken up by setting up the spatial hashing scheme (Algorithm 6.2). For this example the

spatial hashing scheme is most effective when Algorithm 6.1 accounts for ∼10% of the reaction simulation

run time. By displaying the data shown in Figure 6.1 in a different format the increase in time required

by Algorithm 6.1 can be clearly seen. Figure 6.3 shows the change in run time with particle density for

the unoptimized solution, and the optimized solution with different numbers of subdomains. The amount

of subdomains correlates directly with the subdomain areas used as the controlling variable for Figures

6.1 and 6.2. For small particle densities and a large number of subdomains the optimized solution is

slower than the unoptimized solution, the extra time required by Algorithm 6.1 outweighing the gains

from reducing the amount of time required by the nearest neighbour searches.

In the simulation setup used to produce Figures 6.1 and 6.2 the two reactant species occupy the same

parts of the domain until enough reactions have occured to produce some sort of segregation, where the

particles exist in pockets where none of the other reactant species exists and so no more reactions can

occur. This is the situation in which a spatial hashing optimization scheme is least effective, whereas it

is more effecive in a situation where the two reactant species are spatially segregated except in a thin

mixing zone where all of the reactions take place. If the particles are spatially segregated a nearest

neighbour search still needs to be performed for particles which are too far away from any of the particles

of the other reactant species for any reactions to occur. For example, in a simulation of the Gramling

et al., [75] a particle which has just entered the domain through the inflow boundary will be several cm

from the nearest particle of the other reaction species, and so has zero probability of taking part in a

reaction. Without the spatial hashing optimization scheme, when this particle is reached in the reaction

subroutine a nearest neighbour search over all of the particles of the other reaction species is performed.

When the spatial hashing scheme is in use no nearest neighbour search would be performed as there

would be no particles of the other reactant species in the same subdomain. When the reactant species

are well mixed across the entire domain, as in the setup used to generate the results shown in Figures 6.1

and 6.2, for most of the reaction solution there are some particles from the other reactant species in the

same subdomain as a particle, so less unneeded nearest neighbour searches are performed. An additional

factor is that in a well mixed scenario more of the reactants are removed by reactions each time step,

reducing the number of particles for the nearest neighbour searches to loop over, reducing the run time

in subsequent time steps. In the unoptimized solution of a scenario where sections of the two reactants

species are segregated such that no reaction is possible between them, not only are a greater number

of larger nearest neighbour searches required but, as a small fraction of the total number of particle is

removed by reaction each time step, the amount of nearest neighbour searches required does not decrease

as quickly as in the well mixed scenario.

In comparison to the unoptimized simulation run time mentioned earlier, in which a single run of

the reactive experimental setup shown in Figure 4.6 with ∆t = 1 s and particle density of 900 per cm2

took ∼1.84 days (∼44.2 hours), a simulation of the same setup utilizing the spatial hashing algorithm

described in Algorithms 6.1 and 6.2 took ∼6.85 hours. The run time split between transport and reaction

is ∼52.5% for transport and ∼47.4% for reactions. This makes the simulation ∼6.45 times faster to run

and the time needed for the reaction simulation is reduced by a factor of ∼12.5. Figure 6.4 shows how

run time increases with particle density for a non optimized solution (Algorithm 4.1) and an optimized

solution (Algorithm 6.2). The improvement in run time is roughly one order of magnitude, regardless of

particle density.
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Figure 6.1: Change in run time with subdomain area for a single, no flow reaction step in a 9cm by 9cm
domain at a range of initial particle densities.
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Figure 6.2: Change in the fraction of run time required by the solution of Algorithm 6.1 with subdomain
area for a single, no flow reaction step in a 9cm by 9cm domain at a range of initial particle densities.
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Figure 6.3: Change in run time with particle density for a single, no flow reaction step in a 9cm by 9cm
domain for the unoptimized solution and optimized solution at a range of different number of subdomains.
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Figure 6.4: Comparison between optimized and unoptimized reaction solutions run times for a single, no
flow reaction step in a 9cm by 9cm domain with a range of initial particle densities.
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6.3 Code Acceleration Using Graphics Processing Units

Despite the optimization described above the run time for particle tracking simulations is still large. In

the algorithm used to solve DTRW transport the solution of each particle’s movement is independent

of every other particle’s movement. This makes the transport solution well suited to acceleration by

some parallel computing method as it should scale well with the number of processors being used. As no

communication is needed between the different parallel threads and a large number of similar operations

are being performed, DTRW solutions should be well suited to acceleration using Graphics Processing

Units (GPUs), processing units initially designed specifically for producing images though now capable

of being utilized for scientific computing. A workstation or cluster utilizing GPUs contains one or more

Central Processing Units (CPUs), referred to as the host, and one or more GPUs, referred to as the

device(s). The code runs partially on each processor with the majority of the code on the CPU with

computationally expensive sections being, in effect, outsourced to the GPU. A GPU is, as the name

attests, a processor specifically for rendering computer graphics. Though GPUs can be included in the

same silicon chip as a CPU or on a motherboard, all of the GPUs discussed here take the form of a

separate card connected to the motherboard via a PCIe socket. This card contains the GPU chip and a

separate bank of Random Access Memory (RAM).

Early use of GPUs for scientific computing involved utilizing an interface designed for graphics solu-

tions for solving scientific problems. This difference between the original purpose of the programming

interface and the scientific computing methods people wished to implement on GPUs made early GPU

programming challenging. Later steps improved functionality for scientific applications but the languages

used were still graphics based and so inaccessible to a large number of programmers [139]. Nvidia, one of

the main manufacturers of GPUs, developed extensions for C, C++ and Fortran to utilize GPUs and be-

gan manufacturing GPUs intended for purposes other than computer graphics. The GPU extension of C

and C++, referred to as Compute Unified Device Architecture (CUDA) C and CUDA C++ respectively,

were developed first, followed by CUDA Fortran. These can be incorporated into existing code files and

individual sections of the code outsourced to the GPU. The potential of GPUs for scientific computing

is clear. A modern, top of the line CPU can have up to 16 processor cores running at 2.8 GHz within a

single silicon chip [140] whereas modern, top of the line GPU can have up to 2688 processor cores running

at 732 MHz within a single silicon chip [141]. Despite this some tasks are not well suited to running on

GPUs as architecture of GPUs differs from that of CPUs and so the way in which parallel tasks can be

performed is also different.

Flynn’s taxonomy of computer architectures [142] sorts computers into one of four catergories; Single

Instruction Single Data (SISD), Single Instruction Multiple Data (SIMD), Multiple Instruction Single

Data (MISD) and Multiple Instruction Multiple Data (MIMD). Of these we are only interested in SIMD

and MIMD in a discussion of parallel computing. A CPU cluster or a modern, multi-core CPU is a MIMD

computer. Each processor can perform different operations, or the same operations asynchronously on

different pieces of data. The number of processor cores tends to be lower and so each core operates on a

large section of the total data set [143]. By comparison GPUs are SIMD computers. Here each processor

core performs the same operation at the same time as the other processor cores but on different pieces

of data. The number of processor cores in GPUs tends to be higher and so the processors operate on

smaller parts of the total data set. The GPU card used in this research is an Nvidia Tesla C2075, with 448

processor cores, each runnning at 1.15 GHz, and 6 GB of GDDR5 RAM (Figure 6.5). The 448 processor

cores are divided into blocks of 32, referred to as Streaming Multiprocessors (SMs). Each SM acts as

a SIMD, in that each of the cores within it must perform the same operations at the same time. Each

different SM can act independently of the others within the chip.
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Figure 6.5: A schematic diagram showing the architecture of the chip used in an Nvidia Tesla C2075 GPU
[144]. The blacked out SMs exist physically on the chip but are deactivated during the manufacturing
process.
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This type of parallelism is not well suited to all computing problems but it is well suited to the

solution of particle tracking methods. The transport of each particle within a DTRW solution is entirely

independent from all of the other particles and the solution of the particle transport problem requires

the some thing to be done many times to different pieces of data.

Converting Fortran code to include GPU acceleration is relatively straightforward but, despite the

significant difference in computation power, large, or indeed any, gains in run speed are not guaranteed.

The GPU chip can only operate on data arrays stored on the device RAM. To perform a set of calculations

the input data is passed from the host RAM to the device RAM and operated on by the GPU then the

results are passed back to the host RAM. The transfer rate is limited by the speed of the host and device

RAM and the PCIe bus. The PCIe bus is limited to 4 GB/s for PCIex16 v1.x, which is the version of the

bus in the computer used in this work. This is increased to 8 GB/s for PCIe x16 v2.x, and 15.75 GB/s

for v3.0 [145]. The bandwidth of the Nvidia Tesla C2075 used here is 144 GB/s [146] and the bandwidth

of the host RAM is 6.4 GB/s. The gains in run speed gained by performing operations on the GPU can

end up being negated by the time required to transfer inputs and outputs to and from the device RAM

if the problem is not well suited to solving on a GPU or if the code is poorly written. The computer

used here has a dual core, 2.4 GHz processor and an Nvidia Tesla C2075 GPU card connected to the

motherboard via a PCIe x16 v1.0 bus.

The method by which the DTRW transport solution is altered to run using a GPU is straightforward.

The outer loop of Algorithm 4.1 is the parallelized loop, so each microprocessor within the GPU chip

performs the entire transport solution for one particle. This can be counteracted by performing transfers

and execution asynchronously to cover part of the transfer times with the execution times [143]. In

addition to this the pre-allocation, inner ‘do’ loops of Algorithm 6.1 are also performed using the GPU.

The total run time using the GPU accelerated code is ∼1.94 hours, approximately 3.5 times faster

than the CPU based code. Of this the transport simulation takes up ∼130 s (∼1.9% of the total run

time) and the reactions ∼1.9 hours (∼98.1% of the total run time). This gives a speed up of ∼100

times for the transport simulation and ∼1.7 times for the reaction simulations. One of the main issues

associated with the DTRW method is that the computational cost of the solution is far higher than that

of FEM or Finite Difference Method (FDM) solutions of reactive mass transport. The use of a GPU for

the acceleration of the code reduces the run time to more acceptable levels, especially for conservative

transport simulations. Figure 6.6 shows the effect of increasing particle density on the run times required

for the transport and reactions solutions with GPU acceleration in comparison with the run times for the

unaccelerated transport and reactions simulations. The reduction in transport run time with the use of

the GPU is clear, but it is also worth noting that the increase in run time with particle density is much

less than the increase in reaction speed. This leads to a repeat of the initial situation where the reaction

simulations dominate the run time requirements.

One of the aims of this research was to develop a model which generated a DTRW solution but could

be run in a reasonable time on a desktop machine. Any large scale parallelism implemented could not

have utilized a large number of CPUs to achieve an acceptable run speed for the solution and still used a

desktop machine. Though having a CPU parallelized solution for comparision with the GPU accelerated

solutions presented above would provide another interesting topic of discussion, the time required to alter

the code for such a computer is not neglible, and so doing so for an example is not worthwhile. A precise

comparison of how much CPU would be required to match the speed ups provided by the GPU is not

possible but a brief discussion is still illuminating. Achieving the speedups produced for the reactive

transport problem would not be difficult or require a large number of CPUs, but achieving the sort of

speed up produced by the GPU for the conservative transport case would.
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Figure 6.6: A comparison of the run times required for the transport and reaction solutions in the
simulations of the reactive transport problem presented by [75] for the GPU accelerated and CPU based
version of the solution. The simulations are to 619s run initial particle density is set to 900 particles per
cm2 and ∆t=1s.

Parallel computing is well known to suffer from the law of diminishing returns, i.e. that doubling the

number of processors does not always half the run time. The main cause of this is that it is generally not

possible to parallelize all of a program and so reductions in run time asymptotically approach the run time

of the non parallel components of the program. This is described by Amdahl’s Law [147] which states

that for a program of which the fraction of the run time taken up by the non parallelizable components

of the program is α, the maximum speed up possible is

lim
P→∞

=

(
1− α
P

+ α

)−1

=
1

α
(6.3)

where P is the number of processors used in the parallel components of the program and α is the fraction

of the program which is not parallelizable. Amdahl’s Law [147] gives a general idea of the speed gains

that can be achieved by parallelizing code but is on overly simplistic view. Linear, or ever superlinear

speed ups, where doubling the number of processsors decreases the run time by more than half, are

possible, even if not all the program can be parallelized. This can be due to the parallel algorithm for

the solution of problem being a in a different form to the serial algorithm which is more efficient, in

that the computational cost is lower, or it can be a caching effect. CPUs possess a cache of memory

which is faster than the motherboard RAM though there is a smaller amount of it. If a program requires

more memory than is available in the cache then it utilises the motherboard RAM. By increasing the

number of processors, the amount of fast, cache memory available is increased and so the proportion of

the storage required by the program held in the cache is increased. This decreases the total time required

for memory access by the program, potentially producing a superlinear speed up [148].

The DTRW transport solution is of the type referred to as ‘embarassingly parallel’ as there is no
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communication required betweent the different solutions of each particle’s transport. As such a close

to linear speed up, where doubling the number of processors halves the run time, could be possible but

would require 100 CPU cores (this could be, for example, 25 quad core CPUs) to achieve the speed up

produced by a single GPU. The power consumption required by a cluster 25 CPUs is roughly and order

of magnitude greater than that required by a desktop with a single GPU.

The sorption simulations, as described in Chapters 4 and 5, are also accelerated using a GPU. The

switching of the particle soption states and the calculation of nodal concentration values from the particle

field are both parallelized. The sorption subroutine was developed from the outset to make use of a GPU

as its development took place after the transport and reaction solutions had been parallelized. Due to

this there is no available comparison in speed up between CPU and GPU solutions as there is for the

transport and reaction solutions.

Despite the useful increase in run speed produced by the use of a GPU the speed at which the GPU

machine is able to perform the particle tracking simulations is limited by several factors. These include

both software and hardware issues. The speed gains for reactive transport problems are limited. The

speed gain produced by parallelizing the reaction simulations is much less than that which can be gained

by parallelizing the transport simulations. The overall speed gain is therefore limited in a similar manner

to the limitations on speed up described by Amdahl’s Law [147]. As the reactions simulations make up

∼50% of the run time, achieving a total speed up greater than two times is impossible without increasing

their run speed. A GPU is most effective when it can be given a large loop to operate over so that

the gains from parallel processing can masks the losses caused by the necessary memory transfers. The

largest loop in the reaction simulation is the outer loop over the number of particles in one of the reactant

species. To parallelize this loop and maintain the mass balance of the system is complicated to implement.

The transport simulation is effective as it is able to parallelize the outermost loop. Though the transport

simulations are significantly faster than when performed with just a CPU there is still room for them to

be made faster. The random numbers generated for use in the random walk part of the DTRW solution

are performed on the host and then the array of random numbers is transferred to the device. This is

done as the intrinisic Fortan PRNG does not yet operate within the CUDA Fortran environment. It is

possible to call the CUDA C PRNG through Fortran but, as the transport simulations make up such a

small fraction of the total run time at their current speed, this would not yield worthwhile increases in

run speed for the effort required to implement it.

In addition to this the run speed is affected by some hardware limitations. It goes without saying

that using a faster CPU would increase the run speed, especially as the limiting factor is the reaction

simulations which are not parallelized. The speed ups which can be gained by the use of GPUs is

limited by the rate of memory transfers to and from the device. The PCIe bus on the motherboard in

the computer used here is a PCIex16 v1.0 bus which has a maximum memory transfer rate of 4 GB/s.

Though the GPU is a high end model it is limited by this bottle neck in memory transfer between the

host and the device. It is important for anyone thinking of utilizing a GPU for the acceleration of their

code to ensure that it is not limited by quality of the host computer, and that the speed of the CPU is

not the only factor which is important.

6.4 Conclusion

The primary issue with using particle tracking methods to simulate reactive transport is the run time

required for the nearest neighbour searches in reaction simulation subroutine. In the most näıve approach

they dominate the runtime required for the solution making optimization or acceleration of any other

part of the solution worthless unless they are also addressed. Methods for reducing this computational
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burden, such as the k-d trees used by Ding et al. [36] or the spatial hashing algorithm used here, are

the most important step in reducing the run times required for the reaction solution. This optimization

brings the reaction run times down to a level where acceleration of other parts of the solution via parallel

processing techniques becomes worthwhile. The nature of the transport solution, in that the transport of

each particle is independent of all the others, means that it is ideally suited to acceleration using a GPU.

The speed up provided is shown to be of the order that would be expected from using a small cluster, but

with much lower power consumption and with the convenience of being a desktop machine. The GPU is

less sucessful at reducing the run times of the reaction simulations due to the limitations of the GPU chip

architecture and so the balance in run times reverts to the initial situation of the reactions dominating

the run times. Any further acceleration should prioritize the reaction simulations to produce the greatest

gains in run speed. The overall effect of the optimization and acceleration techniques applied to the

DTRW solution has significantly reduced the run times and so brought them down to more acceptable

levels, especially when the reaction simulations are not required by the solution, such as in conservative

transport simulations.
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Chapter 7

Conclusions

This thesis has focused on the development and investigation of the behaviour of a Discrete Time Random

Walk (DTRW) particle tracking model for the simulation of bimolecular reactions, sorption and transport

of solutes in soils. The desired application was the simulation of the effects of Water Treatment Residual

(WTR) addition on soils contaminated with Pb, which was achieved by using the developed DTRW

model in tandem with the chemical speciation Windermere Humic Aqueous Model (WHAM) [24].

A two dimensional DTRW particle tracking model for the simulation of solute transport in porous

media is used, based upon the method presented in Prickett et al. [61]. The method is implemented

using the semianalytical path line method presented by Pollock [66] under the assumption that any porous

media flow solution used to drive the advective transport is produced using the Finite Element Method

(FEM) using four-noded bilinear isoparametric elements. The use of regular shaped finite elements or

the Finite Difference Method (FDM) are therefore also possible as they would be treated as a simple case

of isoparametric finite elements. This model is benchmarked against experimental data from Gramling

et al. [75] and its robustness under varying non-physical controls assessed.

A bimolecular reaction model was then developed based on the Colocation Probability Function

(CLPF) method presented by Benson & Meerschaert [35]. The probability density function used to de-

scribe the dispersive or diffusive transport of the simulaton particles are used to determine the probability

of two particles being colocated over a given timestep, based on their current positions and their rates

of dispersive, or in no flow conditions diffusive, transport. The behaviour of this scheme under variation

of the three controlling factors, particle density, maximum reaction probability and CLPF standard de-

viation are presented and analysed, for both the DTRW method, where particles can be located at any

location within the simulation domain, and the Continuous Time Random Walk (CTRW) method, where

particles are constrained to a lattice of locations. It was shown that by restricting particle locations to

lattice sites the minimum reaction rate as a function of CLPF standard deviation is artificially inflated.

This method was then benchmarked against experimental data for an instantaneous, bimolecular

reaction which had also been used for the benchmarking of several other simulation studies [75]. The

experimental reaction rate is limited by the imperfect mixing of the two reactants. This effect is simulated

in the DTRW method by limiting the maximum reaction probability, Pmax. The results are compared

with other simulation studies [36, 78, 92] and the pros and cons of each method discussed with respect

to those of the DTRW method presented here. The DTRW method compares well with the methods

presented by other simulation studies and is a more robust and flexible method, with regards to simulation

of more complicated scenarios, whether this includes more complicated reaction systems or flow regimes.

This flexibility is achieved by using variable parameters to control the reaction rate within a system.
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Relying on the particle density to control reaction rate e.g. [36, 96] works well in constant flow regimes

but cannot be expanded to systems with either spatially or temporally variable flow regimes.

A method for the simulation of sorption in the DTRW framework was also then developed. Sorption

simulations using CTRW methods have generally been achieved by altering the time dependency of the

transport simulation e.g. [80, 81]. This includes no description of the partitioning of the adsorbate

between the pore fluid and the soil solids. The method developed here includes such a description by

switching particles between a free and an immobilized state. The local ratio between the amount of

particles between these two states, and the desired ratio are used to determine the probability of particle

switching state, and so drive the simulation towards an equilibrium position. This method was tested

against experimental data using a purely empirical fit, and a fit based on an equilibrium position derived

from a non-linear Freundlich isotherm presented by Rubin et al., [83], and shown to produce good fits in

both cases.

The methods for the simulation of sorption of bimolecular transport presented in Chapter 4 are then,

with the addition of a reverse reaction mechanism, applied to the simulation of the effects of adding

WTR to contaminated soils on the partitioning of Pb between the soil solids, pore fluids and Dissolved

Organic Matter (DOM). Simulating all of the various trace element species and their interactions within

a soil using the DTRW is beyond the scope of this work, but simply ignoring certain species without

knowing anything about their effects on the desired output is not acceptable. To address this the chemical

speciation model WHAM [23, 24] was used to assess the net effect of WTR addition on the partitioning of

Pb. The ratios between adsorbed Pb and Pb in true solution, Kd, and Pb bound to DOM and total Pb,

Kc were determined using WHAM. Curves empirically relating Kd to total Soil Organic Matter (SOM)

and Kc to total DOM were then produced and used to control the partitioning of Pb between its three

potential states, in solution, adsorbed to soil solids and bound to DOM, in the DTRW model. A simple

simulation assessing the change in mobility of Pb over a four year period for the original soil and three

different levels of WTR addition was then performed for the soil which the reduced complexity rules best

fitted to the WHAM outputs. Though very simple in nature, the fitted partitioning rules were able to

reproduce the situtations predicted by WHAM well for two of the soils sample data sets available, though

the quality of the results for the third data set were of a lower quality.

Most studies of non-conservative transport in porous media using particle tracking methods have

either focused on bimolecular reactions [35, 36, 77–79, 96] or sorption of single solute [80, 81, 83], though

a small number of studies have simulated systems of greater complexity e.g. [98]. The results presented

in Chapter 5 show that the DTRW method can be used to simulate systems of reasonable complexity, and

that by utilizing chemical speciation models such as WHAM reasonable approximations of the behaviour

of systems with a large number of interacting components can be simulated using a small number of

particle species.

In addition to the expansion of the DTRW method to more complicated systems and the application

of a reduced complexity scheme to reduce the number of chemical species required by simulations this

thesis also presents the optimization and acceleration of the developed code. Despite the advantages of

the method and the expansions to its capabilities presented in this thesis the computational expense of

simulations using the DTRW method will still limit its popularity. The scheme described in Chapter 6

for the optimization of the reaction solution is shown to reduce the computation time required by the

reaction solution by approximately an order of magnitude. This increase in speed was observed over a set

of simulations with a total difference in the number of particles of one order of magnitude. By decreasing

the fraction of the total run time required by the reaction simulation, the optimization or acceleration of

other aspect of the solution became worthwhile. The acceleration of the tranport solution using an Nvidia
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Graphics Processing Unit (GPU) was able to reduce the run times require by approximately two orders

of magnitude. Though the acceleration of the reaction simulations was not as effective, the net effect

was a speed up of ∼3.5 times. The combination of these two approaches significantly reduced the run

times required by the reactive transport simulations performed for this thesis and have brought particle

tracking methods into a realm of more acceptable run times.

Though advancements to the functionality of the DTRW method have been made by this work a

number of useful advancements were beyond the scope of this work and so were not included. The most

important of these is the inclusion of variable flow fields in the simulations. The DTRW solution has

been implemented with the assumption that the FEM would be used for any flow solution used to drive

the advective transport. The combination of this with dispersivity data would allow for more in depth

simulation of the effect of WTR on the partitioning of Pb. Other extensions to the model that could

improve the quality of the simulations presented in this thesis are more complicated fitted rules including

effects such as competition between solutes for adsorption sites, creation and destruction of DOM and

SOM and variable pH. This could allow the reduced complexity to work effectively for a greater range of

soils.

The simulation of a greater range of experiments to allow for the relationship between, flow rate,

dispersivity and mixing limited reactions, and the reaction rate controls Pmax and σs would also be an

interesting and useful direction for further work related to the research presented in this thesis. The

reaction method presented has been designed for flexibility though limited characterization of its links to

physical processes have been possible.

The work presented in this thesis provides an expansion to the field of particle tracking methods,

both expanding the capabilities of the method, and investigating, in depth, the behaviour of existing

techniques used within it.

– 102 –



References

[1] “Previously-developed land that may be available for development: England 2007 - Results from

the national land use database of previously-developed land,” tech. rep., U.K. Department for

Communities and Local Government, 2007.

[2] “Dealing with contaminated land in England and Wales: A review of progress from 2000-2007 with

Part 2A of the Environmental Protection Act,” tech. rep., U.K. Environment Agency, 2009.

[3] T. Cairney and D. Hobson, Contaminated Land: Problems and Solutions. E & FN Spon, 2nd ed.,

1998.

[4] D. K. Asante-Duah, Managing contaminated sites: Problem diagnosis and development of site

restoration. Wiley, 1996.

[5] T. Cairney, “Soil cover reclamations,” in Reclaiming contaminated land, Blackie, 1987.

[6] C. Bambra, S. Robertson, A. Kasim, J. Smith, J. M. Cairns-Nagi, A. Copeland, N. Finlay, and

K. Johnson, “Healthy land? an examination of the area-level association between brownfield land

and morbidity and mortality in england.healthy land? an examination of the area-level association

between brownfield land and morbidity and mortality in England.,” Environment and Planning A,

In Press.

[7] J.-Q. Jiang and B. Lloyd, “Progress in the development and use of ferrate (vi) salt as an oxidant

and coagulant for water and wastewater treatment,” Water Research, vol. 36, no. 6, pp. 1397–1408,

2002.

[8] A. Babatunde, Y. Zhao, Y. Yang, and P. Kearney, “Reuse of dewatered aluminium-coagulated

water treatment residual to immobilize phosphorus: Batch and column trials using a condensed

phosphate,” Chemical Engineering Journal, vol. 136, no. 2, pp. 108–115, 2008.

[9] M. G. McDonald and A. W. Harbaugh, A modular three-dimensional finite-difference ground-water

flow model. Scientific Publications Company, 1984.

[10] M. C. Hill, “A computer program(MODFLOWP) for estimating parameters of a transient, three-

dimensional, ground-water flow model using nonlinear regression,” tech. rep., U.S. Geological Sur-

vey, 1992.

[11] A. W. Harbaugh, E. R. Banta, M. C. Hill, and M. G. McDonald, MODFLOW-2000, the U.S.

Geological Survey modular ground-water model: User guide to modularization concepts and the

ground-water flow process. U.S. Geological Survey Reston, 2000.

[12] A. W. Harbaugh, MODFLOW-2005, the U.S. Geological Survey modular ground-water model: The

ground-water flow process. U.S. Geological Survey, 2005.

– 103 –



[13] C. Zheng, “MT3D, a modular three-dimensional transport model fo simulation of advection, dis-

persion and chemical reactions of contaminants in groundwater systems,” tech. rep., U.S. Environ-

mental Protection Agency, 1990.

[14] C. Zheng and P. Wang, “MT3DMS, a modular three-dimensional multi-species transport model fo

simulation of advection, dispersion and chemical reactions of contaminants in groundwater systems;

documentation and users guide,” tech. rep., U.S. Army Engineer Research and Development Center,

1999.

[15] C. Zheng, “MT3DMS v5.2 supplemental users guide,” tech. rep., U.S. Army Engineer Research and

Development Center, Department of Geological Sciences, University of Alabama, 2006.

[16] T. Clement, “RT3D: A modular computer code for simulation reactive multispecies transport in

3-dimensional groundwater systems,” tech. rep., Pacific Northwest National Laboratory, 1997.

[17] T. Clement, Y. Sun, B. Hooker, and J. Petersen, “Modeling multispecies reactive transport in

ground water,” Ground Water Monitoring & Remediation, vol. 18, no. 2, pp. 79–92, 1998.
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