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A_preliminary study of the relations between solar flares

and solar magnetic fields. G.R.Greatrix.

Suﬁmary.

A survey of known_characteristics-of so1ar flares:
and related‘phenomena is given. This survey is supplemented by
further characteristics obtained from a statistical analysis
of data relating to more than 2,000 solar flares for the
period 1947 Jan.l to 1949 May 1. This analysis yielded the
following principal results:

(a). The intensity of a solar .flare is independent of its
position on the solar disk, the quantity of magnetic flux
associated with the spot group, and the rate of change of that
flux. There is some indication that the intensity may be
governed by the geometry of the associated sunspot magnetic
field..

(b). The frequency of solar flares occurring in a given spot
group:is dependent on the spot: magnetic classification, the
magnetic flux going through the spot,'and the rate of change
of that magnetic flux.

(c)._In certain cases;, the latitude distribution over the
solar disk of flares associated with spot groups of a given
magnetic classification is skewéd relative to the associated
spot distribution. The direction of skewness is dependent on
the spot magnetic classification.

This' last effect can be explained on the



assumption that the sun has a 'general' magnetic field. The
explanation is compatible with C.W.Allen's sunspot cycle
model which incorporates a mechanism to reverse the magnetic
polarity of the sun's general field at every sunspot maximum.
The results are discussed briefly in relation to the: various
electromagnetic theories of solar flares and it is concluded
that only F.Hoyle and T.Gold's: theory is: in accord with them.
Similar statistical analyses carried out for
different. periods: of sunspot activity should yield more
information on the behaviour of the general field, and show
 how the relations between flares, spots, and the general field
change with time. Accordingly, the analysis has been arranged
so that detailed statistical comparisons may be made whenever

any future, similar, work is done.




Introduction.

Ofthe phenomena that occur in the solar
atmosphere, flares are perhaps the most complex. They are
connected with the greatest amounts: of energy and with the
greatest range of associated observable effects. There is;
great controversy regarding the theoretical interpretation
of this phenomenon, and many theories: have been suggested.

The purpose of the following work is twofold.
Firstly, it is: a collection of’ the known characteristics of
solar flares, and secondly it is an attempt to supplement
this- by deduéing further characteristics which will be of"
use in deciding which of the many theories: of the oriéin of
solar flares is the most acceptable. These extra characteristics
are derived from observational data and are found to have
considerable bearing on the structure and movement of the

sun's general magnetic field.
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A. The Definition of a Solar Flare.

A solar flare is a localised, short-lived, large and sudden
increase in certain monochromatic radiations, vhich occur
within a radius of 105 km, of an active sunSpot.group.

B. The Classification of Solar Flares.

Solar flares are roughly graded according to their areas,
bfightness, and Hx width, all these being estimated at the
flares maximum intensity. However, classification using
these parameters 1s very difficult since the geometry of

a flare is highly complex and is set against a complex
chromospheric background. The flare itself varies rapidly in
brighthess, producing rapid variations in line profile, and
different parts of the flare behave differently. As a
reéult of these difficulties accompanied by differing
conditions and individual discrepancies of 6bservation,
there is a great diversity in classification among observatories.
The present system of classification is outlined below,
although, considering the above factors, it may be concluded
that this system is unreliable and a quantitative method of
grading is urgently required.

(a). Class 1-,

This consists of the smallest flares, which have areas less
than 100 millionths of the sun's hemisphere. These flares.
are only observed under good seeing conditions, and when

the instrument has a high resolving power. Many observatories
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neglect flares of this class altogetﬂer.
(b). Class 1.

This consists of flares which have areas ranging from 100

to 300 millionths of the sun's hemisphere. Their average
duration is about 17 minutes.

(e). Class 2.

This consists of flares which have areas ranging from >300

to &£ 750 millionths of the sun's hemisphere. Their average
duration is about 29 minutes. ’

(d). Class 3.
This consists of flares which have areas =750 millionths

of the sun's hemisphere. Their average duration is about

62 minutes.
(e). Class 3+.

This consists of flares which are not very different from

those of class 3 in their solar quality, but are accompanied

by a much greater intensity of geophysical activity than the i.:
flares of the other classes. The average duration of these @
flares is about 3 hours. |

C. The Development of a Solar Flare and the Sequence of its

Associated Events.,

| A flare rises to its maximum intensity in less thaﬁ 2 i
minutes, and sometimes this sudden intensification may be
described as a 'flash' of radiation. The flare maintains its

maximum intensity for a period of less than about 5 minutes,

and this is followed by a decay which is usually comparatively
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slow, although in extreﬁe cases it may be as rapid as the rise
to the maximum intensity. Ellison (1) finds, from an analysis
of 23 phogometric curves, that the mean ratio of the period
of initial rise to maximum intensity to the period of decay
is 0.29 with extreme values of 0.08 to 1.0.

The brightening of the flare takes place.initially in
'plage areas around active sunspots, and may extend to quite
distant parts of those plage regions and-follow their
geometry. For most flares, different parts of the plage areas
brighten simultaneousiy alfhough these parts may differ:
in their respective maximum intensities. Sometimes a region
brightens, some even brighten and then fade, before the onset
of brightening of the main flare region. Dodson (2) finds
that there are three 'preferred' rates of rise to maximum
intensity, all of these being roughly exponential in form.
These three rates of rise are approximately in the ratio
\6 : 2 : 1. There is some suggestion that intense flares favour
the second rate of rise. No intense flare has been observéd
to adopt the slowest rate of rise. (See Fig.l.).

The rate of decline from maximum intensity seems to be
independent of the rate of rise, but this deciine is slower
than the rise with very few exceptions.

The development outlined above can be followed by a
photometric technique, or by measuring at intervals of about
one minute, the effective line width of the Het emission line,

or its central intensity. The term 'effective width' can be
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Pigure 1. Light curves illustrating the three rates of:rise

to maximum. (2).

A B Flare emission
//\/\\ Contour.
\ 1004 continuum.

-7 Normal He absorption
Contour,
e
1 ! 1 1 E 1 F ] P i i

-4A =34 -24 1A O 1A 24 34 uA
Figure 2.



5e

understood by making reference to Fig.2. The contour XDCY
represents the normal contour of the Hel absorption line of
the chromosphere, while the contour XABY is that of the flare
emission Het line superimposed upon the normal Het contour.

At the points X and Y the spectral intensities of the flare
and its chromospheric background are the same. The wavelength
distance, XY, between these two points of edual intensity

1s known as the effective width of the flare emission line.
The development obtained by two different methods would in

each case be different. (See Fig.3.).

Phase anomally.
———— HelLine Width.

4 6
100 +
Phase anomally Het Line width.
(Degrees). Angstroms.
44
oL
II j 1 2'

| i | A '
0%9h.10m. 30m. 40m, 50m. 10h.00m.
U.T. 7 June 1948.

Figure 3. Simultaneous development curves obtained by
two different methods. The vertical scales have been

ad justed to give equal maxima.
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Solar flaresare also accompanied by the ejection of large
quantities of matter, known as flare surges,'from fhe sun.
Giovanelli and McCabe (3) find that the initial direction
of these surges is almost invariably radially away from the
nearest large.sunspot, and that they appear to have a wide
variety of appearances at different stages of their lives.
The surge usually makes its first appearance during the period
when the flare is rising to its maximum intensity. It is
' seen as a dark, absorption marking with an average velocity
of about 50 km./sec. The surge accelerates rapidly and
reaches a maximum velocity of more than 100 km./sec. at
about the same time as the flare reaches its maximum intensity.
During the next few minutes the velocity of the surge falls
toward zero, it becomes less dense in appearance, and fades
from view at about 30 km./sec. About 2 minutes before this
disappearance a second dark marking becomes visible which
has a radial veloecity of about 35 km./sec. towards the sun's
surface. The marking becomes more dense as its velocity
increases at a rate slightly less than that due to solar
gravity (2.74% x 10% em./sec.2). This acceleration continues
for about 10 minutes and then the marking begins to fade
and is lost to view at about 50 km./sec. If the maximum

outward velocity of the first absofption marking is large,

this .inward maximum velocity of the second absorption marking
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also tends to be large.

These two absorption markings appear to represent
a filament of dense chromospheric material suddenly ejected
from the neighbourhood of a flare region and then returning
along its original path. The markings are dark in comparison
to their photospheric background because, due to the Doppler
effect, thelr absorption leaves the normal He 1line.
During the outward journey of the surge its absorption line
is displaced to the short wavelength side of Het  and during
its inward journey to the long wavelength side of He .
At the highest point of the surge's trajectory thé velocity
becomes zero and there will be no Doppler displacement.
This accounts fdr the apparent fading of the surge as its
velocity becomes zero. Fig.4 shows a typical velocity-time

graph for these absorption markings.

Km./sec, 150 i
oUT. 100 / \
1\
50 Fo
0 \\\\\\Fading
Faint.
IN. 50-
. Fading.
100U ! L
0 10 20 mins.

Figure 4. Average radial velocity of' 12 out of 19 observed

flare surges versus time in minutes. The flares themselwes are
bright from about O to 18 mins., and are at their maximum
brightness at 5 mins. The dashed curve is different for different

flares. (4).



The electromggnetic radiations emitted by solar
flares extend from the far ultra-violet to the radio
wavelengths. These radiations reach the Earth in approximately
8.3 minutes. The ultra-violet radiations cause disturbances
in the D-layer of the ionosphere in the form of an increase
in the electron density and consequently aniincrease in the
copductivity and in the current density. These currents
affect the geomagnetic field, producing variations "-'10'3
gauss in H and V. Such variations are called magnetic crochets.
The extra ionisation in the D-layer increases the
absorption of short radio waves which are normally reflected
from the higher F-layer, causing a-temporaryi short-wave
radio fade out. If the path of the radio waves passes near
the point where the sun is directly overhead, the amplitude
of the waves is reduced to ~ 1/50 of the original value.
Very soon after the flare emission has been observed to cease
the radio fade out disappears. The effect is apparent only
in the sunlit hemisphere of the Earth. However, the D-layer
is the reflecting ponerfor very long radio waves of more
than 10 km. in wavelength. The reflecting power of the D-layer
is depéndent on the electron density existing in this layer,
and any increase in the electron density would improve the
reflecting power causing a temporary improvement in the

reception of very long radio waves. This situation is
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accompanied by an enhancement of atmospherics, which are
long radio waves generated by lightning flashes. This
_enhancemént of atmospherics occurs quite suddenly and
can be used as a means of detecting flares.

The sudden increasé in the electron density not only
improves the reflecting power of the D-layer for very long radio
waves but also lowers the height at which the reflection
takes place because the conditions for reflection are present
at a lower level in the ionosphere. This situation causes
a 'sudden phase anomaly' to occur in the reception of very
long radio waves from a transmitter situated within a few
hundred kilometres of the receiver. The path length of the

reflected radio waves has been reduced due to the lowering

|
in height of the effective reflecting region of the D-layer.
A receiver will normally be able to receive two series of_

signals from a transmitter; one series-reflected from the

D-layer and the other coming by the shortest route along the
surface of the Earth. The direct path length from the

receiver to the transmitter remains constant, bﬁt that of the
reflected wave is dependent on the electron density existing

in the D-layer, therefore a change in the relative phase

between the ground wave and the reflected wave is produced

by any variation in this electron density. Bracewell and

Straker (5) find that this phase difference provides a very

sensitive means of following the development of a flare.

This means is independent of observing conditions and gives
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a measure of the maximum disturbance!produced in the

ionosphere by the flare radiation. The measures so obtained
are free from personal errors. There is no thoroughly
reliable criterion for deciding whether or not a patch of
bright hydrogen shall be termed a flare. The occurrence of
a sudden phase apomaly associated with a bright hydrogen

patch may be used for such a criterion.

Reflected
Wave,

Ground wave.

Transmitter. _ Receiver.
Figure 5. A receiver receiving two series of waves from a

transmitter.

The emitted radiations extend to X-ray wavelengths
of 1 A, as demonstrated by Chubb et al, and other rocket
observations (6) made during the International Geophysical
Year. The rocket observations made by Chubb, et al (6)
.showed that although the flare of June 20, 1956, was still
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visible in Het and the X-ray flux was high, the Le¢ was not

very different from normal. Rocket observations made by the
U.S.A. during the total eciipse of 12 October 1958, showed
the presence of an intense flare of X-rays in the waveband
1 - 8 A. As totality was reached the ultra-violet intensity
diminished to zero whereas the X-ray intenskty remained at
about the same level. These observations indicate that the
ultra-violet radiation emanates from the chromosphere
whereas the X-rays emanate from the corona.

The corpuscular emission from flares-falls into two
main classes and is usually associated with intense flares
occurifigzin latitudes: of less than 45°, This-indicates that
the corpuscular stream leaves the sun in a cone of
semivertical angle~45°. One class consists of slow moving
particles which have average speeds~2,500 km./sec. and
reach the Earth in about 20 hours. after the wave radiations.
This time of travel, however, varies a great deal and the
distribution of travel times for intense solar flares of

class 3+, are given in Fig.6.
8 Great storms.
g
3 Small storms.
* FE%//////
£ A -
?;|7Z /6, !FL1EﬂJZ_

0 7 11 53 65 hours.

Figure 6. The distribution of time intervals in hours,

between intense solar flares (3+) and geomagnetic storms.
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The time of travel consists of the time needed to
accelerate the particles, the time taken for the particles
to pravel from the acgelerating zone to the Earth, and the
time needed to generate the conditions necessary for the
occurrence of a magnetic storm. A magnetic storm is
characterised by a sudden disturbance of 2 10~3 gauss in H,
and .the effect is simultaneously apparent at all places with
a geomagnetic iatitude of less than about 60°, on the night
hemisphere as well as the day hemisphere. Such a storm is
caused by the Earth's magnetic field encountering a stream
or cloud of charged particles that have been ejected from
the sun at the time of the solar flare. The resulting variations
in the terrestrial magnetic field induces electrical
currents beneath the surface of the Earth. The solar
particles, on entering the Earth's: magnetic field, are
guided preferentially along the lines of force, eventually
producing Auroral displays in fairly well defined zones:
near the polar regions. The luminosity of the aurora is
caused by the interaction of the solar particles: and the
terrestrial particles present in the rarefied upper
atmOSphefe. Aurora appear in a variety of forms of which

the most common are 'quiet arcs! and 'rays'. A quiet arc has
a sharply defined lower border but no clear upper border;
the maximum luminous intensity occurs a few kilometres above
the lower border and then decreases rapidly just above the r=

‘maximum. The height of aurorae are determined by triangulation
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and the greatest auroral -frequency occurs:at a height_of
100 xm. Observations made on the auroraé during the
International Geophysical Year indicate that quiet ares lie
very nearly along lines of constant magnetic inclination. (8).
Aurorae showlng a ray structure are aligned parallel to the
Earth's magnetic field. They usually show a greater
extension in height than the quiet arcs and vary little in
luminous intensity; Auroral spectra taken by Gartlein (9)
and Meinel (10) show the presence of the first three lines
of the Balmer Series. These lines are greatly broadened and
displaced. If the displacement is interpreted as a Doppler
effect the mean velocity of the incoming solar particles is
450 km./sec. parallel to the geomagnetic field. The maximum
velocity is more than 3,000 km./sec. No Doppler displacement
could be detected when the observations were made perpendicular
to the geomagnetic field.

The second class of corpuscular emission féém flares
consists of high speed particles, or cosmic rays; ﬁhiéh_
arrive about a quarter of an hour after the visibleirédiation
has reached the Earth. After the occurrence of a flare of
medium <or: ‘high iintensityz:there is usually a slight increase
in the intensity of cosmic radiation. These slight increases:
are only observable in'certain zones on the Earth as the
particles are strongly affected by the geomagnetic field.

Slight increases are attributed to geomagnetic disturbances
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and therefore are probably secondary flare phenomena.
However, in five cases, very large, sudden increases in the cc
cosmic ray flux have been observed. These increases are cal}ed
'great bursts of cosmic rays', and wvere associated with the
very intense flares of 28 Feb.19%2; 7 March 1942; 25 July
1946; 19 Nov.l949; and 23 Feb.1956. The magnitude: of the
effect was greatly dependent on the latitude, longitude:
and altitude of the recording station, and'in no case was
an increase of cosmic ray intensity observed at Huancayo
Station on the equator. This indicates that the primary
charged solar particles have an energy of less than 15 BeV.
It is interesting to note that the flare of be. 19, 1949,
- occurred in association with a spot group whose co-ordinates
were 70°W and 2°S, while the flares of 28 Feb. and 7 March,
1942, were associated with a large group of sunspots of which
the two principal umbrae had opposite magnetic polarities and
a field of some 4,800 gauss. The variations of cosmic ray
intensity, recorded at various stations, associated with the
flares of l9h2 and 1946 are shown in Fig.7. The great decrease
in cosmic ray intensity which occurs about 20 hours after
the onset of the flare is caused bf a geomagnetic storm
ﬁrodueed by the slower moving particles of the first class.

The subsequent recovery to normal intensity takes several days.
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Figure 7. Variations of cosmic ray intensity associated with
the flares of 28 Feb. and March 7, 1942, (11).



16.

Fade oﬁt _ - Onset of magnetic
6h, 00m, storm, 18h,08m, U,T.

16 m Exc tensi
12 il
18 i
8 | | Gedhawn.
16
0 pAA -
-l I I /"‘JN‘A 12
RV 8
- v N
A"A ._J ‘ Ch ‘1a . 0
0 = - //WI =k
. ! Jvﬁpf -8
-8 A 0

3 2% 26 28 30 12.
July 1946, Aug,

Figure . Variations in the intensity of cosmic rays
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Increases in intensity, probably associated with flares,
have been observed during balloon flights and from aireraft.(12).

Flares are sometimes accolpanied by very large increases
of solar radio emission. Such increases of radio noise
are called 'Outbursts'. The observations of Payne-Scott,
. Yabsley, and Bolton (13), using frequencies of 200, 100 and
60 Mc/s. suggest that the onset of the flare as shown on a

low frequency occurs: some time after the onset as shown on

a higher frequency. (See Fig.8).

Began. Complete. Recovery period.
\ ' y -7
RN y __J
o420 0425 ~ Radio fade out. o440 0500
. T T T
200 [Mc}/s}. )
Ll A h AL
100 Mc/sk | '
60 [Mcl/s} -J‘

0420 025 0430 ST o U,T.
Figure 8. A large outburst on March 8, 1947. (13).




18.

In the same way as the ionosphere is opaque to
certain frequency ranges of radiation due to the degree
of ionisation of the ionosphere, the ionised atmoéphere
of the sun is also opaque to certain frequency ranges.
Theoretically, electromagnetic radiation can be propagated
through a uniformly ionised medium only at frequencies: above
the critical frequency which is proportional to the square
root of the electron density of the medium. Since the
electron density of the medium of the solar atmosphere
decreases with height, a source of electromagnetic
radiation travelling upwards through the chromosphere and
corona would exhibit just such a series of delays with the
“high frequencies preceding the low. The derived velocities
of the passage of the source through the solar atmospheré,
assuming the Baumbach-Allen electron distribution, is
~ 500 km,/sec. The polarisation of an outburst is random
during the initial, intense phase, when the source appears
to be moving outwards through the chromoaphere and corona.
The source then seems to drift back towards the solar surface
emitting circularly or elliptically polarised radiation,
much lower in intensity than that of the initial phase.

The dynamic spectrum of an outburst obtained by Wild,
Murray, and Rowe, (14) shows that there is a fairly uniform
drift in frequency as time passes, and quite a sharp cut-off

_at the lower frequencies. (See Fig.1l0). The outburst also
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Frequency Mc/s. ?O 100 200 250
Nov. 21, 1952. . : | Illlll il
U.T. 23h. 50m:
551, —
2’+ho OOm.-— ”
osmo"% | . —

] I L '.llllllllllll'l
Figure 10. The dynamic spectrum of the outburst of Nov.21,

1952. The two contours represent intensities of 5 and 20

x 10721 watt/sq.metre/cycle/sec. (1k).
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appears to show the presence of a fundamental and its
second harmonic. The multiple peaks of each band of the spect-
rum could be interpreted as a Zeeman effect caused by a
magnetie field of 10 to 30 gauss, but the random polarisation
of the outburst is a difficulty here. However, magnetic
fields of this order are to be expected in these regions
of activity. The slight circular or elliptical polarisation
of the later stages of an outburst has been attributed by
Payne-Scott and Little to the development of coronal
magnetic.fields during the outburst while Wild (15) suggests
that it may be due to a state of turbulence in the corona
produced by the corpuscular emission from flares. The
postulated outward velocity of the source suggests an
association with_the velocity of ejection of the aurora
generating particles from the sun. The above results were
obtained using a frequency range of only 40 to 240 Mc/s.
Later work by Davies (16) with equipment possessing a range
from 60 to 10,000 Mc./s. showed that the flare onset is
often revealed on 3,000 Me./s. before any other frequencies.
These observations suégest that there is a simultaneous up
and down movement of ipnised material. It has been already
suggested that flare surges appear to exhibit a simultaneous
up and down movemént near the top of their trajectories.
(See page 7 ).

The development of phenomena associated with a solar

flare is shown diagramatically in Fig.1ll.
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Flgure 11. The devekpment of" phenomena associated with a

Solar Flare.
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D.The Characteristics of Solar Flares.

The characteristics of solar flares have been
summarised by Ellison (17), Hunter (18), Giovanelli (19),
and by Kiepemheuer (20). The following list of features
characterising flare emission patches and associated
secondary phenomena include those given in the above
papers together with some not previously listed.

(i) Visual Characteristics.

1. The areas of flares range from 0 to well over 1,000
millionths of the sun's hemisphere.

2. They develop out of pre-existent normal bright hydrogen
flocculi.

3. Their rise to peak intensity i1s usually very rapid and is
nearly alwayé followed by a relatigely slow decay.

4, The duration of peak intensity is very short, being
less than 5 minutes, although their total life may be
many hours.

5. They appear to.have no lateral or vertical movement
independent of other adjacent chromospheric markings.

6. They are encountered at various levels in height ranging
from~10,000 to~30,000 km. from the photosphere, i.e. in
the chromosphere and lower corona.

7. All available evidence indicates that flares appear
suddenly, and there is no detectable emission of masses

of gas from deeper layers of the sun's atmosphere.
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8. About 80% of flares of intensity 3 and 3+ eject surge
type prominences of class 3d. These prominences appear
as narrow spikes moving in almost vertical trajectories
to a height of~ 30,000 km. (See page © ).

9. The probability of a flare occurring, according to
Giovanelli (21), varies with the area, the rate of
increase of the area, and the complexity of the associated
sun=-spot group. No attempt has been made to determine
the probability of any particular class of flare occurring.

10.Small flares seem to favour the stages of rapid sunspot
growth or decay, while the most intense flares appear
to favour the mbre mature stages: of sunspot development.

1l.Flares of intensity 3 and 3+ are often characterised by
long ribbon-like emission filaments passing over, and
often obscuring many of the largest umbrae. The majority
of flares of lower intensity are not of this filamentary
nature but often appear as oval or irregular patches of
light, showing a noticeable avoidence of the main umbrae,
and a preference for the smaller spots and pores in
the vicinity of the larger ones.

12.Flares of class 3+ are very rare occurring on the average:
once or twice a year, while flares of class 1 occur

- every few hours during periods of marked solar activity.

13.1f a flare has a filamentary nature, a neighbouring




filament bf chromospheric material lying on the
geometrical extension of the flare filament is often
affected. The perturbation is propagated with a velocity
of~100 km./sec. |

14, Some parts of a flare appear to follow the vortex pattern
around the associated sunspot group.

(ii).Spectral Characteristiecs.

15.Although flares are mainly confined to the chromosphere
great variations in height have been recorded. Allen (22)
has shown that there is a detectable change in the
relative intensities of Fraunhofer lines in the lower
regions below the flare.

16.The true central intensities in units of the intensity
of the surrounding continuous spectrum close to Het
is about 0.6 for class 1l; 1.5 for class 2; and 2.3 for
class 3.

17.The contour of the bright emission line is hearly
symmetrical about the normal position of He, and is
independent of the position of the flare on the sun's
disk. Doppler displacements of the contour have not been

_observed in excess of ~ 10 km./sec.

18.There is a greater extension in the red wing of the
bright He{ emission than in the blue wing. This extension
increases with the importance of the flare, reaching
about 0.7A for flares of class 3.

19.Flare spectra show bright reversals in the Balmer
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absorption lines of Hydrogen, neutral helium, ionised
calcium, iron, silicon and a few other metallic elements,
but there is much variation in detail between different
‘flares. There is no evidence that black body radiation,
sufficient to account for the observed geophysical effects
is associatedcwith solar flares.

20.In ‘a few cases very intense flares have been visible in
integrated white light.

21.The effective line width of the Hel emission at the peak
'intensity of the flare usuall& varieé from 1.75A to about
16A, but Ellison and Conway (23) reported a width as great
as 22A.for the flare of November 19th.1949.

22.Bruck and Ruttlant (24%) report that there is some
indication of a small depression in the violet ﬁings of
the H and K lines in the solar spectrum during a magnetic
storm. This depression, if interpreted as a Doppler effect
would represent a velocity of a cloud of particles of
about 750 kﬁ./sec.

23.Richardson and Minkowski (25) find that there appears to be
no essential difference in the spectral characteristics of
solar flares of different classes. Spectroscopically the
distinction between one class and another is merely one of
intensity.

24.Variation between the two helium lines D3(33D - 23P) and
A6678 (31D - 21P) is very marked. D3 appears sometbmes in
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emission, sometimes in absorption, and often not at all.
A\6678 appears only in emission from a few intense flares.

25.A11len (22) finds that the Fe* lines are enhanced in
solar flares.

(iii).Radio Emission Characteristics.
26.An outburst of emission associated with a solar flare

usually lasts several minutes and is observ%}e in
frequency range of 38,000 Mc./s. to 20 Mc./s.

27.The polarisation of such an outburst is random, although
Akabane and Atanaka (26) find that changes in polarisation
on 9,000 Me./s. took place during the three large flares
on 3 July 1957. They suggest that these changes in
polarisation were due to a shift in the flare activity
centre relative to the sunspot magnetic field.

28.The emitting material often appears to be moving
simultaneously up and down with velocities of the order
of 1,000 km./sec.

29.The outburst of 21 Nov.1952, observed by Wilde, Murray

" and Rowe (14) showed the presence of a fundamental and
its second harmonic.

(iv). Magnetic Characteristics.

30.Detailed studies of magnetic fields in active summpot
regions made during the I.G.Y. show that the lines of
force are suddenly redistributed during a solar flare.

31.There is no close correlation between summpot magnetic
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fields and the shape of solar flares, but the flares
of 18 Feb.1942 and 25 July 1946, followed the line of
demarcation between the regions- of opposite magnetic
polarity.

32.Flares are most frequent during the initial and final
stages of the life of the associated sunspotsy, indicating
that changes in magnetic flux are more important than
.actual field strength.

(v). Cosmic Ray Characteristics:

Increases in cosmic ray intensity are associated with a
very intense flares and these increases have the following
characteristics:-
$3.They are extremely rare. The information available so
far shows that they usually occur every few years.
3H.The maximum intensity occurs about one hour after the
beginning of a sotmr flare.
35.N0 appreciable increase in cosmic ray intensity has
been recorded at the equator (Huancayo), indicating that
the particles were charged and had energies £ 15 BeV.
36.The magnitude of the effect at the American stations
was several times as great as at the European stations.
37.The magnitude of the effect of the ionising component
rapidly increases with elevation above sea level and at
mountain lévels is about four times as great as at sea

level.
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38.The magnitude of the neutron component effect is many
times as great as the ionising céﬁonent. |

39.The increase in intensity proceeds very rapidly in a few
minutes; the return to normal level is much slower and
takes several hours.

40.There are differences in the variations of intensity at the
middle and high latitude stations.

41.A flare, irrespective of its location on the solar disk,
may emit cosmic rays detectable on the Earth.

(vi). Auroral and other Characteristics.

42,0bservation made on aurorae during the International
Geophysical Year show that the zones of equal frequency
of occurrence of aurorae in the two hemispheres appear
to be nearly along lines of constant magnetic inclination
and not along lines of'equal geomagnetic latitude.
43.Magnetic storms and aurorae take place-only if the flare
occurs near the centre of the disk as seen from the Earth.
4, The first 3 lines of the Balmer series have béen observed
in certain auroral spectra (27). These lines are greatly
broadened indicating that the aurorae-generating particles
consist of hydrogen atoms travelling with sppeds of
Z 450 km./sec. However, Meinel and Fan (28) find evidence
of some helium nuqlei in the aurorae-generating particles.
45.The height at which aurorae most frequently occur is
about 100 km. (29). This height would necessitate

energies of ~1 MeV if the particles are protons and 4 KeV
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if they are electrons. However, the velocities corresponding
to 1 MeV are ~ 15,000 km./sec. and no Doppler shift has
been observed corresponding to velocities much greater
than 3,000 km./sec.

46,The maximum auroral frequency occurs at latitudes of 67°.

47.The occurrence of aurorae depends on local time and has
a maximum frequency at about 23.00 hrs.

48, Aurorae with a ray structure occur more frequently before
23.00 hrs. than after. |

49.Rapidly fading radar echoes are obtained from Aurorae
on frequencies of more than 20 Mc./s. These echoes are
probably produced as a result of scattering by the fine
raylets of ionisation.

50.There is some evidence that aurorae are caused by particles
leaking from the Van Allen radiation belts and that the
rate of leakage is associated with the intensity of flare
activity.

5l.Flares cause increased conductivity in the D-layer of the
ionosphere, which causes abnormal attenuation in short
radio waves, and produces small characteristic disturbances
in the Earth's magnetic elements. These disturbances are in
the same sence as the normal diurnal variation and last only
as long as the visible flare.

52.Bracewell and Straker (5) have found that the phase of very
long radio waves is highly sensitive to the occurrence of

of solar flares. Many so called flares of class l- produce
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no phase anomaly.

53.Warwick (30) finds from a statistical analysis of flare
data obtained at the Sacremento Peak Station, New Mexico,
that there is no certain evkdence of a Sudden Ionospheric
Disturbance associated with a flare having a height of less-
than 15,000 km. above the Ho¢ limb.

54.Nonweiler (31) discovered that there is an apparent
correlation between the fluctuations in the rate of
decrease of the period of an Earth Satellite and contempor-
-ary fluctuations in total flare intensity. This
indicates that flares are associated with a temporary
decrease in air density and/or temperature within the

| lower ionosphere.
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E. A brief survey of the characteristics of Suhspots, the

Chromosphere and the lower Corona.

Since flares occur in the chromosphere and the lower

corona, and always in the vicinity of active susnpot groups,

any adequate theory of solar flares must explain how the

conditions in these regions reach the stage where a flare

occurs. The principal features of these regions may be

summarised as foliows:-

Sunapot Groups.

(1).
(2).

(3).

().

(5).
(6).

(7).

They are formed by the coalescence of a number of pores.

Their effective surface temperatures are of the order

of 4,500%K.

Their lives range from a few hours up to about two
months.
When fully developed they are roughly circular in

shape with a dark inner region, or umbra, surrounded
by a less dark annulus or penumbra. The line of
demarcation between umbra and penumbra is remarkably
clear. The umbra occupies about a fifth of the total
area.

Large spots are usually distorted in shape.

There is some suggestion that the surface of the spot

has the form of a depression.

The average radius of a spot is of the order of 10,000 km.
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(8). 90% of spots tend to occur in pairs, lying approximately
in the same latitude, and having different polarities.
(9). The distance between the two spots of a pair increases
during the initial stages of spot development and then
decreases during the later stages of develppment.

(See Fig.12).

Day 1. .
i oD
Day 5. 1st. transit
across the disk.
Day 10. Maximum development.
2nd. transit across
Day 30. the disk.
@
3rd transit across
Day 60. @ |  the disk.
I (-]
1 12°
of solar longitude.

Figure 12. The development of a typical spot group.




(10).
(11).

(12).

(13).

(14).

(15).

(16).

33.

Their magnetic fields are about 3,000 gauss.

The magnetic field of the léading component of a
bipolar spot group tends to be stronger than that

of the following component.

90% of spot groups are bipolar, 10% unipolar, and
about 1% are multipolar.

The material at the surface of a spot is observed

to be flowing'out of the spot at about 2 km./sec.

This phenomenon is known as the Evershed effect.

The frequency of summpot occurrence varies over a
period of about 11l.1 years, having an interval of

4.5 years from minimum to maximum and 6.6 years from
maximum to minimum.

There is an asymmetry in the distribution of spots

in the two hemispheres.

They show a periodic variation in latitude. New cycle
spots break out in belts approximately in latitudes
30°N and 30°S. and these belts gradually drift
towards the equator as the sunspot activity increases
until latitudes 16°N and 16°S are reahhed. The drift
towards the equator continues with decreasing acfivity
until the spots finally'die out at 8°N and 8°S. Two or
three years before this disappearance new spots beging
to appear in latitudes 30°N and 30°S, and the cycle

repeats itself.
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(17). During any one cycle the magnetic polarities of
bipolar spot groups are systematically orientated
in each hemispheres. The leader spots are North
seeking in one hemisphere and South seeking in the
other hemisphere. During the succeeding cycle this
orientation is reversed. Thus the sunspot cycle may
be said to be 22.2 years.

The Chromosphere and Lower Corona.

The emission spectrum of the lower chromasphere
resembles a reversal of the Fraunhofer absorption spectrum
of the solar disk. However, there are more lines of ionised
metals and high excitation lines of neutral atoms in the
spectrum of the lower chromosphere than in the spectrum
of the disk. The first members of the Balmer and Paschen
series of hydrogen, the H and K lines of Ca%*, some He lines
and one He' line are visible to heights of more than
10,000 km. The He¢ line extends to the greatest height in the
chromosphere and cannot be detected at heights of more than
12,000 xm. This height is regarded as the upper limit of the
chromesphere and the base of the corona. The base of the
chromosphere is at a height of 1,500 km. Above this
conditions become non-thermodynamic. From the photosphere
to a height of 1,500 km., conditions are approximately
thermodynaitic and this region of the solar atmosphere 1is

known as the reversing layer.
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The temperature of the lower chromosphere as given

by Van de Hulst (32) after analysing the available

M °K. The temperature of the

observational evidence, is ~10
luppér chromosphere above 6,000 km. has a steep gradient
and reaches a temperature of~3 x 10“ %K near the base of
the corona. This temperature gradient is maintained in the
corona where the temperature reaches values oftvlo6 °k.
Above disturbed regions of the solar surface parts of the

chromosphere may extend themselves into the corona. These

extensions are falled prominences.
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Electrodynamics of the Chromosphere and the Lowef Corona

overlying Sunspots.

It is now generally accepted that electromagnetic
phenomena play an esseﬁtial role in nearly all solar
events. However, the subject is still in an early stage of
development and in conseéuencé no detailed correlation:scan be
expected between'theory and ebservation. It is obviously
desirable to have an experimental'chgck on the theory but
the difficulties involved in any atfempt to construct .
laboratory models of solar phenomené are very great. It is
necessary to have solid bounding walls which often have
complicated effects exceedingly difficult to interpret.
It $s difficult to obpain a high enough degree of 1onisation
in a discharge tube and the characteristic dimension of the
laboratory model'is necessarily very sméll compared to that
of the solar system. Furthermore, no liquid has a high
enough conductivity to make a good scale model, and this
combined with the small characteristic dimension, makes it
very difficult to investigate the required phenomena owing
to the rapidity of their decay. However, certain experiments
have provided confirmation of the theory. in particular, the-
inhibition of turbulence and convection by a magnetic field,
and the presence of magnetohydrodynamic waves in mercury.

In general the theoretical method of attack is
easier than the experimental method and this chapter is

intended to give an outline of the accepted fundamental
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theory relevant to solar flares and related phenomena.
Any theoretical model should be at least consistent with
the following ideas.

The fundamental equations used in solar
electrodynamics are those of electromagnetism and
hydrodynamics, with appropriate modifications. In any
work of this kind it is usually necessary to make rough
calculations of orders of magnitude using a characteristic
length 'a' and a char#cteristic time 't' to obtain the
orders of magnitude of derivatives. In the solar atmosphere
overlying sunspots 'a' may be taken as~10° cm.

Faradays law states that the rate of change of
flux through a closed loop is equal to the e.m.f. round
that loop. If the loop gensists of a perfectly conducting
fluid, as is the case with the solar atmosphere’to a high
degree of approximation, the e.m.f. must be zero and hence
the flux cannot change. If the fluid is in motion this
result can be extended to apply to a loop, every point of
which moves with the velocity u of the fluid at that point.
The condifiqn of perfect conductivity requires that at each
point the electric field in the frame moving with the
.veloeity u should be zero, or, in Gaussian units,

E=-U.XH/C ° . ° ° ° ° ° ° (l)o

where E and H are the electric and magnetic field respectively

and ¢ is the velocity of light. The departures from unity

of both the dielectric constant and the magnetic permeability

are negligible in the case of the solar atmosphere. It will




38.

be shown later that (1) is a good approximation in solar
conditions, and may be regarded as valid for the purposes of this
chapter.
If we considef‘next the Maxweld equation
Yntj = c.curl K --3E/2t o e . . o (2).

we have, using orders of magnitude,

leurl H| ~ H/a
and from (1), E ~ull/c giving 9E/3t ~ulH/ct and thus
\eE/3tl <« c.curl H.
and UWj Mc.curl H . . . . . . . (3).
Consistent with (3) is:the equation

divj = 0 . . . . . . . ().
which expresses the fact that the flow of currents leads:
to no piling up of charge.
The equation of electromagnetic induetion is °

c.curl H = -3H/3t . . . . . . (5).
showing that the induced currents flow in such a way as to
oppose the motions and mhanges of field causing them.
From (1) equation (5) can be written

curl(u x H) = 3H/3t . . . . . . (6).
which 1s the equation obtained by supposing that the lines of
force are dragged about with the velocity u of the material.
The lines of force may be said to be 'frozen' into the material.
The effect may also be interpreted as electromagnetbc shielding

in large masses of gas.
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For small masses of gas the induced currents will
not appreciably affect the magnetic field and we may adopt
the following treatment. The force P on a charge e moving
with velocity u is
P =¢e(E +ux Hc) . . . « e (7).
Because of the term u x H/c in this a current density j
leads to a body force j x H/c per unit volume. Thus if v is
the material velocity, and p and p are the pressure and mass
density respectively, the equation of hydrodynamic flow is
pdv/dt = -grad.p + pg + j x H/c . . . (8).
where g is the vector acceleration of gravity. The body
force J x H/c can be expressed in terms of H alone using
(3). It is equivalent to an electromagnetic tension H2/8w ‘
along the lines of force, and a pressure H2/gw per unit area
"perpendicular to the lines of forece. In the solar atmosphere
pg = grad.p and (8) reduces to
gdv/dt = j x H/e.
=¢E x H/c =a(v x H/c2) x H
- fdv/dt = -gvH2/c2
where- o 1s the conductivity.
Thus for any motion across the lines of force,
v w111 decay like exp.(=- tcHz/ch) The decay time <T is
therefore given by T = fcz/o‘H.2 o . . . (9).
In the chromosphere, where flares usually occur we

may takej: ~2x 10"13, and (/c2~3 b'd 10"8 e.m.u., giving

O VoY
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< ~ 6 x 10~6/82, Thus for any appreciable magnetic
field H the velocity across the lines of force is likely
to.disappear in a very small fraction of a second. Thus,
small scale motion in a magnetic field is likely to be

along lines of force.

It is clear that in solar conditions inductive drags
are very important, and may be more important than the
conductivity in determining the currents which flow.

Conductivity in the Solar Atmosphere.

The relation between the current j and the electric
field E in the presence of a magnetic field H can be considered
as a combination of two particular cases. (33).

(1) E parallel to H.

The current j is given by
J=€E . . . . . . . «o.
where ¢ is the conductivity given by ¢ = c¢?n e2/vm,,
where ng is the electron density, and the electron-proton
colliéion frequency vV = 15neT'3/2 for fully ionised
hydrogen.
6/c2 = &213/2/15m,

13/2/5.35 x 1013 . . . . (11).

Equation (10) is also valid in the absence of a magnetic field.

.(2) E perpendicular to H.

In this case the current is given by
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j=e¢g + (dEx)m . . . .. Q2.
and ol + 1611 = c2(5.35 x 1013132 . 1.8.6 x 103HT/Py) 7L
where sl and &Il are the conductivities parallel to E
and perpendicular to both E and H respectively; 1 = -1 ,
and P, is the electron pressure in dynes/cmz. From these
equations the following relations can be obtained:
cl/etl = 6.2 x 109pe/mT5/2 . . . . (13).
s/l =1+ (fl/6h)?2 R ¢ IO
s/l = &/t + g/t R ¢ )

In the chromosphere overlying sunspots we may

take PgA10-2 dynes/cm? and T~2 x 10* OK, These values give
1/6t51.1 x 1073/H and since H is usually ~100 gauss it is
clear that
- > éJI_,’> P

However, well beneath the photosphere Pg probably
reaches ~s10/ dynes/cm? and T ~ 3 x 10% OK. These values
now give G.I/(II” 4 x 105/H. Thus, deep in the solar interior,
provided H<k x 107 gauss, we have

i > QJI and ¢ & ol

Therefore, in.the chromosphere and lower corona
overlying sunspots the conductivity perpendicular to H is
negligible, while deep in the solar interior and in the main
body of a spot it is comparable to the conductivity
parallel to H.
The Decay of Magnetic Fields.

Consider the equation 4wj = c.curl H; this can be

- - M
T T, P AL~ & 3
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written as c.curl H = YW ¢ E, Taking the curl of both sides
of this equation we obtain c.curl(Zurl H) = kwecurl E which,
using (5), reduces to

c2.curl(curl H) = kv 2H/3t . . . (16).

This is a diffusion equation indicating that the
field decays by leaking to regions where the field is in
the opposite direction and so being neutralised. Using orders
of magnitude (16) becomes

¢?H/a2 = LS H/t.
where t is a decay time during which H changes by an
appreciable fraction of itself, and a is the characteristié
dimension ~10%m. Taking ¢/c2~3 x 10-8 €.M.U., then
tok x 1011gecs ~10% years. __
Even if 'a' is réduced by a factor of 10 the decay time is
still about 100 years. From the above considerations it is
obvious that a sunspot magnetic field cannot grow or decay
while the spot is a visible surface feature which is~10 to
100 days. The observed decay must be due to material motions
carrying the lines of force beneath the solar surface. There
seems to be little chance of a line of force shrinking to
a point and so disappearing.

The validity of E = -u x H/c.

Strictly speaking equation (1) should be written
as E = -u x H/c + Ep. The extra term E, is due to electric

fields produced by any relative motion between the magnetic
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field and the material other than the velocity u. The
following causes of such relative motion are:

(a) Hall effect.

(b) Electrical Resistance.

(¢) Enhancement of resistance by turbulence.

(d) Thermoelectric effects.

(e) Viscous effects.

(f) Radiation pressure.

(g) Relative motion of neutral particles.

(h) Recombination and ionisation.
Equation (1) will be valid provided the electric fields
produced by these effects are negligible compared to
the induction field -u x H/c.

The Hall Effect.
The Hall effect results from the difference

between the masses of electrons and protonms, m, and m,
respectively, and can be represanted in (1) by the
addition of an extra term

(mp - mg).J x H/ecz(npmp ¢+ n.m,) . . . (17).
where np is the proton density. In ionised hydrogen he ® Ny
and omitting the factor (mp - me)/(m, + mg) which is & unity,
(17) may be written as

i x H/ngec2 . . . . . (18).
which is very small compared to the induction field in all

solar applimzations. (See table 1 for orders of magnitude).
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The electrical resistance.

The ohmic field can be represented by the term
j/6. The rationof the ohmic field to the induction field
is ~ c2/4maue and is seen to be very small.

Turbulence.

The Reynolds stresses, due to the transfer of
momentum can be represented approximately by'fu2 where [ is:
the mass density of thle material. The total magnetic stress
is comparable with H2/4W, Thus the magnetic field will
inhibit turbulence if HZ> 4rpu?. This is always true in
the chromosphere overlying sunspots and therefore turbulence
is unlikely to occur and will give no contribution to the
induction field.

Thermoelectric effects. -
J.W.Dungey (34) has shown that the resulting

field due to thermoelectric effects is kT/eac where k is
Boltzmann's constant. By making reference to table 1 it will
be seen that the thermoelectric field is quite negligible.

Viscous effects,

Viscpsity, like all transport pﬁenomena, is
affected by a magnetic field. The rate of transport of
charged particles across the maghetic field is reduced by
a factor~vy /(N2 +mh35%, the rate of transport parallel to
the field remaining unchanged. Here, qw is the proton-proton

., collision frequency and L. is the proton angular gyrofrequency

given bj N = eHVmp. In the chromosphere and lower corona i
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overlying sunspots the gyrofrequency is large compared to
the collision frequency and in consequence the rate of
transpoft of charged particles perpendicular to H is
considerably impeded. Thus, viscous effects may be neglected

when considering their contributioh to the electric field.

Radiation pressure.

The movement of charged par?icles perpendicular
to the magnetic field due to radiation pressure can be
regarded as a transport phenomenon. This effect can be
treated in the same way as viscous effects and may be
neglected in the solar atmosphere overlying sunspots.

Relative motion of neutral particles.

If the velocity of the neutral particles differs

from the bulk velocity an electric field will be produced

in the following manner. Because of their smaller masses,

the electrons will be affedted more than protons by
collisions with neu-tral particles, and the consequent
contribution to the electric field will be in the opposite
direction to the induction field. However, such relative
motion is opposed by collisions between the neutral and
charged particles and the effect can only be‘of importance where
the neutral particlesdensity exceeds, or is at least
comparable with, the charged particle density. This condition
is only satisfied at photospheric level. The effect has been
discussed by Hoyle (35) and found to be small.

Recombination and ionisations.
Charged particles may be effectively transported
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across the magnetic field if the ions recombine, move
across the field, and then become reionised. However, in
the chromosphere and lower corona the hydrogen is nearly
fully ionised and any electric field produced in this way
would be negligible compared to the induction field. Even
at photospheric level, where neugral hydrogen is the
dominant constituent, the process is far too slow to

wvarrant consideration.

Table 1, Various orders of magnitude for the chromosphere

and lower corona overlying sunspots.

Quantity. Order of magnitude.

a e, . 109
u cm./sec. 106

- H gauss. 5 x 102,
T og, | 2 x 104,
67/¢2.  e.m.u. : 10-8
H2/8T  dynes/cm?. 10"
ul/c 2 x 1072
J- x H/ngec2. 3x 1070
c2/4faue 10-8
KT/eac T
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A _Statistical Preliminary.

Measures of Central Tendency.

The mean or afithmetical average of a set of
observations is given by the sum of those observations
divided by the number of observations. The mean is denoted
by placing a bar over the appropriate variable. i.e. X = 2x/n.

The median is the central value of a set of
observations. The median will coincide with the mean only
if the observations are distributed symmetrically about
the mean. The deviation of the median from the mean is
therefore indicative of an asymmetry, or skewness, in the
distribution.

The mode is the value of the measurement occurring
with the greatest frequency.

Measures of spread.

The_variance is the sum of the squares of the
deviations from the mean divided by the number of degrees of
freedom. The number of degrees of freedom is usually one less
than the number of observations. The variance is denoted by
62. Thus, €2 = Xx - D%/(a - 1).

The standard deviation is taken as the square root
of'the variance and is denoted by ¢ .

The standard error is a measure of the accuracy
of an estimated parameter. For example the standard error

of the mean can be arrived at in the following way. The
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variance of the sum, or difference of a set of observvations
is equal to the sum of the variances of the individual
observations. Thus, if each of n observations has a variance
62, thé variance of their disfribution will be ne2 and the
standard deviation ¢{n. Thus, the standard deviation of |
the mean will be ¢d{n/n or s/{n. This quantity is termed the
standard error of the mean to avoid confusion with the
standard deviation of a distribution.

The difference between two means, X and X>
estimated from nj and n, observations respectively, will be
gubject to -variability, and this variability will be made
up of the individual variabilities of the two means. Thus the
variance of the difference between X7 and X, will be |

63/ny +63/n,, and the standard error of the difference will

e JT2ny + oBao)

Regression Analysis.

Measurements of two independént variables, x and y,
"may show some association. If the form of this assbciation
can'be determined then any change in one variable can be c-..:...it
accounted fof by a change in the other variable. The
measurements of x and y can be represented by means of a scatter
diagram and the approximate form of the relationship
deduced visually. To take a simple example, let us suppose

that the association appears to be linear. Its form will be
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y = bx + ¢. When the constants b and ¢ have been determined
the resulting equation is termed the regression equation
of y on x. The best value of x corresponding to ¥ will
obviously be the mean X, and therefdre the regression
equation can be written as (y - ¥) = b(x - X).

However, there will be a certain proportion of y which
cannot be accounted for by variations in %, and this can
be represented by an extra term, e. The resulting equation
becomes (y - ¥) = b(x - X) + e. The term, e, is known as
the residual variation about the regress'ion line. The value

of b is now chosen so thatZe? is a minimum. $e? is obviously

given by
$e2 =5{(y - 9 - bx - B))? . . . (D).

and weqrequire %(Zez) to be zero. This gives
b =2(x - X)(y - $)/8(x - x)2. The best straight line
through the scatter is therefore given by:

S(x -% -y =
(y - y) - - (x - X) ° ° (2).
S(x - X)
Using the above value for b and substituting in (1) we find
‘that Ze2 is given by -
= =y 2
£2 = S(y-72-B2E -G -3
S(x - ¥)2

and this quantity is known as the residual sum of squares about

the regression line.

The sum of squares which is ascribable to x will be
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Zy -2 -2e2 = #fx - Dy - N} 3z - D2

Corresponding to any sum of squares there will be
a variance, or mean sum of squares, obtained by dividing the
sum of_squares by the number of degrees of freedom. In the
case of a regression line these variances may be ‘set out in
a variance table. Such a table is shown overleaf.

If the observations are well fitted by the
regression line, the variation, or variance, which can be
‘ascribed to x will be large compared to the residual
vértation. These two variances will be subject to variability
in the same way as any other estimated parameter, and so their
rationwill be subject to variability. The extent of the
variability in the ratio can be predicted from a knowledge
of the normal distribution combined with the number of
degrees of freedom on which the two variances are based. The
resulting distribution is known as the F-distribution and can
be used to test the significance of the variance ratio.

To take an example, suppose a regression equation
_héd béen calculated from 12 observations, and the sum of
squares is 50. The variance which can be ascribed to x is 48/1
=:%8%on one.degree. offreedom;-whilethe  residual variance
is 50/(12 - 2) = 5 on 10 dégrees of freeaom. The ratio of these
variénces is 48/5 = 9.6 on 1 and 10 degrees of freedom.

Tables of the F-distribution have been drawn up showing the

value of the variance ratio, or F, which will be exceeded
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with a given degree of probability for various combinations

of degrees of freedom. From these tables we have thatha

value of 6.9% for F on 1 and 10 degrees of freedom, would

arise by pure chance in 2}% of all cases and a value as

high as 10.04% in 1% of all cases. Our value of F is 9.6, a

value which could only have arisen by pure chance once in

slightly less than a hundred cases.

We now have two alternative conclusions:

(1) The calculated regression line is a good representation
'of the observations.

(2) An unlikely event has occurred and the line is not a
good representation of the observations.

In the case of the example quoted above, the value of F

could only arise by pure chance in about 1% of all cases

and since this is'therefore, a fairly rare event, we prefer to

accept the hypothesis that the line is a good representation

of the observations rather than think that an unlikely event

has happened. 1

The t-test.
If we wish to test the hypothesis that an

estimated mean Xj could have come from a population whose
mean is X, and whose standard deviation is &5, we calculate

the ratio
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t = %2 %l = BEo-X
Standard error of Xp (03/4n)

If the mean Xj comes from the same populatidn as
the mean X5 we shall expect no significant difference between
the variance associated with Xy, 0‘]2_, and the variance, X, 6‘3.
The ratio of these two variances can be tested by means of
the F-test, and if they are not significant a better estimate
of the population variance may be made by pooling the two
sets of observations from which.i& and'ié have been determined.
The resulting estimate of the population variance will be

Exy - 72 +Ex, - B)2 |

(n =1) + (np=-1)

and the value of t is given by
lfi}= Eé!iRniiﬁ n, = 2)
E(xy - T2+ Ux, - T)°
Now t will have its own probability distribution, also based

on the normal distribution and the number of degrees of
freedom, (n, + n, - 2). Obviously, when (n; + np = 2) — ©©
the distribution of t reduces to the normal distribution.
The t-distribution can therefore be used for
testing the significance of the difference between two
estimated means in the same way as the F-distribution is

used to test the significance of the ratio of two estimated

variances.




The X°-test.

The )L?-test is used in the comparison of

proportions. It can be shown that the estimates of a
proportion p, based on n observations, will be distributed
about the mean, p, with variance p(l1 - p)/n. The variance

of a single observation is p(1l - p), which is a ristdual

mean square based on (n - 1) degrees of freedom. The
proportion p, is only_an estimate of the true proportion, W ,
-but the difference between p and W is usually negligible
provided a sufficient number of observations have been taken.
The population variance can therefore be taken as p(l - p) |
based on an infinite number of degreed of free&om.

If we have r groups of observations and the
proportions in each group with a certain attribute are observed,
then we may wish to test whether theée proportions differ
significantly. This may be done in exactly the same way as for
ordinary observations, by means of the variance ratio test.
In this case, the mean sum of squares between the groups,
based on (r - 1) degrees of freedom, is compared to the
population variance p(l - p) based on an infinite number
of degrees of freeéom. The )(.2-test is, in fact, a variance
ratio test on (r - 1) and an infinite number of degrees- of
freedom.

Special computational techniques have been

formilated to facilitate the calculation of X2-testing. The




55.

twp most generally applicable procedures are outlined as
follows:~-

(1). If it is desired to test whether the observed frequencies
in a distribution differ significantly from the frequencies:
which might be expected according to some assumed hypothesis,
we have that | 5
X2 - S0 B

where 0O represents the observed frequency and E the expected
frequency.

(2). If it is desired to compare the significance of the
différence of proportions in two samples on the null hypothesis
that they could have come from the same population, the

obserfed frequencies are first tabulated in a 2 x 2-table as

follows
_ First classification.-“ T ”if;£;i:
Second a b (a + b)
Classification. c d (e + 4)
Total. (a + ¢) (b + d) N.
N(ad - ¢cb)? |

Then )Ci = @a+e)(b+ d)(c + d)(a + b)
The number of degrees of freedom is equal to the number of
frequencies which could be arbitrarily entered in the 2 x 2-
table without disturbing the totals. Thus, in a 2 x 2-table
the number of degrees of freedom will always be 1.

A mathematical difficulty arises because of the

discretechanges in the differences between the observed and
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expected frequenéies. The X2-distribution is a continuous
distribution, and consequently a significant value of X2
may arise from these discrete changes. This difficulty is
partially overcome by adjusting the observed frequency by #
to make the difference less extreme. This procedure is called
Yates's correction for continuity.

The relation between the normal distribution, the F-distribution

the t-distribution and theX2-distribution.

The F, t, and X2 distributions are all modifications
of the normal distribution, and they are related in the following
manner. The X2-distribution based on V degrees of freedom
is an F-distribution based on ¥ and an infinite number of
degrees of freedom. The t-distribufioh on Y degrees of
freedom is the square root of the F-distribution based on |
1l and ¥ degrees of freedom. The t-distribution on an infinite
number of degrees of freedom is a normal distribution.

Therefore,'

2 = By 3 by =dF, ; and t, = Normal Distribution.

(A more detailed account of the statistical techniques used
in the following chapters can be found in ‘Introductory

Statisties', M.H.Quenouille, Pergamon Press, 1950.)
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The Statistical Relations between Solar Flares and Sunspots.

(1). Introduction.

The relations between solar flares and sunspots

were first examined by Giovanelli (21) using data for the
years 1935 to 1937 when sunspot activity reached a maximum.
The material used by Giovanelli consisted of:-

(a) The 1lists of flares published in the 'Bulletin for
Character Figures of Solar Phenomena'. Data involving 1,400
flares were used.

(b) The areas of spots published in the 'Monthly Weather
.Review'. |

(e) The types and maximum magnetic fields of spot groups
published in the 'Publications of the Astronomical Society
of the Pacific'.

No attempt was made in Giovanelli's work to find
out how the relations varied with flare importance and
rigorous statistical methods.do not appear to have been used to
test the significance of the relationships obtained. At the time
the Greenwlich values for spot areas were not available and
thosejused in the investigation were taken from different
dbservatories. In order to reduce these observations to
standard Greenwich values, mean factors had to be applieé
to the values obtained by different observatories.

During the early part of the period comparatively few

observatories were contributing flare data to the 'Bulletin
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for Character Figures of Solar Phenomena', so most flares
passed unreported. However, since spots are much longer
lived than flares, their presence on the solar disk is almost
always noticed, and this will render the material used
slightly inconsistent. Giovanelli arrived at the following
conclusions:=-

The frequency F, of a solar flare occurring in
the neighbourhood of a spot grdup is
(a). A linear function of the area A of the spot group. The
relation can be represented by the equation

F =8.,25 x 100 A + 0.20.

(b). The gradient of the relation given above is for all
flares, irrespective of class, and for all spot groups
irrespective of magnetic classification. If the spot groups
are grouped according to their magnetic type it is fdund that
the gradient differs from type to type. The gradients
obtained by Giovanelli for the various types are given in

the table below:

Type. |No.of Groups. | No.of flares. Gradient. -
/ ot} 11 _ 1 .
oL 68 6 . o
op 508 130 8.1 x 10°%
8 246 110 9.6 x 107
p 589 255 9.6 x 10~*
PP 1124 416 9.6 x 107¥
pY 286 314 12.0 x 10"
y 73 117 | 20.5x 10°*
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(¢). The frequency of flare occurrence per unit area is
also dependent on the rate of increase of spot area. The

figure below shows the empirical relation of F against dA/dt.

[] 1 1 i 1
9600 -400 -200 O 200 400 600 800
9A
ot

(d). The flare frequency is not influenced by the maximum
magnetic field of the spot group.
(e). There is no definite influence of the age of the spot
group on flare activity, except a possible increase in the final
stages of spot decay.

Behr and Siedentopf (36) found that the reduced
number of flares per solar rotation, Np, and the corresponding

mean spot numbers, R, are related. If the relationship is
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represgqted in the form Nﬁ‘= a(R - 10) the mean values for

'a! are as follows:

1.98 £ 0.02 (17th. cycle, maximum in 1937).

a

1.47 £ 0,02 (18th, cycle, maximum in 1948).

a

The 18th. cycle had more spots than the 17th. cycle,
but.'a' is smaller and the flares about the same in number.
Thus flares may in general fluctuate less in number than
spots do. Behr and Siedentopf also found that the distribution
of flares over the solar disk closely follows the spot
distribution, even to the extent of an East-West asymmetry.

No other work appears to have been done on this
subject.

In this work, the statistical relations between
solar flares and sunspots for the 18th. cycle will be
examined. The results obtained will be compared with those
of Giovanelli's for the 17th. cycle to see if there are
any significant differences. Such differences could arise
as a result of a varying component of the solar general

magnetic field.

Since a large sample of flares has been used, it
has been possible to investigate the relations between
sunspots and solar flares of different class or importance.
Rigorous statistical methods are used throughout and the
concludions obtained from the analysis are applied to the

various theories of the origin of solar flares.
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2. Material.

Information regarding more than 2,000 solar
flares was obtained from the 'I.A.U.Quarterly Bulletin of
Solar Activity' for the years 1947, 1948, and 1949,

The corrected areas of sunspots were obtained from
the 'Greenwich Photo-Heliographic Results' while the
magnetic classification of these spots were taken from the
'Pubiications of the Astronomical Society of the Pacific’'.

A flare can be associated with a particular spot
group by comparing the co-ordinates of the flare with those
of the spot group. In the same way a particular spot group
can be identified in theé different sets of data. From the
material available the following information was tabulated:
(a). The date and time of the flare.

(b). The importance of the flare.
(e¢). The latitude of the flare.
(d). The magnetic classification of the spot group
according to the Mt.Wilson Observatories.
(f). The aréa of the spot group on the day preceding the
- flare, on the day of the flare, and on the day following
the flare.
The ‘'area' given by the Greenwich Photo-~Heliographic

Results'' is corrected for foreshortening and is expressed

in millionths of the visible solar disk.
The following analysis does not include those
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sunspots which were not accompanied by a solar flare.

During 1947, 544 spot groups were recorded in the 'Greenwich
Photo-Heliographic Results' and the 'I.A.U. Querterly
Bulletin: of Solar Activity' recorded 190 spot groups as

having been flare active. Thus, 0.35 of all spot groups

were observed to be accompantéd by at least one solar flare.
The sun was under observation for 2,670 hours giving an
average observing time of 7.3 hours per day. The majority

of spots have a life of less than one day and so many small
spot groups may be missed. To account for these small, short
lived groups, the observed proportion of flare active groups
should be reduced slightly to give the true observed proportion.
It is quite likely that this true observed proportion merely
reflects the average observing time of 7.3 hours per day. If
this is the case, the number of observing hours per day should
be less than 0.35 x 24 or, less than 8.4 hours per day. This
suggests that, in actual fact, nearly all spot groups are

associated with flare activity.

3. Results of the Analysis.
'(1). The relation between flare frequency and the areas of

sunspots.
The daily corrected areas were grouped into

convenient area ranges and the frequency of the solar flares
occurring in each area range was obtained. In the first

instance all flares were assumed to be of equal importance
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and the values obtaifed from the data for the flare frequencies
were plotted against the mean areas of the spot groups.
A linear association seemed indicated énd the regression line
of the flare frequencies on the éorresponding mean areas
of spot groups was calculated. The flares were then grouped
according to their class or importance and the same
procedure adopted. In each case the coefficient of correlation
was calculated and an analysis of variance was carried out
to test whether or not such a linear correlation could
easily have arisen by chance. The standard error of the
éstimate of the flare frequency was determined for each
regression line.

Let P, ¥, A.and K be the flare frequency, the mean
of the observed flare frequencies, the area of the spot group,
and the mean of the areas of the 6bserved spot groups

respectively, then the regression line of F on A is given by:

= Z(F-F)(A - _1 -
F - F - A .
A -D& )

the correlation coefficient, r, is given by

S2(F-F@U-%
- JBEF -®»IEs - 3

the standard error, Sp, of the estimate of F is given by

Spr = @ pﬁ_-—;‘E
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| _ T8k - 2P
where F= [ n-1 vwhere n is the number of

the observed estimates of F calculated from the data. If
we use the regression line to predict a value of P for a
given A, the errors in this prediction will have an
approximately normal distribution with mean P and standard
deviation Bg.

Table 2 shows the values obtained for n, F, &,
S(F-F)2, 34 -1)% S(F-TF)(A-1I), the correlation
coefficient r, and the gtandard error of the estimate of F, Spe
The appropriate regression lines are given by the equations:
For all flares:

F=636x10"%"A+036 . . . . (1.
For class i flares:
| F=b.6s x 1014 + 0.25 . . . . (2).
For class 2 flares:

F=1lM6x104+0.07 . . . . (3)
For class 3 flares:

F=0,217 x 100t + 0,01 . . . . (%)

| Figures 1, 2, 3, and 4. .show the values of F plotted

against A for each regression togetper with the calculated
regression lines. Control limits have been:placed at one
standard error of estimate, Sp on either side of each
regression line. To test the significance of these
regression lines the null hypothesis was set up that the

variation in F due to A is not significantly different from
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residual variation. This null hypothesis was tested by

the following analysis of variance tests:

For all flares:

Degrees of | Sums of |Mean of |[Variance
VarTation dwr B0 Al 1 T 10050 10500 a5
Residual variation| 24 4,69 | 0.195 [% ¥ %
Total. | 25 14,89
For flares of class 1:
| D.1. S.s. M.s. | V.R.
Variation due to A 1 5.420 5.420 67
Residual variation| 24 1.944 | 0.081L |# % %
Total. 25 7.364
For flares of class 2:
D.f. S.s. M. s, V.R.
Variation due to A 1 0.542 0. 542 7.42
Residual variation| 24 1.738 0.073 | 3 2%
Total. 25 2,280
For flares of class 3:
D.f. S.8. M.s. V.R.
Kariation due to A 1 0.0057 0.0057 6.40
Residual variation| 16 0.0138 0.0009 | ¥ 2i%
Total. | 17 0.0195

When Snedecor's Variance Ratio, or FP-test, is

1

applied to the above variance ratios we arrive at the following
conclusions: The regression lines for all flares, irrespective

of class, and for flares of class 1 taken by themselves, are
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both significant at the 0.1% level. This means that such a
linear correlation could only have arisen by pure chance once
in a thousand cases. The regression lines for flares of class
2 and class 3 are_significant at the 244 level, indicating
that such a linear correlation could only arise by chance in
about one in forty cases. We therefore reject our null
hypothesis and conclude that the regression lines are
significant.

Several points of interest arise from these
regression lines. It will be noticed that the observed
value of F for daily groups in the range 1,501 to 1,700
millionths of the solar hemisphere is well off the regression
line in all four cases. An explanation of this irregularity
will be given later. At first sight it appears that flares
are liable to occur in a spot free'zone, but observations
show that this is an exceedingly rafe event.;The interc?pts of the
regression lines can probably be accounted for in the following
manner. Only those spot groups whicﬁ gere aécompanied by
at least one solar flare are included in the analysis.
However, since a flare is such a tfansient phenomenon it is
quite likely to escape observation, and because of this,
spot groups with a low flare frequency association may well
be classed as 'non-flare active'. Thus, as the spot groups become
smaller in area the greater will be the probabllity that they
. are not included in the analysis, and this will introduce

a systematic error in the observed flare frequencies used in
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the calculation of the regression lines..This effect will

account for the intercepts of the regression lines.

Table 1.
Case n| F | T |&r-F2 & -T2 |FrF) (D)
A1l flares|26|0.968|o5u [14.890 |25.12 x 100{15.97 = 103
Class 1 |26]0.693|9%% | 7.36% |25.12 x 10%[11.68 x 103
Class 2 | 26|0.208{95% | 2.280 |25.12 x 106 3.68 x 103
Class 3 |18(0.030|900 | 0.0195{12.02 x 106| 0.261x 103

Case. r Sp
A1l flares | 0.828 0.43
Class 1 0.865 0.27
Class 2 0,382 0.22
Class 3 0.540 ‘ 0.030

Note: A spot is counted once for each day it appears on

he Solar Disk

Figure 5 shows the regression lines-of F on A

for the different classes of flares. The regression lines
have been extrapolated until they meet. It appears that

these three?lines converge to the same point and that this
point lies on the A axis. Althpugh there is no physical
significance in the extrapolated parts of the regression
lines, it is clear that these lines could not meet in the same
point unless the vast majority of flares came from the same
population. That is to say, the only physical difference

between flares of different classes is one of intensity
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and the same flare mechanism is operative in these
different classes. Although other mechanisms of flare
generation may be responsible for some of the flares, the
data indicate that a very large proportion of the flares
are caused by the same mechanism. If the above reasoning is <=
correct the gradients of the regression lines should merely
reflect the proportions of flares fallimg in the different
classes.

The gradients of the four regression lines are:
For all flares: 6.36 x 10-4.\
For flares of class 1: 4,64 x 107%.

. ] [} (5)0
For flares of class 2: 1.46 x 10'4.

For flares of class 3: 0.217x 10'4.1

Of the 2,000 flares which occurred during this
period 1,585 were of class 1, 375 were of class 2, and %0
were of class 3. Thus, the hypothesis is set up, that the
gradients of the four regression lines are in the ratios

2,000 : 1,585 : 375 : 40.

The sum of the four gradients is 12.68 x 10~% and
the total number of flares used in the calculation of each
regression line must be multiplied by a factor of
(12.68 x 10'4)/h,000 = 3,17 x 10~/ to obtaln the appropriate
gradients on this hypothesis. This gives:
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\
For all flares: 6.34 x 10'4.-

For flares of class 1: 5.20 x 10‘4.
)+ L ° ° . (6).

For flares of class 2: 1.19 x 107 .

For flares of class 3: 0.13 x 10°M.J

In order to test this hypothesis we determine
control limits set at one standard error from the regression

coefficients. These limits are calculated according to the

expression @ﬁ (As- ) where @ is the regression coefficient

or gradient and
s2= 2(F -F2 -

The limits so determined are:

For all flares: 5.48 x 10")+ to 7.24 x 10'¥’

For flares of class 1: 4%.07 x 10—t to 5.21 x 10-* .
.. (7.

For flares of class 2: 0.92 x 10~F to 2,00 x 10-%

For flares of class 3: 0.13 x 107" to 0,30 x 107
If these results are compared with those given
in (6)lit will be seen that the gradients expected on our
hypothesis all lie within one standard error of the gradients
of the regression lines shown in (5). We therefore
have good reason to believe that the gradients of the
regression lines shown in Figure 5 merely reflect the
proportions of flares falling in the different classes.
We conclude that spot area has no significant
influencé on flare intensity. The frequency of solar flares

occurring in a given interval of time and associated with a



particular spot group is a linear function of the area of

the spot group.

75.
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(2). The relation between flare frequency an& magnetic

classification according to Mt.Wilson.

The Mt.Wilson magnetic classification of spot

groups can be summarised as follows:-

ﬁ. Bipolar groups in which the preceding and following

members, whether single ormultiple are about equal in area.

PP.Bipolar groups in which the preceding member is the
principal component. |

ﬁngipomar groups in which the following component is
the principal member.

Pg,Groups with bipolar characteristics but no marked North-
South dividing line.

ot. Unipolar groups in which the East - West distribution
of calcium flocculi is approximately symmetrical.

o{f.Unipolar groups whicfv:,f{ﬁe preceding memhers of a bipolar
group.

qj,Unipolar groups which were the following members of a
bipolar group.

Y.Those groups which are so complex as to prevent

classification.

In this section of the analysis regression lines
of F on & were again determined. However, because of the
results of section (1), all flares may be taken as of equal

importance and the spot groups are subdivided according to

their magnetic classification. Table 2 shows the values o
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Table 2%

>l

Case.| n. F Z(F-"-F—‘)a} 2(A=K)2 E(F-F) (4-1)

B |21|o.841 | 712 | 4.825 [10.7 x 106 2,85 x 103
Bp | 25 0.820 | 816 | 7.60+ [12:% x 10°| 9.26 x 103
of | 22| 0.652 | 728 | 5.5 | 9.02x 10®] 3.20 x 1203
By | 2+ [ 1.260 |1030 |49.255 |23.01x 106| 16.87 x 10
ap | 22| 0.612 | 609 | 8.388 | 5.5 106  3.26 x 103

Y |17]2.510 | 916 |56:000 |19.83x 10%| 15.19 x 103

Case r Sp.
B 0,400 0.45
Bp 0.945 0.18
@-g 0.455 0.29
BY 0.502 1,10
°q> 0.480 0.55
Y 0.456 1.65
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obtained for n, ¥, &, &(F - 2, $A - D2, &F - H(A-D),

the correlation coefficient r, and the standard error of

the estimate of F, Fg. A linear correlation was found to

exist for all cases except types e{ and ct:f for which there

' was insufficient data. The regression lines are:

p groups: F

2.67 x 10~*A + 0.651.)

L

pp groups: F =742 x 10" 'A + 0,214,
P&» groups: F = 3.55 x 10‘1"A + 0.394. - ' @,
@V groups: F = 7.32 x 10"1"A + 0.510.
,‘?' groups: F = 5,78 x 10744 + 0,260,
Y eroups: F = 7.60 x 1074 + 1.820.

These lines are shown in figure 6. To test

the significance of these lines the following analysis of

variance tests were carried out:

é groups:

‘ D.f. S.s. M.s. V.R.
Variation due to A | 1 0.761 0.761 3.6
Residual Variation | 19 4, 064 0.21% 10%
Total. 20 4,825
B[P groups:

Dofe| S.s. M.s. V.R.

Variation due to A | 1 6.920 6.920 228
Residual variation | 23 0. 684 0.030 Fe e N
Total. L 7.604
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'D.f. | S.s. M.s. V.R.
Variation due to A 1 1.140 1.140 5.3
Residual Variation | 20 4,334 0.216 3¢ 5%
Total. 21 5. 574
Yy groups:
D.f. [ S.s. M.s. V.R.
Variation due to A 1 12.40 12.40 7.4
Residual Variation | 22 36.86 1.67 i 284
Total. 23 49,26 o
"‘E groups:
D.f. S. 8. M.s. V.R.
Variation due to A | 1 1.93 1.93 6.0
Residual Variation | 20 6.46 0.32 e 244
‘Total. 21 8.39 |
Y _Eroups:
D.f. S.s. M.s. V.R. ‘
Variation due to A 1 11.6 11.6 3.9
Residual Variation | 15 W 3.0 10%
Total. 16 56.0

-are significant except those for types @ and Y . However,

From these tests it appears that all the lines

the variance ratios for these two cases reach the 10% level,

which means that such a linear correlation could only arise

by chance once in ten cases. We may therefore regard the
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regression lines for § and Y groups as having some
physical significance. From Figure 6 it will be seen that
there is not_a great deal of difference between the flare «:%
activity of the various types with the exception of the :1g
and Yy groups, where the flare frequencies are greater thah
the rest. This will account for th; irregularity pointed

out in the previous section where the observed value of F
for daily groups lying in the range 1,501 to 1,700 millionths
of the solar hemisphete was much higher than expected. This
large value of F was mainly due to group number 15089 which
came into view on the 29th. July 1947 and had the magnetic
‘classification of @V: During the period 1lst.August to 3rd.
August when the area of the group lay in the range 1,501

to 1,700 millionths of the so;ar hemisphere, it was
accompanied by 16 solar flares.

The hypothesis is now set up that all these
regression lines are parallei, and in order to test this
hypothesis we examine the ratios.of the residual mean squares
by means of the F-test, to see if the variations about
each pair of lines are comparable. When this is done we
find that types @ ’ @f, and e!f are comparable and also types
Y and M/. To compare the regression coefficients of a
pair of lines a pooled estimate of the variance is obtained
and from this the standard error of the difference between

the regression coefficients is determined.
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Pooling the variances for types @ and @f :
(4,064 + 4,334)/(19 + 20) = 0.216. The standard error is

now given by

0.216 _, __0.216 ] = %2,10 x 107*
J [1017 x 106 9.02 x 106

The difference between the regression coefficients is

0.88 x 10~*. The ratio (0.88 x 10~%)/2.10 x 10~F = 0.420 is

now tested by the t-variate on 39 degrees of freedom, and
it is found that the difference is not significant and we
may regard the regression lines for types @ and @j" as being
parallel. The same procedure is adopted for the other pairs of
lines, and it is found that the regression coefficients for
types @,_, ﬁfandc(? are not significantly different and
neither are the regression coefficients for types Y and FY °
The hypothesis is now set up that the distance

between the regression lines for types B> @ﬂ' , P are
not significantly different from zero. Since the regression
coefficients are not significantly different from each other
we may calculate a joint regression coefficieht by combining
the sums of squares and products:

Slar -2 =18.7

Slaa-m23 = 25.26 x 106
andﬂri(A - D(r -] 9.32 x 103.

‘This gives a joint regression coefficient of

9.32 x 103/25.26 x 106 = 3.68 x 10,



The analysis of variance here is:

D.f. S.s. M.s. V.R.
Joint regression| 1 3.45 3.45 13.7
Residual. 61 15.3% 0.25 gl
Total. 62 | 18.79 I

and so this joint coefficient is highly significant.
The three fitted lines are now:
0.841 + 3,68 x 10"'4(A - 712)
0.652 + 3.68 x 107*(a. - 728) L. . (9).
For aqo groups: F = 0.612 + 3.68 x 10")"'(A - 609)
The distance between the lines for @ and Pj'

For @ groups: F

For @ﬁ groups: F

groups is 0.195 and its standard error is

1 1 16%,
,\/{’0252— 55 ¥ 353% 105, ]} = % 0,152 with

61 degrees of freedom. The value of t is thus 1.28, indicating

that the observed distance between these two lines would
occur by chance about once in four times so that it is
doubtful whether there is a significant difference between

the regressions.
Testing the difference between the $ and o/p

regression lines we find that this distance is 0.191 and its
s_ta.ndard error is £0.152. The t value on 61 degrees of |
freedom is 1.37, and so there is again doubt as to whether
there is a significant difference bwtween the regressions.
The distance between the pf’ and o!.\) lines is
0.00% and its standard error % 0.151 and so is obviously

not significant.
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For the Y and B regression lines the

Joint regression coefficient is 7.47 x 10‘“ which is highly
significant. The distance between the lines is 1l.3% with a
standard error of % 0.28% on 39 degrees of freedom giving a
value of t of 4.70 which is significant at the 0.1% level
showing that such a distance could only arise by chance in
one in a thousand cases. Thus, although the regression lines
for types V and @2( are» parallel the flare activity
associated with K groups is generally higher than FY’ groups.

| At this stage it is interesting to see if all
types of spot groups produce flares of different classes in the
same ratios. The hypothesis is set up that this is so. The
observed and predicted frequencies of flares falling in the
different classes for all types are shown in table 3. The
hypothesis can be tested by means of the )(?—test on 2 degrees
of freedom. If O represents an observed frequency and E

represents an expecteé frequency based on the hypothesis then,
L
= B

Thus, for the ﬁ type we have:

2 2 2
2 . 102 4+ 2% 4 12 =
2 - 309 73 8 1.56

This value might easily occur by chance and we conclude that
the observed frequencies agree with the hypothesis. Since the
frequencies for class 3 flares are less than 5 for certain

types thex,a-test becomes invalid but by pooling the observed

and predicted frequencies for different pairs of types to



TABLE 3,
The observed and predicted frequencies of flares falling
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in the different classes for the various spot group types.

- Observed. Predicted.

"Group Classl|Class2 [Class3 || Classl|Class2|Class3 | Total.
@ 319 64 7 309 73 8 390
mﬁ 626 137 11 613 | 145 16 774
8§ | 133 35 1 134 32 3 169
ﬁ\( 179 63 13 202 48 5 255
gf 198 38 3 190 45 4 239
Y 86 26 3 91 22 2 115
ol Ll 12 2 46 11 1 58

Total.|1585 375 40 2000

pbtain frequencies greater than 5 this test may still be used.
The conclusion so obtained was that all types of spot groups
produce flares of different classes in the same ratios, with

the exception of type @) for which the X.Z,) value 1s 20.46,

a value which could only arise by chance one in more than a
thousand times. If the flare frequencies for type @&'are

- examined it will be found that the observed frequencies for
classes 2 and 3 are much higher than the values predicted by

the hypothesis. We conclude that the magnetic conditions

existiné around @%’ groups are more favourable for the generation

of intense flares than those of other groups.
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The conclusions of this section may be summarised
as follows:

(1). Linear relationships between F and A were obtained for
all types of spot group with the exception of types ot
and dj= for which there was insufficient data.

(2). The regression lines for types { , B} and op have no
significant difference which indicates that the flare
activity in these groups is probably the same.

(3). The regression lines for types @p, By and Y have r.

- virtually the same slopes but are separated by significant
distances. This indicates that the flare activity in
these types increases from type @?, to type ﬂ(, to
type t(’ although the increase in flare activity for a given

increase in spot area is the same for all three types.

" (). It is: interesting to note that for a given increase in area,
the corresponding increase in activity for types p?, PY
and Y is: apparently just twice the increase in activity |
associated with types: # 5 pfand otp.

( 5) All types, w1th the exception of type é&’ produce flares of

different classes in the same ratios. The geometry of

the magnetic fields accompanying ﬁ(—types is probably

more favourable for the generation of intense flares than

that of other types.
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(3). The relation between flare frequency and the rate of

. change in area of the associated spot group.

The rate of change in area of a spot group
at the time that a flare occurs is not available. In order |
to overcome this difficulfy the area of the spot group on
the day preceding the flare, on the day of the flare, and on
the day following the flare was tabulated. Using this material
the rate of change in area was estimated for the 2% hours
prededing and the 2% hours following the flare. The mean of
these two values can then be used as an estimate of the
rate of change in area at the time of the flare.

The rates of change of spot areas were grouped
into convenient ranges and the frequency of solar flares
occurring in each range was obtained. In the first instance
all flares were assumed to be of equal importance and the
values obtained for the flare frequencies were plotted against

the mean rates of change in spot area. An inspection of the

- plotted points indicated that the flare frequency seemed to -

increase as the rate of change inspot area increased, and was

independent of the .direction of the rate of change in spot
area. However, the association, overall, did not éeem to be
quite linear and it was therefore decided to fit and test

a quadratic expression of the form

F=C+bylil +bylil2.
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where F 1s: tpe flare frequeney, C is a constant, i the rate
of change in spot area, and by and b, are the regression
coefficients. The coefficients b; and by, can be determined
from the equations:

b - DT 40,30 -DEF-13) = g3 - D(F - F.
b®(1 - 1) (12 - 1) + b,&(12 - 19)2= 212~ DA (F - F).
The negative rates of change in spot area were

considered first. The following values were obtained:

n=15. Z@ -DF -F) = 2549, 12 = 307 x 103,

F = 0.87. S(F -2 =3,95. F(12-i92:= 5,81 x 1012
T = 376. 31 -T)2 =247 x 105,

21 - 1)(12-12) = 3,56 x 109, S(12-I2)(F - F) = 3.26 x 106,

Using these values the equations to estimate the
regression coefficients ake:-
| By.2.47 x 106 + by.3.56 x 107
and  bp.3.56 x 109 + b,.5.81 x 1012

2,55 x 103
3.26 x 106

giving:
by = 1.89 x 1073 and by = -5.6 x 1077,
The: regression equation can now be written as:
1.89 x 1073(1 - 376) - 5.6 x 10~7(12 - 307 x 103).
1.89 x 10731 - 5.6 x 10742 + 0.33. . :

. F‘l- 0087

or F

.(1).




87.

The analysis of variance is:

D.f. S. 8. M.s. ; V.R.
Linear term. 1 2.63 2.63 29.9 0.1%
Quadratic term.|] 1 0.27 0.27 3.1 10%.
Regression. 2 - 2.90 1.45 16.5 0.1%
Residual. 12 . 1.05 0,088 e W Ye
Total. i 3.95

For the positive rates of change in spot area
we have:
n=15 21 -TD(F-F = 1863. 12 = 354 x 103
F=09  3F-M2 421, %12 - 12)2 = 9,33 x 1012,
T = 3904 Hi-12  =3.09 x 106
g1 -Da2- 13

These values give the following simultaneous equations for

5.03 x 107. $(12 - 12)(F - F) = 2.05 x10°,

estimating the regression coefficients by and by:
b13.09 x 106 + b,5.03 x 107 = 1.86 x 103,
and  b,5.03 x 107 + b,9.33 x 1012= 2,05 x 105,
and so by = 2,05 x 1073 and b, = -8.9 x 1077,
and the fitted regression equation is
F=205x 10731 - 8,9 x 107742 + 0.47. . . .(2).

The analysis of variance is:
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D.f. S.s. M.s. V.R. )
Linear term. 1 1.12 1.12 6.0 <5%
Quadratic term.] 1 0.86% 0.86 4,6 ~5%
Regression. 2: 1.98 0.99 5.3 24%
Residual. 12 2,23 10,186
Total. 14 4, 21

We now wish to compare equations (1) and (2) to
see 1f they differ significantly from each other. Before this
can be done we must compare the residual mean squares in the
regressions by means of the variance ratio test. The
appropriate vériance ratio here is 2.10 which is not significant,
indicating that the regression coefficients by and b, are
comparable.

The sums of squares and products in the two
sets of data are now combined, giving:

slea - Dr - M=wi2. (&2 - 197 151 x 1012,
s{er - 2) 8.16. &[%1 - 1(12-1A]=8.59 x 107,
sz - 1)2) 5.57 x 1003[&1%:12) (r-P)]= 5.31 x 106,

The equations to estimate the joint regression coefficients

wiill be:
b15.57 X 106 + b28.59 X 109 = 4,41 x 103

and  by8.59 x 109 + b,15.1 x 10%%= 5,31 x 10°
glving by = 2,04 x 1073 and b, = -8.10 x 1077,
The fitted regression equations now become, for negative

rates of change in spot area:
F = 0.87 + 2,04 x 10~3(1 - 376) - 8.1 x 10~7(12 - 307 x 103).
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and for positive rates of change:
F = 0,96 % 2,04 x 1073(1 - 390) = 8,1 x 1077(12 - 35 x 103).
The distance between these curves is 0.10 and the standard

error of this distance is

1 1 (0.09)%
° - + -
«\/{f 13[15 15 ¥ ona - 3.9 }=io.1l+6.

on 26 degrees of freedom. The t-value is thus 0.10/0.146

= 0.685 and is clearly not significant. We therefore
conclude that the distance between the separate regression
curves is not significantly different from zero.
From both sets of data we now obtain the
values of [I| = 383, 12 = 330 x 103 and F = 0.92, and the
‘joint regression equation becomes:
2,04 x 10~3( 14| - 383) - 8.10 x 10~7( 12 - 330 x 103).
2,04 x 10314 - 8.10 x 1077412 + 041 1 . .(3).

F - 0092

or F

The analysis of variance becomes:

D.F. S. Se M.s. V.R.
Linear term. 1 3,52 3. 52 12.30 <1%
Quadratic term.| 1 1.28 1.28 4,45 ~5%
Regression. 2 4,70 2.39 8.15 €1%
Residual. 12 3.46 0.288
Total. 1k 8.16

From the above analysis we conclude that for a

given increase in the rate of change of spot area there is
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a corresponding increase in flare frequency, independent of
the direction of that rate of change in spot area. It also
appears quite probable that the rate of change in flare
frequency with respect to the rate of change in spot area,
becomes less as the rate of change in spot area becomes
larger.

Although a quadratic expression will adequately
fit the observed results it is not conclusive that other
forms of curve will not fit the data better. It is therefore
very dangerous to extrapolate any fitted expression beyond the
range of the observed results.

The flares were now regrouped according to their
class and the regression curves of F on i determined. No
distinction is made between positive and negative rates of

change in spot area. Table 4 shows the values of n, ¥, 1, 12

S(F-M2, &1 -D2, HF -FU - 1), 12 - 192
S1 - T)(12 - 12), and 3(12 - 12)(F - F) for the flares of

the different classes.

TABLE b,
case. |n.| T | I| 12 [gEM2 | sa1)2
A1l flares. 150,920 | 383 | 330 x103 [ 8.160 | 5.57 x 10°
Class 1. |15[0.703 | 377|331 x103 | 1.875 . | 2.76 x 10®
Class 2. |15|0.195 | 377|331 x103 | 0.199 | 2.76 x 10®
Class 3. |14 0.0259 | 347 307 x103 | 0.00585 | 2.6+ x108.




TABLE 4 (Continued).
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Case. S(F-F) (1-1). | 5(12-19)2. |&1-D) (12-19)| Z1%-1D) (F-F)
A1l flares. | 4412.0 15.1 x 1022| 8,59 x107 | 5.31 x10°.
Class 1. 1569.9. 7.43 x1012| 4,27 x10% | 1.85 x10°.
Class 2. 538.8 7,43 x10%2 | 4,27 x109 | 0.711x10.
Class 3. 103.3 7.29 x1012| 4,10 x10% | 0.167x10°.

For all flares:

F = 2,04 x 1073 1

For class 1 flares:

F=1.70 x 10=3 {1

For

For

10,

for each of these cases. To test the significance of these

regressions the following analysis of variance tests were

carrie& out:

These curves

class 2 flares:
F = 0,442 x1073 1

class 3 flares:

F = 0.039 x1073 1

For class 1 flares:

8.10 x 1077 12 + 0.41)
7,30 x 10~7 12 + 0,31
1,59 x 107 12 + 0,082

+ 0,012.

The appropriate regression equations are:

are shown in figures 7, 8, 9, and

together with the observed values of F'plotted against i

D.f. S.s. Ms.s. V.R.
Linear term. 1 0.895 0.895 19.5 0.1%
Quadratic term. 0.425+ 0.425 9.2 1%
Regression. 1.320 0.660 4.4 0.1%
Residual. 12 0.555 0.046 e P
| Total. 14 1.875
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For class 2 flares:

“D.f. S.s. | M.s. | V.R.
Linear term. 1 0.105 0.105 |17.1 1%
Quadratic term. 1 0.020 0.020 3.25 <10%
Regression. 2 0.1250 0.0625 |10.02 1%
Residual. 12 0.0737 | 0.00615| 3¢ ¥%
Total. 14 0.1987
For flares of class 3:

D.f. S.s. M.s. |V.R. B

Regression. 1 [4.03 x1073 |4.03 x1073|26.5 0.1%
Residual. 12 [1.82 %1073 |1.52 x107| ¢ ¢ ¢
Total. | 13~ |5.85 x107

For the flares of class 3 the observed data .
indicated that the inclusion of a quadratic term would not
provide any significant improvement in fit. However, more
extensive observations on class 3 flares might easily make
a quaaratic term significant.

Figure 11 shows the regression curves of Fon i
for the different classes of flares. The regression curves
have been extrapolated uﬁtil they ﬁeet. It seems that these
curves converge to the same point and that this point lies on
the i-axis. Although there is no physical significance in the
extrapolated portions, the situation again suggests that all
the flares come from the same population. In order to test
this suggestion the following procedure was adoPtéd. 1,824
flares were examined in this section of the analwmsis and of
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Figure 7. Al Iflares. Irrespective of class.
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Figure 8, Class 1 flares.
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Figure 9. Class 2 flares,
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Figure 10. Class 3 flares,
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these 1,459.5 were of class 1, 331.0 of class 2 and 33.5 of
class 3. (The half-flares occur here because of the method
used in determining the value of 1 assoq;ated with each flare).
If the suggestion is correct the constants in the four
regression equations should be in the ratio,

1,824.0 ¢ 1,459.5 : 331.0 : 33.5.
Thus, using these ratios in conjunction with any one of the
regression equations we should be able to predict any of the
other equations. .

The regression equation for the flares of class

2 1s

F =042 x 103 14{ - 1.59 x 1077 12 + 0,082 . . (5.
and if the right hand side of this equation is multiplied
by 1,459.0/331.0 we obtain the predicted equation for the flares

of class 1:-

F=1.95x 103 11| - 7.00 x 107 12+ 0.36 . . .(6).
This predicted equation must now be compared with the actual
equétion:

F=1.70x 101l -7.30x207 124031 . . .(7).
The ratio of the residual mean squares about equations (6) and
(7) is tested by means of the variance ratio test. If this
ratio is not significant a pooled estimate of the sums and
products can then be calculated and a joint regression carried

out. The difference between the sum of squares removed by the
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joint regressioq and the sum of squares removed by the
separate regressions will then test the differenée between
equations (6) and (7.

The sums of squares and products for equations
(6) can be determined from those for equation (5) by applying
the ratio 1,459.5/331.0. This yiekds:

‘

= 15. T = 0.859. T =377, = 331 x 103,
S(F-F)2 = 3.680. S(1-1)2 = 2,76+ x 10°.
SFEM G = 2,37 x 103.-  5(1%-12)2 = 7,43 x 10'2,

H12-1%)(1-T) = 427 x 107, S(12-12)(F-F) = 3.13 x 106.

The sum of squares due to this }egression will be
1.95 x 10~3x 2,370 x 103 = 7.00 x 107 x 3.13 x 10° = 2.},
The sum of squares due to the actual regression is 1.320.
The residual sum of squares will be (3.86 - 2.44) = 1,42 and
(1.875 - 1.320) = 0.595 respectively, both on 12 degrees of
freedom. The ratio of these residual mean squares is not
significant and so a pooled estimate of the sums and squares
and products may be made:
S[E(r-P2] = 5.735. $[51-D2] = 5.528 x 10°.
S[ZF-F -TP = 3.9 x 103, s[K1%1%H3) - 14.9 x 10'2,
S[&1-D(1%-12)] = 8.9 x 107, S[5(12%12) (F-F)] = .98 x 106,
The joint regression coefficients calculated from these pooled
estimates are

by = 1.78 x 1073 and by = -6.89 x 1077,

and the sum of squares is 3.580 compared to (1.320 + 2,1440) =
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= 3,760 removed by the separate regressions. These two
sums of squares can now be tested by means of an anglysis

of variance:

D.fe| Soso M.se V.R.

Joint regression. 2 (3.580(1.790 | 21.80 0.1%

Difference between regressions{ 2 (0,180 | 0.090 1.09

Sum of separate regressions. L 3,760 | 0.940
Residual. 24+ [1.975 | 0.082

Total. 28 |5.735

N

Thus, the joint regression is significant but
the difference between the regressions is not. This result
indicates that the ratio of class 1 to class 2 flares remains
constant and is independent of the rate of change of spot area.
The regression equation for flares of class 3 is
F=0.038 x 103011 +0.012 . . . . .(8).
and if the right hand side of this equation is multiplied
by 331.0/33.5 we obtain the predicted equation for the flares

of class 2:
F = 0,396 x 1073 (4 + 0.122 . . : . .(9).

The sums of squares and products for equation (9) are

estimated as:

n = 14, T = 0.256. T = 347. 12 = 307 x 103.
S(F-F)2 = 0.571. $(12-12)2 = 7,290 x 1012,
S(1-1)2 = 2.64% x 106,  J(FF)(A-T) = 1.020 x 103,

$(12-12) (1<T) = 4.10 x 109, $(12-12)(F-F) = 1.64 x 106,
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The sum of squares calculated from this data amounts to
0.398. The sum of squares due to the actual regression is
0.1250. The residual sum of squares will be (0.571 - 0.398) =
0.173, and (0.1987 - 0.1250). = 0.0737, respectively. These
give a variance ratio of 2.56 on 11 and 12 degrees of freedom.
This ratio does not quite reach significance and so a pooled
estimate of the sums of squares and products may be made:
[2@-F)?2) = 0.7697% S(51-1)2] =541 x 100,
2{s(r-F (1-1)] = 1.56 x 103. B[5(12-19)27

14,72 x1012,
$[Eu-1) (12-12F 8.37 x109. 3[5(12-12) (-] = 2.35 x 106,

The joint regression coefficients calculated from these

pooled estimates are:

by = 0.340 x 1073 and b, = -0.326 x 1077,
and the sum of squares due to the regression is 0.463
compared to (6.398 + 0.1250) = 0.523 removed by the separate
regressions. These two sums of squares can now be tested by

the following analysis of variance:

Dofe |* S.s. | M.s. | V.Re

Difference between regressions| 2 0.0600 0,0300 2.3

Joint regression. > |o.4630 | 0.2315 | 17.8 0.1%

Sum of separate regressions. 4 0.5230 0.1307
Residual. 19 0. 2467 0.,0130

Total. _ 23 °°7692mm..
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Once again, the joint regression is:highly
significant and the difference between the separate regressions
is not significant. We therefore conclude that all fhe flares
come from the same population and that, in consequence, the
proportions of flares occurring in the different classes
are independent of the rate of change of spot area.

===000~=~

From a visual iﬁspection of the plotted points
in figures 7, 8, 9, and 10 it is obvious that the points
representing the rates of change of spot area up to 700
millionths of the solar hemisphere per day, indicate a good
linear relationship. For values of H|2 700 millionths of the
solar hemisphere per day there appears to be a sudden drop
in the flare frequency, and the two points which represent
these values must carry enormous weight in any regression
analysis. If thése two points are omitted from the data, and the
analysis repeated by fitting straight lines to the remaining
points, the validity of the conclusions already derived can
. be checked.

The fitted regression lines are:-

For all flares:

2.20 x 1031 + 0.21.
2.56 x 10~3i + 0.33.
2.39 x 10~34) + 0.33.
1.72 x 10~31| + 0.25.1

Negative rates of change:

Positive rates of change:

Joint regression, All flares:

- IS B IS )

For flares of class 1:
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0.5%% x 10~XM 0.05.
0.111 x 10~3i- 0.001.]

For flares of class 2: F
o o (10).

For flares of class 3: F

All these regression lines are significant at
the 0.1% level and are shown in figure 12. Once again, the
lines appear to converge to the same point, and the hypothesis
is set up that all the flares come from the same population.
Of the 1,824 flares which were observed, 1,459.5 were of class
- 15 331.0 were of class 2; and 33.5 were of class 3. Therefore,
if the hypothesis is correct, the gradients of the four r-g
regression lines should be in the ratios:

1,824%,0 : 1,459.5 ¢ 331.0 : 33.5.

The sum of the gradients of the four regression lines is
4,76 x 10”3 and the total number of flares equivalent to this
is 3,648. Thus, the number of flares used in the calculation
of each regression line must be multiplied by a factor of
(4.76 x 1073)/3,648 = 1,30 x 10~ to obtain the predicted
gradients. This gives:
For all flares: 2.37 x 1073
For flares of class 1: 1,90 x 1073.

. ° ° ° (11)0
For flares of class 2: 0.43 x 10-3, >

For flares of class 3: 0,04k x1073.
/

Controllimits are now set at one standard error

from the pegression coefficients and the limits so determined

ares:
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N

For all flares: 0.97 x 10™3 to 3.81 x 1073,
For flares of class 1: 1.29 x 10"3 to 2.15 x 10-3.L (12)
: o ' 120

For flares of class 2: 0.36 2x10~3 to 0.72 x 10-3.

For flares of class 3: 0.065 x10™3 to 0,157 x1073. ]

If these results are compared to those given
in (11) it will be seen that the gradients expected on our
hypothesis all lie withim one standard error of the observed
gradients, with the exception of the expected gradient for
flares of class 3. This case can be determined in more
detail as follows. The difference between the observed and
predicted gradients is 0,067 x 10"3 and the standard error of
this difference can be estimated as JE.x (standard error of
the regression coefficient) = 0.065 x 1073, Theratio
(0,067 x 1073)/(0,065 x 10™3) = 1.03 can now be tested by
means of the t-variate and is found not to be significant.
We therefore have good reason for believing the hypothesis
that all flares come from the same population to be correct.

The results of this section can now be
summarised as follows:

(a). The frequency of solar flares occurring in a given
spot group increases as the rate of change of spot area
increases, and is independent of the direction of that

rate of change.
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(b). The proportions of flares occurring in the different
classes are not influenced by the rate of change of

spot area.
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4, The latitude distribution of sunspots and their

associated solar flares.

Behr and Siedentopf (36) found that the
distribution of solar flares over the sun's disk closely
follows the spot distribution, but no attempt was made to
group the spots according to their magnetic classification.
This section of the analysis will be concerned with this
problem.

The importance and latitude of each flare was
tabulated together with the latitude, magnetic cléssification,
and daily corrected areas of the associated spot group. The

" flare and spot latitudes were grouped into class-intervals of
50 and the frequency of class 1, class 2 and class 3 flares
together with the total daily corrected areas for eaclj type
of sunspot occurring in each class-interval was determined.

The following tables were then constructed:
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TABLE 9. For all spots irrespective of magnetic classification.

Hemisphere|Latitude |Total daily Flares.
/ Area. Class 1|Class 2|Class 3| Total.
>30 16,550 L 4 0 8
Sip s | 2| 4| ¢
2l - 2 1 2 3
T OREIE e | w ) B g2
l1-1 196,949 2
6 - 10 76 84l 166 36 2 204
l1-5 33, 2#0 31 5 0 36
Total. 624,31k 779 183 24 986
> 30 1,329 13 2 0 15
' Sf - '3? 162 3%3 1%3 23 % 12?
- 2
SOUTH. 16 - 20 139 259 203 38 3 2l
11 - 15 . 252 53 5 310
6 - 10 185 779 175 48 5 228
l- 5 768 L] 7 _ 0 48
|Total. 777,016 856 184 17 11057
Hemisphere|Latitude [Total daily Flares, .
_ A:ga,__ Class |Class 2 [Class Total
6:>3030 2§' (0] 0 0 0
26 - : 2 11 1 1 13
NORTH. (o7 _ 25 55,700 6 13 3 52
16 - 20 85 201 3 14 1 98
11 - 15 Lh 918 78 24 1 103
6 - 10 hz 806 64 11 0 75
l- 5 9, ;951 11 2 0 13
Total. 238,722h 283 65 _ 6 §§§ _
26 303,0 1’%%3 g . o 2
- 3 3 1 0
SOUTH. 21 - 25 30:6#0 4 é 0 53
16 - 20 79,960 99 7 2 |10
11 - 15 80 06 124 26 1 151
6 - 10 119, 90h 85 27 3 115
1- 5 15,89l+ 22 L 0 26
Total. 331,795 381 71 6 458
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Hemisphere| Latitude |{Total daily Flares.
Area. Class 1|Class 2|Class 3|Total.
>30 16,550 4 1 0 5
26 - 30 129 7 0 0 7
NORTH. 21 - 25 14,851 30 8 0 38
16 - 20 h , 207 28 9 0 37
11 - 15 48 y931 50 9 1 60
6 - 10 8 271+ 37 7 1 45
l1- 5 11 752 11 0 0 11
Total. 104, 69h 167 34 2 203
>30 0 0 0 0
26 - 30 8 238 8 0 1 9
SOUTH. 21 - 25 10, 12h 17 4 1 22
16 - 20 22 085 40 5 0 45
11 - 15 42, hOl 53 8 3 64
6 - 10 22 hl3 28 6 1 35
l1- 5 k! ,519 11 2 0 13
Total. 109,780 157 25 6 188
TABLE 8. For @gﬁm
Hemisphere [Latitude [Total daily]
Area. Class 1|Class .2|Class 3 |Total
>30 0] 0 0 0 0
26 - 30 2,229 b 0 0] 0
NORTH. 21 - 25 1 49520 12 5 0 17
16 - 20 11, 088 32 7 0 39
11 - 15 50, 387 24 8 1 33
6 - 10 19, 928 16 3 0 19
l1- 5 2 0 0] 2
Total. 85,152 90 23 1 114
>30 L 0 0 L
26 - 30 6, 776 5 0 0 5
SOUTH. 21 - 25 1 140 3 1 0 L
16 - 20 g 6 1 0 7
11 - 15 26 889 10 3 0 13
6 - 10 1 388 13 6 0 19
l1- 5§ 1, 545 1 0 0 1
Total. 41,595 42 11 0 53
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TABLE 9. FOI‘ o‘p -SpOtS.

Hemisphere|[Latitude |[Total daily ~___Flaregd.
' Area. Class 1 [Class 2|Class 3 [Total.
>30 0 -0 0 0 0
26 - 30 6,772 6 2 0 8
NORTH. 21 - 25 28,660 o4 3 0 27
16 - 20 32,815 32 L 1 37
11 - 15 27,627 21 3 0 24
6 - 10 5,836 20 3 0 23
l- 5 11,537 5 2 0 7
Total. 113,247 108 17 1 126
>30 0 0 0 0 0
26 - 30 2,558 3 0 0 3
SOUTH, 21 - 25 2,532 L 1 0 5
16 - 20 1,501 92 2 0 11
111 - 15 26,780 26 12 1 39
6 - 10 31,401 LYy 8 1 53
l- 5 1,076 5 0 0 5
Total. 65,878 91 23 2 116

The above tables give, for each type of spot
Eiéﬁ;, the total daily areas and the frequency of solar flares
occurring in each class-interval of 5° latitude for both the
north and south hemispheres. Table 5 includes those spot groups
classified as ¥ Bl ot and o< . The spot areas are in millionths

.of the solar hemisphere.

Throughout this section the latitude distribution
of spots and flares are considered separately for the north
and south hemispheres. Table 10 shows the mean latitude, the
median latitude, the estimated standard deviation and the
measure of skewness of each distribution. The latter is given

by (Mean - median)/(standard deviation) and its sign gives the
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direction of skewness. If a distribution is positively
skewed it is skewed towards the lo{ver latitudes. It appears
that all the distributions are skewed but that, in general,
the flare distributions are less skewed than the spot
distributions.

o Table 11 shows the frequency of flares and the
total daily corrected areas for each type of spot group
occurring in the north and south hemispheres. Some points of
interest arise from this table. There appeers to be a
preponderance of spots in the sonthern hemisphere when all
the spots are grouped together, but when they are subdiyided
according to their magnetic classification we see that for
types ﬁ' and d‘) the preponderance is in _the_northern hemisphere.
The flare frequencies also follow this pattern.

Figures 12, 13, 14, 15 and 16 show the latitude
distribution for each type of spot together with the latitude
distribution of theii‘ associated solar flares. On a visual
inspection of these frequency polygons it appears that when
all ftypes of spot groups are grouped together the assoeciated
flare latitude distribution closely follows the spot latitude
distribution, in agreement with Behr and Siedentopf's
conclusion. The flare distribution is also similar to the spot
distribution for spot types P and P . However, for spot
types 6{: and @j there éppear to be differences in the spot
and flare distributi_ons. In the case of F?-Spots the flare
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TABLE 10.
For spot group latitude distributions.
Type and Mean. Megian. St.Deylation| Skewness.
Hemisphere. ° °
All types N.H.| 16.29 15,60 6,70 +0.103
All types S.H. | 15.32 14.33 6.76 +0.147
P - N.H. | 15.81 17.80 5,76 -0.346
- SoHt 13.08 12.30 5076 +0.136
- N.H, | 16.28 13.80 9.00 +0.275
- S.H.| 14,62 13.80 6. 04 +0.lg§
- N.H. | 13.06 12.70 4,08 +0.088
Px - S.H. | 15.66 113.80 6.27 +0.296
of - NoHo 16061 17020 6067 -00089
P - S.H. 11.53 10.50 4,95 +0.208
For flare latitude distributions. '
Type and . Mean. Median. | St.Deviation| Skewness.
Hemisphere. Y 0 0
All types N.H. | 15.52 15.15 6.40 +0.058
AT types S.H. | 15,3k  |10.58 4l |+0.087
- N.H. l)+097 1’"’082 5089 +0.026 -
F- SoHo 13.70 15.29 5067 -00281
- N.H- 1501"" 1""033 608’+ +0.118
g - S.H. 1)+o)+6 1""-09 6ol)+ +0.060
P - N.H. 15972 15988 go 55 -0.029
- SoHo 15036 13019 020 +0.265
-QNO Ho 160 10 160 70 60 58 -0. 091
. XP- s_oHo 11058 10050 5012 +00211
IABLE 11. A comparison of spot areas and flare frequencies '
in the two solar hemispheres. |
Type of spot. South hemisphere. North hemisphere.
Total daily |Flare Total daily|Flare
~ |spot area. |frequency.|spot area. |frequency.
A1l spots. 777,016 1,057 624,31k 986
P 331,799 458 238,799 |35k
109,780 188 104, 69k 203
¥ L1, 9g 5 85,152 11k
«p 65,87 11 113,247 126
o 150 2 242 2
ot 18,057 48 2,857 9
g 159,71k 153 66,550 99
Y 50,077 39 12,7383 79
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Total daily spot area. Flare frequency.
250 ~(x-105.
200 T
150 t L 200
100 ¢
+ 100
50
0 + } 0

40 30 20 10 0 10 20 30 40
Latitude South. Latitude North.

Figure 12. The latitude distribution of spot groups and

associated solar flares over the solar disk. It is seen

that the modes of éheh frequency polygon occur at the same

latitudes.
Total daily 9?-spot area. Flare frequency.
1150
100 {x 103.
T 100
50
+ 50
0 } + 0

%0 30 20 10 O 10 20 30 40
Latitude South. Latitude North.
Figure 13. The latitude distribution of ﬁf -spot groups and

associayed solar flares over the solar disk. The flare frequency
modes: are displaced to the South of the PP-Spot group modes.
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Total Haily Dﬁ -spot area. Flare frequency.
40 & 103. | 60
L 50
30 | >
+ 40
20 | L 30
1 20
10 |}
t 10
0 ' 0

} } f f ! ! i
40 30 20 10 O 10 20 30 40
Latitude South. ' Latitude North.
Figure 14%. The latitude distribution of F -spot groups and
assocliated solar flares over the solar disk. The flare frequency

modes occur at the same latitudes as the (3 -spot group modes.

Total daily 'ﬁ{‘ -spot area. Flare frequency.
50 #_;0_3
o T
30 s
20 1.
10 ¢}
0 - . 0

50 30 20 10 O 10 20 30 40
‘Latitude South, Latitude North,
Figure 15. The latitude distribution of @j‘-spot groups and_.

associated solar flares. The flare frequency modes are displaced
to the North of the ?j’-spot group modes. -
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Total daily «? -spot area, Flare frequency.
301 x 183. 50l
1+0...
201
04
104 2
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Latitude South. Latitude North,

Figure 16, The latitude distribution of dP—spot groups and
associated solarhflares. The flare and spot group modes are

coincident in latitudes.
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frequency modes are displaced to the South of the spot group
modes, while in the case of the @j-@pots the flare frequency
modes are displaced to the North of the spot group modes.

We may now try to answer two questions:

(1). Is there any significant difference between the latitude
distribution of a particular type of spot and the latitude
distribution of its associated solar flares?

(2). Is there any significant difference between the
latitude distribution of the flares of class 1, class 2.
and class 3 associated with each type of spot?

In the first instance we consider all spots together

. irrespective of magnetic classification. We have seen that, in

this case, the modes of the spot distribution seem to be

approximately coincident with the modes of the associated flare
distribution, and we wish to test whether or not this is so.

The mode, however, 1s an insensitive measure of central tendency

and the most convenient measure for our purposes is the median.

If the spot and flafe distributions are the same in each

solar hemisphere the median latitudes of the two distributions

will coincide. The median latitude for all spots in the

northern hemisphere is 15.60° showing that the total daily

spot areas in the range of latitudes 15.60° to 0° is equal

to the total daily spot areas in the range of latitudes >15.60°."

Thus, if the associated flare distfibution does not differ

significantly from the spot distribution, the total number

of flares occurring in the latitudes on either side of 15.60°
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will not be significantly different from each other.

' The total number of flares which occurred in the
range of latitudes 0° to 15.60° North was 512,and 474 flares
occurred in the latitudes >15.60° Nortl. The total number
of flares occurring in the northern hemisphere is thus 986,
and so, if our hypothesis is correct, these observed values
should not differ significantly from 493, which is the expected
value for both cases. The hypothesis can now be tested by means

of the )(z-test: !

North Hemisphere. 15.60° 15.60° Total.
Observed value. 512 47k 986
Expected value. 493 © 493 986
(0 - B)2/E. 0.73 0.73 1.46

i This value of)(25has one degree of freedom and is
ﬁot significant. We conclude, therefore, that the median of the
flare distribution is nbt significantly different from the
median of the sﬁot distribution. This answers the first of

our two questions.

To answer the second question, the flares must
be grouped accdrding to their intensity. Of the 986 flares
which occurred in the northern hemisphere 779. were of class 1,
183 of class 2, and 24 of class 3. Of the class 1 flares 410
occurred in the latitude range 0° to 15.60°, and 369 occurred
in the latitude range =215.60°. Of the more intense flares,

95 class 2 and 7 class 3 occurred in the range 0° to 15.60°,
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and 88 class 2 and 17 class 3 occurred in the range =-15.60°.
In order to test whether the ratios of 410 : 95.r 7 are
significantly different to the ratios 369: 88 : 17 we use
the X2-test. The first table gives the observed values
while the second table gives the expected values based on the
null hypothesis that the above ratios are not significantly
different. The observed values for the class 3 flares are rather
low and Yate's correction for continuity has therefore
been applied to them. Using the observed and expected values
in these two tables we may calculate the contribution of each

cell to the value of X2. In this caseX?2 will have two

degrees of freedom.
Latitude North. Flares. Total
Observed. Class 1 Class 2 Class 3 Observed
2 15.60° 369 88 16.5 473.5
&< 15.600 4T0 95 7.5 512.5
Total. 779 183 2 986
Latitude North. Flares. Total.
Observed. Class 1 Class 2. Class 3 | EXpected
= 15.60° 375 87 11.5 474
< 15,60° Lol 96 12.5 512
To&al. 779 183 24 986
The total value of X2 on two degrees of freedom
is given by:

_2__
2.5

°115
OJH

2 _ 62
X = E*
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This value of)(? does not quite reach the 10%
level and so is not significant. We conclude, therefore,
that there is no significant difference Between the latitude
distributions of class 1 flares, of class 2 flares and of class

3 flares.

For the southern hemisphere the median spot

latitude is 1%.33° and the X2-tests are as follows:

South Hemisphere. | < 14,33 =214.33 Total.
Observed value 505.0 552.0 1,057
Expected value 528.5 528,5 1,057
(0 - EY/E. 1,05 1.05 2,10
|
’and for the observed distributions:
Latitude South. Flares. Total.
Observed. Class 1 Class 2 Class 3 Observed.
Z 14.33° 457 85 9.5 551.5
< 14.33° 399 99 7.9 505.5
Total. 856 184 17 1,057
%or the expected values:
Latitude South. Flares. Total.
Expected. Class 1 Class 2 Class 3 Expected.
= 14.33° 447 96 9.0 552:
< 14,330 409 88 8.0 505
Total. 856 184 17 1,057

The total value of X2 on two degrees of freedom

is given by:

2 102 112 0.52 102 112 = 0.52
(2) mr7‘+§6+-§;+m*w+'si

3.11 which is not significant.
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Since neither of these two values ojt"x,2 is significant our
conclusions regarding the northern hemisphere become
applicable to the southern hemisphere as well.

| The spots are now grouped according to their
magnetic classification and the same'procedure as above is
used in each case. Since the frequencies of class 3 flares
are so low they have been pooled with the class 2 flares.
No analysis has been made of the flares associated with
spot types elj, K g PX and ol because of the meagre data. The
following X?-tests were carried out:-

@P-spots - Northern Hemisphere. .

Northern Hemisphere. <17.8° > 17.8° | Total.

Observed value. 220 134 354
Expected value. 177 177 354 _
(0 - E)2/E. 10.5 10.5 21.0 |
X2 is highly significant. !
‘Northern Hemisphere. Class 1 Classz2 | Total.
>17.8° 105 29 134
<17,.8° 178 42 220
Total. 283 71 354

X2 = 0.336 and is not significant.




%‘ p-spots - Southern Hemisphere.
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Southern Hemisphere. | <12.3°  >12,3° Total.
Observed value. 189 269 458
Expected value. 229 229 458
(0 - E)2/E. 7.0 7.0 14,0
X2 is highly significant.
Southern Hemisphere Class 1 Classz2 Total.
Z 12,3° 220 L9 269
< 12,3° 161 28 189
| Total. 381 77 458
X2 = 0,930 and is not significant.
P -spots Northern Hemisphere.
Northern Hemisphere. < 13.8° =13.8° Total.
Observed value. 90.0 113.0 203
Expected value. 101.5 101.5 203
(0 - E)2/E. 1.31 1.31 2,62
X2 is not significant.
Northern Hemisphere. Class 1 Class®2 Total.
= 13.80 93 20
< 13.8° 74 16
Botal. 167 36

%2 = 2,13 x 10™* and is

not significant.




45 spots, Southern Hemisphere.

Southern Hemisphere. | < 13.80 >13.89 Totd ]
Observed value. 84 104 188
Expected value. 9k 9l 188
(0 - E)2/E. 1.06 1.06 2,12
X2 is not significant. |
|Southern Hemisphere. Class 1 Class®2| Total.
=13.8° 88 106 104
< 13.8° 69 15 8
Total. 157 31 188
¥ = 0.215 and 1s not significant.
| ~-spots: North Hemisph
Northern Hemisphere. <12,7° >12.7° Total.
Observed value. 34 80 114
Expected value. 57 57 114
(0 - E)2/E, 9.3 9.3 18.6
)C? is highly significant. |
Northern Hemisphere. Class 1 Classp2 | Total.
2 12.7° 65 15 80
< 12,7° 25 9 34
Total. 90 24 114
7;? = 0.87 and is not significant.
5 =-spots Southern Hemisphere.
Southern Hemisphere. |<13.8° =13.8° Total.
Observed value. 23.0 30.0 53
Expected value. 26.5 26.5 53
[(0 - E)2/E. _0.46 0.46 0,92

Y
)( £s not significant.
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Southern Hemisphere. Class Class22 | Total.
2 13.8° 26 4 30
< 13.8° 16 7 23
Total. 42 11 - 53
X2 = 2.32 and is not significant.
B -spots Northern Hemisphere.
.Northern Hemisphere. < 17,20 =17.2° Total.
Observed value. 71 55 126
Expected value. 63 63 126
(0 - E)2/E. 1.02 1,02 | 2,04
X2 is not significant.
Northern Hemisphere. Class Classz2 | Total.
=17.2° L7 8 55
£ 17.2° 61 10 71
Total. 108 18 126
X2 = 5,36 x 10~3 and is not significant.
ofp-spots Southern Hemisphere,
Southern Hemisphere. £10.5° = 10.5° Total.
Observed value. 58 58 116
Expected vadue. 58 58 116.
(0 - E)2/E, 0 0 0

X2 is obviously not significant.
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Southern Hemisphere. Class 1 Class22 Total.
= 10.5° 42 16 58
< 10.5° 49 9 | 58
Total. 91 25 116
X 2 = 2.48 which is not significant.

To summarise these results, we find that in
every case the distribution of class 1 flares is not
significantly different from the distributions of the more
intense flares. The distribution of flares associated with
ﬁ-spot groups is significantly differemt from the.ﬁf-spot
distribution. The medians of the flare distributions are
displaced to the south of the medians of the PP -spot

distribution.
In the case of flares associated with @f-spots,

the median flare latitude in the northern hemisphere is
displaced to the north of the corresﬁhding @&-@pot median
latitude. For flares associated with ﬁg-spots in the southern
hemisphere, although the flare mode appears to be displaced
to the north of the corresponding F&--spot mode, there is

no evidence of a significant difference in the medians of the
two distributions. Of course, further observational

" data may make the difference significant.
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Discussion and Conclusions.

The relation between the area and the magnetic
field strength of a typical sunspot is given in figure 17 and
it appears that the relation is not a close one. However,
the magnetic flux going through a sunspot area equals SHﬂs,
where s is a surface element, and it may be concluded from
figure 17 that the flux increases rapidly at first, decreases
as the afea during the period of constant field, and decreases:
rapidly during the final stages of spot decay. Thus, the
magnetic flux changes as the area except in the final stage of
spot decay. This final stage represents a small fraction of
the total 1life of the spot. We may, therefore, modify the
conclusions derived from the preceding sfatisticai work by
substituting the words 'magnetic flux'going through the
sunspot' in place of the words 'spot area'. These conclusions
may then be briefly summarised as follows:

(a). The intensity of‘a solar flare appears to be dependent
only on the geometry of the associated sunspot magnetic
field. The more complex the geometry, the greater the
probability.of an inténse,flare occurring.

(b). The frequency of solar flares occurring in a given spot
group is dependent on the spot magnetic classification,
the magnetic flux going through the spot, and the rate of
change of that magnetic flux.
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(¢). In certain cases, the latitude distribution over the solar
disk of flares associated with spot groﬁps of a given
magnetic classification is skewed relative to the
associated spot distribution. The direction of skewness
is dependent on the magnetié classification.

It is interesting to compare the more detailed
results obtained from the present analysis with those obtained
by R.G.Giovanelli (21) for the maximum of the previous solar
cycle. The regression equation of flare frequency on associated
spot area for the 18th. solar cycle was

F = 6,36 x 1074 + 0.36.
while the corresponding regression line deduced from Giovanelli's
data for the 17th. solar cycle was

F=28.79x lo'hk + 0.21.

The difference in the gradients of these regression lines

would arise by pure chance in less than 5% of all cases and so

there appears to be good evidence for saying that the average

flare activity per spot group was higher during the 17th.

cycle than during the 18th. cycle. The ratio of these gradients

is 1.38. Now Behr and Siedentopf (36) found that there is a

close statistical relation between the reduced number of flares

per solar rotation, Np, and the corresponding mean spot numbers,

R. If the relation is represented in the form Np = a(R - 10),

the following mean values for & are found
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Area. Flux. Magnetic field.
1400 4.0 Gauss. *2800
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Figure 17. The ralation between the magnetic field, the area

and the magnetic flux going through the spot. magnetic

field;.-—— — — — area;———magnetic flux. The scales
have been a&justed to give the same maximum. Note how the
magnetic flux is proportional to the area of the spot except

after the 50th. day, when the spot is decaying rapidly.



128.
1.98 = 0.02, (For the 17th.cycle. Maximum 1937).
1.47 £ 0.02 (For the 18th.cycle. Maximum 1948).

(1)
n

a
The ratio of these two values is 1.35%0.03 and might be compared
with the ratio of the gradients mentioned above.

The 18th.cycle had more spots than the 17th.cycle,
but a is smaller and the flares about the same in number.

Behr and Siedentopf suggested that flares may in general fluc-
tuate less in number than spots do, and. the present analysis
appears to support this suggestion.
Giovanelli (21) found that the flare frequency
was hardly affected by negative rates of change in spot area
and small positive rates of change. This result contragss
strongly withk the conclusions derived from the present
analysis. However, the data avaiiable to Giovanelli concerning
negative rates of change of spot area only extended to =500
millionths of the solar hemisphere per day and information
“regarding larger negative values would quite probably have
yielded & less contrasting result. Giovanelli represented the
relation between flare frequency and positive rates of change
>+75 millionths of the solar hemisphere by the straight line
F = 2.5x 1071 + 0.70.

while the corresponding straight line obtained here is
F=2.6x 103i + 0.33.

The similarity of the two gradients is very close, and

probably indicates that the dependence of flare frequency on
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rate of change of spot area does not change with time.

Giovanelli also investigated the influence of
the age of the spot group on flare frequency and concluded that
there was a possible increase in flare activity during the
final stages of spot decay. It was noted earlier that the
magnetic flux going through a spot changes as the area except
during this final stage where the decrease in flux was greater
than the corresponding decrease in area. This appears to
justify the substitution of 'magnetic flux' in place of 'érea',
for then the above increase in activity would be accounted for.

Behr and Siedentopf also found that the distribution
of flares over the solar disk closely follows the spot
distribution. However, no attempt was made to groub the spots
according to their magnetic classification. When this is done
it is found that there are differences between the distributions
of solar flares and certain types of spot groups. For example,
the latitude'distribution of solar flares associated with
ﬁf -spot gopups 1s skewed to the south of the corresponding
@P -spot distribution, while the latitude distribution of
flares associated with'ﬁf'-spots is skewed to the north of
the corresponding ﬁf ~-spot distribution. The distributions
of flares associated with @-spots and «p -spots follow the
distributions of the corresponding spot groups. If all the

spots are grouped together, irrespecteive of magnetic
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classification these differences are masked and the overall

effect is one of apparent similarity.

The above differences are all consistent with
the hypothesis that the sun has a general magnetic field
which extends down into the sunspot zones, and the next part

of this section will be concerned with this matter.

The General Magnetic Field of the Sun,

Consider a bipolar spot group situated in a
genefal magnetic field. The geometry of the mégnetic field
around such a spot group is shown in figure 18. The horizontal
plane represents the photosphere while the oblique plane
contains two spot components L and F and the neutral point N.
The points n, and n, are the traces of the limiting line of
force which meets the photosphere at 90° and passes through
the neutral point N. For purposes of this discussion the
topology represented in figure 18 can more conveniently be
represented by the limiting lines of force passing through thé
- points N, nj and np, as shown in figure 19. This topology
can be divided up into four distinct zones. Zone A containing
lines of force belonging to the general field only; zone B
containing lines of force belonging to the spot group only;
zone C containing lines of force entering the spot component F
from the general field and zone D containing lines of force
emerging from the spot component L and joinigg up with the

general field.
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Figure 18. The topology of
the magnetic field around a

bipolar spot group.

Figure 19. The topology of
the magnetic field around a
bipolar spot group.
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In the absence ofla general field the points
N, n; and n, will all be at infinity and onl& zone B will
exist.

These four zones may be éonsidered as tubes of
force containing certain quantities of magnetic flux. The
majority of bipolar spot groups are asymmetric in character
and the magnetic field of one of the componehts usually
exceeds the magnetic field of the other component. If the
field strength in component L is increased then there will
be an increase in the quantity of magneticflux emerging
from L. All this flux must be distributed between the two
zones B and D. Although the interzone boundary will be shifted
the quantity of flux in zones A and C will remain qnchanged.
If the spot group is symmetric then the quantities of flux
in zones C and D will be equal. Since an increase in the field
strength of component L is accompanied by a corresponding |
increase in the quantity of flux in zone D, there will be more
flux leaving the spot group via component L than there is
entering the spot group via component F. If the field strength
in component L is greater than the field strength in cohponent
F the spot group will lose more flux to the general fiéld than
it gains from the general field. '

In a.similar manner if compment F has an increase
in field strength then the corresponding increase in flux
must be distributed between zones B and C. There will now be

more flux entering the spot group via component F than there

is leaving the group via component L and consequently the group
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will have a gain in magnetic flux from the general field.
The present statistiéal analysis has shown
that the probability of a flare occurring in a given spot
group is proportional to the total magnetic flux threading
the spot group. For a spot group in the presence of a
general field, any relative changes in the field strengths
of the spot components will be accompanied by a gain or
loss of flux to the general field. Under these conditions
the flux threading the two spot components will not be
quite proportional to the area of the spot group. In
consequence, the probability of a flare occurring in a
given spot group will be either reducgd or increased in
proportion to the flux lost or gained.fo the Teacval TLULd
During the 18th.solar cycle (maximum 1948)
the leaders of bipolar spot groups in the northern hemisphere
of thk sun were of south polarity, while in the southern
hemisphere they were of north pslarity. The measurements of
Babcock,H.W. and Babcock,H.D. (37) indicated that the polarity
of the general field in the northern hemisphere was north
Séeking (opposite to that of the Earth). Thus, in the
northern hemisphere all the leaders would lose flux to. the
general field and all the followers would gain flux. In the
southern hemisphere the situation would be reversed. From the
above arguments it is clear that Pé;$p°t groups in the

northern hemisphere will lose more flux than they gain,
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while ﬁj--groups will gain more flux than they lose. In the
southern hemisphere the situation would be reversed. For
B -spot groups the fluxes gained and lost are equal.

Figure 20 shows the various types of spot groups
in the two solar hemispheres together with their respective
gainegsand losses of magnetic flux. If a spot group has a gain
in flux from the general field its associated flare frequency
will be increased. If a spot group loses flux to the general
field its associated flare frequency will be decreased.

Assuming that the solar general magnetic field
is strongest in the polar regions and weakest at the equator
(as with the Earth) then, for a spot group in high solar
latitudes the quantities of flux in zones C and D will be
greater than for a similar spot group in lowernlatitudes
nearer the equator. Thus, for a given change in field strength
of one of the spot components relative to the other component,
the resulting differences in the flux gained from and lost
to the general field will be greater for the spot group in
the high latitudes than for the group in the low latitudes.
Conseduently the flare frequency associated with a given spot
group will be affected by the generad field, and the magnktude
of this affect will increase with increasing latitude. This
effect will be reflected in the latitude distributions of |
é?-spot groups in the northern hemisphere and their associated

solar flares, in that the flare distribution will be skewed
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North | Pole.

Equator.

galned. Flux lost.

.S.

South seeking.

South|Pole.
Figure 20. A diagrammatic representation of the various types
of spot groups showing the quantities of magnetic flux gained

and lost. (Red arrows).
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toward the equator relative to the @p-spot distribution.,

For pjhspot groups in the northern hemisphere the flare
distribution will be skewed &ema2d toward the pole since

the flare frequency for @j— groups is increased toward the pole.
The situations for PF and Pf spot groups in the southern
hemisphere can be predicted in a similar manner. For ﬁ -spot
groups the magnetic flux threading the spot components

remains unchangéd with respect to the area of the spot group
and so we should expect the flare latitude distribution to

_ follow closely the corresponding P -spot latitude distribution.
For unipolar spots there will also be no change in the flux
entering or leaving the spot with respect to the spot area

and so we should again expect the flare latitude distribution
to follow closely the corresponding spof latitude distribution.
This is again in accord with the results obtained for the

flares associated withep -spots.

The work of the Babcocks (37) on the measurements
of magnetic fields of the sun has revealed a weak general
field of about 2 gauss (component in the ‘line of sight). The
predominant magnetic polarity near the nqrth and south poles
of the sun is opposite. Their equipment utilises a large plane
grating having a resolving power of 600,000 in the fifth order
- green and a dispersion of 11 mm./A.; a photoelectric device
having two slits placed symmetricaliy on the wings of the
choseﬁ line ﬁhere the profile is steepest. Two photomultipliers
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connected tq a difference amplifier are used and provision is
made for scanning the solar disk and mapping the solar disk
with a cathode ray tube and camera the intensity and polarity
of the magnetic fields on the surface. A check on systematic
errors and on the noise level of the apparatus can be made
by using the magnetically unaffected line Fe A5123.730. The
root-mean-square noise level in the signal trace is of the order
of one gauss. |

The field seen on the above 'magnetograph'
aﬁpears to be confined fo latitudes greater than 55° North and
South. These latitudes are well outside the spot zones where all
flareé occur. If the general field were, in fact, confined to
these |latitudes then it could have no influence on flare
activitj.‘It is quite possible that a weak general field
extends down into the spot 20ne§ and is not detectable on
the magnetograph because it is masked by the noise level.
A stétistical analysis of the type presented here may be
far more sensitive to such weak fields.

The topology of the magnetic fiedd around a

bipolar spot group, as shown in figure 18, is similar to

that expected for a vacuum as medium. Since the solar atmosphere
is highimfconducting this tOpolggy.may well be questioned.

'How do material motions affect the topology and do the spot
magnetic fields penetrate to that height where solar flares

most frequently occur?
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The field shown in figure 18 is the resultant

of the bipolar spot field and the general field of the sun.
The variation of field with height can be estimated in several
ways. Using the divergence of the lines of force observed by
Hale and Nicholson (38) a value of 0.5 gauss/km. is found. If
one uses the differences in the Zeeman effect observed on strong
and weak Fraunhofer lines the resulting gradient is 2.5 gauss/km.
These estimated gradients roughly agree and 1ndicgte that the
field structure is approximately that expected for a vacuum.
The upper chromosphere and lower cotona seems to have little
influence on the field distribution overlying a sunspot. This
result is confirmed by the behaviour of prominencesyin the
neighbourhood of sunspots-. The magnetic field of a spot can
be propagated into the chromosphere quite rapidly provided
H?/Sn'>-%fv2‘which is satisfied at all points in the solar at
atmosphere in the vicinity of a spot group.Thus the solar
atmosphere arouﬁd a spot group 1s anchored in the magnetic
field and keeps step with its variations. Sudden variations
of the field, the occurrence of which can be concluded from
prominences and flares, have to be accompanied by rapid motions
in the solar atmosphere. Observation indicates that the
distribution of the angles of the lines of force from a spot
- 1s roughly 9 = 90r/b, where r is the diétance from the spot '

centre and b is the radius of the penumbra outer edge, and
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© is the tilt to the vertical. The magnetic field in
the solar atmosphere penetrates to heights of ~8 x 103 km.
If we assume a field gradient of 0.5 gauss/km. then, for a
2 x 103 gauss spot the field intensity at a height of
4 x 103 km. will be of the same order as the expected intensity
of the general magmetic field. Flares are most frequent in
the height range 24 x 103 km. With the exception of the
recent theory of solar flares of Hoyle,F, and Gold,T (39)
all electromagnetic theories are based on the importance of
neutral points and neutral lines of the resultant magnetic
field formed from the spot field and the general field. It
would therefore seem to be permissable to invoke a field of
about 2 gauss to explain the observed differences between the
spot and flare latitude distributions since flares occur in
regions of relatively weak magnetic field. Recent observational
work by A.B.Severny (40) gives evidence that flares first
appear at neutral points in the chromospheric magnetic field.

| Concerning the asymmetric character of most
spoﬁ groups, Grotrian and Kunzel (41) found that for the
spot groups of the years 1918 to 1924 the mean flux through
the p spots is abput three times as large as that through the
f spots. The average flux through a spot of average dimensions
is: roughly 1021 gauss em? For asymmetric spot groups the flux
from the p spots must extend over a wider region. The work

of Richardson at Mi.Wilson; H.von Kluber; and the Babcocks
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find evidence of outlying weak magnetic fields of about
1% of the central spot field intensity and opposite in polarity.
These weak fields can be detected to about 5 or 6: spot
diameters from the spot group centre. The arrangement'of
chromospheric elements in the vieinity of a spot group closely
resembles that of iron filings near the poles of a magnet.
Richardson (42) found that this arrangement could not: be
understood on the basis of the coriolis force. The structure

must be due to the magnetic character of the group.

H.D.Babcock (43) found that the geheral magnetic
field:of the sun reversed polarity between 1956 and 1958.
His results show that at the time of sunspot maximum the polar
field was zero. It has tacitly been assumed, on the basis: of
these observations, that the solar general field will reverse
polarity at every sunspot maximum. The very fact that the field
reversed in such a short time provides good support for this
assumption, for Cowling (44) has shown that the life of a
' dipolar solar general field should be of the order of 1010 years.
This forées the conclusion that the structure of the field is:
not strictly dipolar in the sense that it penetrates through
the deep interior of the sun, the field must exist only in
the surface layers for otherwise a rapid reversal of polarity
is impossible. Nevertheless, the structure of the field above
the sun's surface has the character of an approximately dipolar

field with its axis probably parallel to the sun's rotational
axis. C.W.Allen (45) has proposed that the general'field might
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be closely associated with the fields of sunspots, its

character being dictated by the pattern of the sunspot cycle.

The model adopted by Allen is a modificati#on of the
hydrodynamical circulatory system of V.Bjerknes (46), with

" the vortices replaced by toroidal magnetic strands. These strands
lie below the solar surface, but occasionally are forced up

here and there and break through the surface to form bipolar

spot groups. (See figure 21). )

d

Figure 21. Circulation and magnetic fields¢during-lg5h.
Movementsare represented by broken lines and magnetic fields

by continuous lines. The strands extending to the left are near
the surface.
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Following M.Waldmeier (47), Allen includes a circulation in
the opposite direction in the higher latitudes. It has been
" noticed that towards sunspot maximum there is some latitudinal
segregation of the magnetic polarity in the sunspot zones
in the sehse that the polarity of leading spots is usually
nearer the equator. Allen proposes that, under these conditions,
the high latitude circulation will tend to carry an excess of
surface from the following spots bearing their polarity. This
indicates that the 'general field' in the latitudes immediately
higher than the spot zones will have the same poi}ity as the "
following spots in that hemisphere. At some latitude between
the spot zone and the pole the field will be zero due to the
neutralisation of the 'general field' set up by the previoﬁs
sunspot cycle. As the sunspot activity increases this latitude
of neutralisation advances towards the pole, until, at the
period of maximum activity the actual polar field becomes
zero. During the subsequent decline in activity the new

tgeneral field' begins to build up.
The point at issue here is that there will

be a magnetic interaction between the spot fields and the
'general field' prevalent in the latitudes immediately higher
than the spot zones. The polarity of this 'general field'
will be the same as that of the following spots of the bipolar
groups in that hemisphere. The interaction will be strongest
for those spots which appear in the highest latitudes.

The period covered by the data used in this
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analysis included the period of maximum activity in 1947
during which there was probably a reversal of the general field.
However, if the model of C.W.Allen is correct the polarity in
the latitudes immediately higher than the spot zones would
always be the same as the following spots in that hemisphere.
During the period considered the polarity of the following
spots in the northern hemisphere was north and so the general
field in the latitudes above the northern spot zone would also
be of north polarity. In the southern hemisphere the situation
would be reversed. This pattern of polarities is still in |
accord with that used in the explanation of the'latitﬁde '
displacements given earlier, and even if a reversal of the

polar field did take plage that explanation would still be

valid.

S0 far, no explanation has been given for the
suddgn drop 1n flare frequency associated with a rate of
change - of spot area of about 750 millieaths of the solar
hemisphere per éay. (See figures 7, 8, 9 and 10).
Obviously, the visible flare must be due to the excitation
of ﬁydrogen atoms by electrons which have been accelerated in
the chromosphere overlying a spot group. Observatiohal
evidence (48) shows that flares tend to occur repeatedly
in the same locations relative to a spot group. This:indicates
that fiares_océur repeatedly along the same paths in the magnetic .

field. The flare frequency is proportional to the rate of change
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of spot area or magnetic flux, but eventually a stage will be
reached when the flares are so frequent and the induced electric
fields so great that all the hydrogen atoms lying along the f
favourable flare paths will be in an ionised state. When this:
condition is reached no visible flare can occur. However, there
will be an outburst at radio frequencies and this may account
for some of the radio outbursts which have no visible counterpart.
Flare Theories.
| Of the phenomena that occur in the solar
atmosphefe, flares are perhaps the most complex. They are
connected with the greatest amounts of energy and with the
greatest range of associated observable effects. The physical
conditions existing in that part of the solar atmosphere where
flares are known to occur are practically incognito. We
cannot, therefore, expect any theoretical interpretation of
the flare phenomenon to yield a good explanation of all the
events which are usually associated with flares. However, any
acceptable theory must accomnt for the enormous energy storage
in the solar atmosphere preceding the flare and the suddenness
with which this energy is released during the flare. All flares
are associated with sunspots and all sunspots are accompanied
by strong magnetic fields. An electromagnetic interpretation of
flares immediately suggests itself. Such an interpretation is
made more attractive since there is no visible material motions
into the flare region, all evidence suggests that flares suddenly

appear without any warning. Recent theoretical and observational
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work by A.B.Severny (40) has gone far towards demonstrating
the correctness of such an interpretation. The preceding
analysis also adds support to this suggestion.

It is obviously important that any theory should
not be inconsisfent with observation. The conclusions derived
in the statistical analysis were obtained direct¢ly from
observational data and will therefore play an important role
in deciding which theories are fhe most acceptable. The
possibility of electric discharges in the solar atmosphere
has been considered by R.G.Giovanelli (49), F.Hoyle (35),
C.E.RiBruce- (50), F.Hoyle and T.Gold (39), and others.

Giovanelli's explanation of a solar flare is,
briefly, as follows. A fast electron will lose relatively
little of its excess energy in an elastic collision with an ion.
This is because of, the relatively small mass of the electron.
When electrons move in an electric field they will gain extra
energy from this field between collisions. If the electrons
gain energy from the electric field faster than they lose it
in collisions, they may easily acqire energies very much greater
than the thermal energies of the ions.

We have seen that the electron-proton collisionrc
frequency, ¥V , is given by V = 15neTa.‘"3/2" and so ¥V decreases
with increasing temperature..The temperature to be considered
here is the electron temperature. Thus, the ele¢tric field

produces increased electron energies and this leads to a decrease
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in the electron-proton collision frequency and hence to a
decrease in the rate of loss of energy at collisions. If the
elecfric field is big enough, the electron energies may
increase without limit, and the resulting enhanced conductivity
leads to something like an electric discharge. Giovanelli

found that the condition for 'runaway electron energies' can

be represented by

mje 232 : L
2m§a2nf. ;> 27W§ .

where m,, m, are the masses of hydrogen ions and electrons
respectively, Wy 1s the mean thermal energy of the ions, e is
the electronic charge in e.m.u., E is the electric field due
to the changing magnetic flux of the sunspot, n; is the Eon
density per c.c., and
a=y Wg/a/'ni.

where W, is the mean energy of the electrons. If the hydrogen
ions are at thermal energies corresponding to 5750°K, this
condition gives E > 1.5 x 10‘6ni e.m.u. If ny is taken as
thOll then E >1.5 x 105 e.M.U.

According to this theory electrons cannot acquire
'runaway' energies un}ess the electric field exceeds a certain
critical value. The electric field is governed by the changing
magnetic flux of the spot group. The flux is proportional to
the area of the spot group. Figures 7, 8, 9, and 10 show no

indication of any such critical stage.
The electrons gain energy from the electric field

and, when a state of quasi-stability is reached, the rate of
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emission by the whole flare must equal the rate at which the
eleétrons gain energy from the electric field. Thus the intensity
of the flare will be governed by the magnitude of the electric
field. Accordingly we should expect the flare intensity to
increase with increasing rate of change of spot area, but no
evidence of this couid be found in the preceding statistical an
analysis.

F.Hoylé's theory of the origin of solar flares
is a modification of Giovanelli's theory and will suffer from
the same objections. The most favourable place for the electrons:
to acquire 'runaway' energies: is near to the neutral points
in the magnetic field where the ®lectric field will be largest.
This region can therefore be designated as the accelerating
region. Hoyle takes the characteristic dimension, b, of this
region as 100 km. and arrives at the following expression for

the average emission from the flare:

(nee3/2b7/zﬂE\)/m§%A; ergs.cm.=2, sec. "1,
where A is the area of the flarg. Unfortunately this formula
is incofrect, as can be seen from the follewing simple
argument:
Consider an electron situated at the edge of the
accelerating region. The electric field E will cause this
electron to be accelerated at a rate eE/mg and the time taken

for it to cross the accelerating region will be (2bme/eE)% secs.
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Thus the rate at which the electric field does work on the
electron is eEb(eE/mee)%. The total number of electrons in

the accelerating region is neb3, and so the rate at which the
electric field E does work is neeEbh(eE/mee)% or
(nee3/257/21E\3/2)/(2me)% ergs./seCe . i 2.

If A is the area of the flare the average emission will be
(nee3/257/213\372)/A(2me)% ergs./cm, /sec. . . . (1.
This formula differs from Hoyle's by a factor of (E/2)%, and,
furthermore, Hoyle's formula does:not appear to be dimensionally
corrett.

If A is about 1% of the solar disk (~1020 em?)

formuls - (L) sgivesi.an emission of 4.7 x 107 ergs./cm2, /sec.

which would yield a total emission in 103 secs of 4.7 x 102'8 ergs.

Since the energy liberated by a normal flare is1>103°erg3'it
would seem that this value is far too low. In any case, the
flare intensity is proportional to \E‘3/2‘and so should increase
as the rate of change.of spot area increases. This is: contra-
dictory to éhe conclusions derived from the statistical

analysis.

C.E.R.Bruce considered the flare phenomenon as
analogous to terrestrial lightening. The short-lived
broadening of the Balmer emission lines would then arise through

the Zeeman effect. Bruce, making extrapolations for the
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parapeters involved from those obsérved in laboratory
dischargew, determined the current carried by the flare discharge
as being of the order of 101” amps, giving rise to magnetic
fields- of about 105 gauss. These fields are of the required
| order of magnitude to explain the splitting of the HelLline on
the basis of the Zeeman effect. However, no comparable
broadening has been observed in the emmission lines of iron,
calcium and silicon, and there appears to be no othér
observational evidence of fields greater than about 103 gauss:
in flare regions.(51). Again, the terrestrial atmosphere where
lightening discharges occur is non-conducting, allowing the
accumulation and separation of charge. The solar atmosphere,
on the other hand, is highly conducting making any charge
separation impossible.

Recently, F.Hoyle and T.Gold have iﬁtroduced
a new theory for the origin of solar flares. According to
this theory high concentratiohs' of energy can gradually be
built up in the chromosphere overlying sunspots. The energy
storage can be accounted for by a particular class of magnetic
fields whose lines of force have the general shape of twisted
loops protruding above the photosphere. In a highly conducting
atmosphere like the chromosphere and lower corona the motions;
of the material are such that at each moment a force-free
field is obtained compatible with the magnetic boundary
conditions at the photosphere'and, with the past history of-
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the motion. Thus, in regions with strong magnetic fields, the
chromosphertc motions are probably entirely dictated by the flow
of the much more massive photospheric material. Magnetic energy
‘is gradually fed into the chromosphere as a consequence of events
that take place at and below the photosphere. A sudden release
of thé energy in such a system can result 6nly in a case where
the magnetic forces act so as to drive the system away from

its force-free configuration. The stored magnetic energy can
then be dissipated into motion and heat. This will occur when
twisted magnetic loops of opposite sense and twist meet. Such
loops attract each other, and the annihilation of the
longitudinal component of the field where they meet leads to

a sudden constriction of the current and through this to a
disgipation of the energy associated with that cumrent.

This condition will occur quite rarely limiting flares to their

‘'observed rate of occurrence. Normallj the energy storage

process can proceed without hindrahce. The intensity of the flare
will Dbe depéndent on the time that the energy storage has been

. allowed to proceed.
The frequency of flares associated with a particular

spot grbup will depend on the number and movement of the magnetic
loops postulated above. The larger the spot group the more
magnetic loops, and hence the greater the probability of
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a flare occurring in that spot group. If the area of a spot g-uon
group is changing these magnetic loops will be moving relative
to each other within the confines: of the spot group, and the
above conditions will occur mdre frequently. It might be

argued that if flares become more frequent within a spot group
the time allowed for the energy storage must be reduced and

" intense flares must become more rare. However, although flare
frequency is proportional to spot area the number of flares:

of’ any class occurring per unit area of spot remains constant.
The frequency of flares occurring per unit of spot area alters:
only if the area of the spot group as a whole alters. If the
area of the spot changes rapidly the frequency of solar flares
associated with that group is large, but, although the time
allowed for the energy storage is reduced the amount of
movement and other activity taking place at and below the photo-
sphere must be necessarily greater and larger quantities of
energy will be fed into the chromosphere. The two effects merely

cancel each other out.

Thusy‘the theory of" Hoyle and Gold seems to be
much more in accord with the results of the statistical analysis
than ére the other electromagnetic theories.

The above criticisms of the theories: of" solar
flares: are not exhaustive; this work is not meant to be a
eritical study but to create more implements of eriticism built

up from observational rather than theoretical evidence.
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The principal feature of this work is the
statistical analyéis and the results that have been obtained
directly from it. An attempt has been made to translate
these results into a mbre-suitable 'electromagnetic' form.

The conclusion that the intensity of a solar flare is
independent of its position on the solar disk, the quantity
of magnetic flux: associated with the spot group, and also
the rate of change of fhat flux, should prove a powerful
tool for: eriticism and may hold a vital clue for the correct
intérpretation of the flare pheﬁomenon.

The: interpretation of the relative displacements
of the various spot and flare latitude distributions: in terms
of a magnetic interaction between the flare, the spot magnetic
field, and the 'general field', appears: to be very
attractive. If this interpresiation is correct, similar
statistical analyses carried out for different periods of
sunspot activity should prove of great value. Firstly, they
will yield more information on the behaviour of the general field
especially as regards the pattern of the reversal in polarity;
and secondly, they will tell us how the relations: between
flares, spots, and the general field change with time. To this
end the analysis has been carried out so that detéiled
statistical comparisons may be made whenever any future,
similar, work is carried out on data covering a different

period.
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Note,

P.A.Sweet (Nuovo Cimento, Supp.8.,Ser.10, 188,
1958) has also suggested a mechanism for the origin of solar
flares very similar to that given by F.Hoyle and T.Gold, but
with the emphasis on the production of high energy particles.
Sweet's interpretation of the flare phenomenon is a
modification of tne neutral point theories of Hoyle and
Giovanelli. He considers an isolated sunspot group having
four components arising from flux tubes protruding through the
photosphere. In this system two neutral points must occur.
When -the flux tubes are in relative motion a voltage drop
occurs down the limiting line of force connecting the two
neutral points. This voltage drop is sufficient to produce
cosmic ray particles of 1010, %, if the relative velocities
of” the flux tubes are of the order of 10 XKm./sec. Such high
velocities might well arise from hydromagnetic waves
travelling from below the photosphere upwards along the flux
tubes and into the chromosphere. Further papers on the above:

mechanism are being published by Sweet.




153.

REFERENCES.
For convenience, two lists of references have been compiled.
The first 1ist gives the references: in the same order as they
appear in the text, while the second list has been arranged

alphabetically according to author.

List 1.
1. Ellison,M.A. 1949. M.N.R.A.S., 109, 3.
2. Dodson,H.W. 1953. The Sun, Ed.Kuiper,G.P., Chicago

Univ.Press: p.698.

3. Glovanelli,R.G..
& McCabe,M.K. 1958. J.Austr.Phys., Vol.II.,No.2., 191.

4, Newton,H.W. 19%2.. M.N.R.A.S., 102, 22.

5. Bracewell,R.N.
& Straker,T.W. I1949. M.N.R.A.S., 109, 28.

6. Chubb,T.A. et alil957. J.Geophys.Res.,Vol.62, No.3, 389.

7 ° Newton 9 Ho-Wo &
Jackson,W. 1951. 7th.Report of the Commission for the
study of Solar-terrestrial relations.

(Paris: Hemmerle, Petit & Co.) p.107.
8. Brunt,Sir D., 1960. Proc.I.E.E.,Vol,106, Part B,No.29, 437.

9. Gartlein,W. 1950. Internat.Union of Geodesy and Geophys.
Trans. Oslo Meeting IATME Bull. No.l3
Washington p.491.

10. Meinel,A.B.. 1950. Ap.J.,111, 555.

11. Forbush,S.E. 1946. Phys.Rev.,70, 771.

12. Lord,J.J. et al. 1950. Phys.Rev.,79, 540.

13. Payne-Scott,R; , :
Yabsley,D B. & 1947, Nature, 160, 256.
Bolton,J.G. :




14,

15.
16.
17.
18.
19.
20,

21.
22.
23.

24,
25.
26.

27+

28.
29.

30.
31.
32.

wild,J.P., 1953.
Murray,J.D.,&
Rowe,W.C.

wild,J.P.

Davies,R.D. 1954,

Ellison,M.A.  1949.

Hinter,A., 1943.

Giovanelll,R.G. 1948.

Kiepenheuer,K.0.1953.

Giovanelli,R.G. 1939.

Allen 9 c-owo 19’"’0.

Ellison,M.A.& 1950.
Conway,M.

Bruck,H.A. & 1946,
Ruttlant,F.

Richardson,R.S. 1939.
&: Minkowski,R.

Akabane,K & 1957.
Atanaka,T.

Gartlein,W.  1950.

Meinel,A.B. & 1952,
Fan,C.Y. 1953.

Harang,L. 1951,

Warwick,C.S.  1955.

Nonweiler,T. 1958.

Van de Hulst,H. 1953.

154,

Nature;, 172, 533.

Vistas in Astronomy, Vbl.l.,p.573;
M.N.R.A.S., 114, 74,

M.N.R.A.8., 109, 3.

Repts.on the Progress in Phys, Vol.IX.
M.N.R.A.S., 108, 163.

The Sun, Ed.G.P.Kuiper, p.376,
Chicago Univ.Press.

Ap.J., 89, 555.
M.N.R.A.S., 100, 635.
Observatory, 70, 77.

M.N.R.A.S., 106, 130.
Ap.J., 89, 347.
Nature, 180’ 1062 - 30

Internat.Union of Geodesy and Geophys.
Trans.0slo Meeting IATME Bull.No.1l3
Washington p.491. '

Ap.J., 115, 330. and
Ap.J., 118, 205.

The Aurora, New York: John Wiley &
Sons Inc. .

Ap.J., 121, 385.
Nature, 182, 468,

The Sun, Ed.G.P.Kuiper, p.223,
Chicago Univ.Press.




3)+o
35.

36.
37.

380

39.

40.
41.

L2,
4,

45,
L€
7.

LF8.

k9.

50.

51.

Cowling,T.G.
Dungey,J.W.
Hoyle,F.
Behr,A &
Siedentopf,H.

Babcock,H.W. &
Babcock,H.D.

Hale,G.E. &
Nicholson, S.B.
Hoyle,F &
Gold,T.
Severny,A.B.

Grotrian,W. &
Kunzel,H.

Richardson,R.S.
Babecock,H.D.
Cowling,T.G.

Allen,C.W.
Bjerknes,V.
Waldmeier,M.

Dodson,H.W..
Giovanelli,R.G.

Bruce,C.E.R.

Von Kluber,H.

1945,
1958.
1949,

1952.
1955.

1938.

1960.

1958.
1950.

1940,
1959.
1953.

1960.
1926.
1955.

1949,

1947,
1948.
1949,

1948,

1947.

155,
Proc.Roy.Soc.,1834, 453,
Cosmic Electrodynamics. (Cambridge).

Some Recent Researches in Solar
Physics, (Cambridge).

Zs. f. Ap., 30, 177.
Ap.J., 121, 349.

Magnetic Observations: of Sunspots,
1917 to 1924, (Washington: Carnegie
Institution), Part I, p.56.

M.N.R.A.S., 120, 89.

Pub. Crimean Astr. Obs., 20, 22.
2s. f. Ap., 28, 28.

Pub.A.S.P., 52, 282.
Ap.J., 130, 36k.

The Sun, Bd.G.P.Kuiper, p.545,
(Chicago Uhiv.Presss.

Observatory, 80, 9.
Ap.J., 64, 93.

Ergebnisge und Probleme der
Sonnenforschung, 2nd.Ed., p.198.

Ap.J., 110, 382.

MONOR.AB-SOI’ 107’ 338-

M.N.R.A.S., 108, 163.
Phil.Mag.,40, 206,

Brit.Elec.& Allied Ind.Res.Assn.,

Report Ref. L/T20%. The Origin of
Solar Noise.

Zs. f. Astroph., 24, 1.




156.

List 2.

Allen,C.W. 1940. M.N.R.A.S., 100, 635,
1960. Observatory, 80, 9%.

Akabane,K., ,& Atanaka,T. 1957, Nature, 180, 1062 - 3.
 Babcock,H.D. 1959, Ap.J., 130, 36k4.

Babcock,H.W.. and Babcéck,H;D@ 1955, Ap.J., 121, 3493
Behr,A. and Siedentopf,H. 1952, Zs. f. Ap., 30, 177.
Bjerknes,V. 1926, Ap.J., 6%, 93.

Bracewell,R.N. and Straker,T.W. 1949, M.N.R.4.S., 109, 28.

Bruce,C.E.R., 1948, Brit.Elec. & Allied Ind.Res.Ass., Report
Ref. L/T20%. The Origin of Solar Noise.

Bruck,H.A. and Ruttlant,F. 1946, M.N.R.A.S., 106, 130.
Brunt, Sir D. 1960. Proc.I.E.E., Vol.106. part B. No.29. p.437.
Chubb,T.A. et al. 1957,+ J.Geophys.Res., Vol.62, No.3. 389.

Cowling,T.G. 1945, Proc.Roy.Soc., 1834, 453,
""" 1953 The Sun, Ed.G.P.Kuiper. p.#5. (Chicago).

Davies,R.D. 1954, M.N.R.A.S., 114, 7%.

Dodson,H.W. 1953, The Sun, Ed.@,P.Kuiper. p.698. (Chicago).
1949, Ap.J., 110, 382.

Dungey,J.W. 1958, Cosmic Electrodynamics. (Cambridge).
EllisonM.A. 1949, M.N.R.A.S., 109, 3.
Forbush,S.E. 1946, Phys.Rev., 70, 771.

Gértlein,w. 1950, Internat. Union of Geodesy and Geophys. Trans.
Oslo Meeting IATME Bull. No.1l3. Washington.p.491

Glovanelli,R.G. 1939, Ap.J., 89, 555.
19)+ ‘9 MoNo-Ro-AoSo~, 107, 338.
1948, M.N.R.A.S., 108 163.
1949, Phil.Mag., 40, 206.

Giovanelli,R.G. and McCabe,M.K. 1958, J.Austr.Phys., Vol.II,
No.2., 191.




157.

Grotrian,W. and Kunzel,H. 1950, Zs. f. Ap., 28, 28.

Hale,G.E. and Nicholson,S.B. 1938, Magnetic Observations; of
sunspots, 1917 to 192k,
Washington: Carnegie Inst.
Part 1, p.56.

Harang,L. 1951, The Aurora, New York: John Wiley & Sons Inc.

Hoyle,F. 1949, Some Recent Researches: in Solar Physics, Cambridge.

Hoyle,F. and Gold,T. 1960, M.N.R.A.S., 120, 89,

Hunter,A., . 1943, Repts. on the Progress in Physics, Vol.IX.

Kiepenheuer,K.0., 1953, The Sun, Ed.G.P.Kuiper. p.376. Chicago.

Lord,J.J. et al., 1950, Phys.Rev., 79, 540.

Meinel,A.B: 1950, Ap.J., 111, 555.

Meinel,A.B. and Fan,C.Y. 1952, Ap.J., 115, 330.
1953, Ap.Jd., 118, 205.

NéWtOH,HoW. 19’"‘2’ MoNc-RoeAu-So’ 102, 21.
Newton,H.W. and Jackson,W. 7th. Report of the Commission for the

study of Solar-terrestrial relationships

p.107. (Paris: Hemmerle, Petit & Co.)
Nonweiler,T. 1958, Nature, 182, 468.
Payne-Scott,R., Yabsley,D.E. and Bolton,J.G. 1947, Natute,160,256.
Richardson,R.S. 1940, Pub.A.S.P., 52, 282
Richardson,R.S. and Minkowski,R. 1939, Ap.J., 89, 347.
Severny,A.B., 1958, Pub.Crimean Ast.Obs., 20, 22.
Van de Hulst,H.C., 1953, The Sun, Ed.G.P.Kuiper, p.223, Chicagoe
Von Kluber,H. 1947, Zs. f. Asp., 24, 1.
Warwick,C.S. 1955, Ap.J., 121, 385.

Waldmeier,M., 1955, Ergebnisse und Probleme der Sonnenforschung.
2nd Ed., p.198.



158.

Wild,J.P., Vistas in Astronomy, Vol.l., p.573.
Wild,J.P., Murray,J.D. and Rowe,W.C. 1953, Nature, 172, 533.

- ==000 ===

The data for the statistical analysis was obtained from

the following:-

1. Quarterly Bulletin on Solar Activity (I.A.U.), published
by the Eidgenossische Sternwarte Zurich.

2. Greenwich Photoheliographic Results, pubfished by the
Royal Observatory, Greenwich.

3. Publications.of the Astronomical Society of the Pacific,

-==000« =« -

29,12, 60,



