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ABSTRACT

Some fundamental aspects of the photographic process are described
and.the relationship between exposure time and density is discussed.

A review of some of the techniques employed in the measurement of
the intensities of X-ray reflections is glven. Among the teéhniques
reviewed are; the visual method of estimation, the application of photo-
metric techniques in the measurement of peslk and integrated intensities
and-the application of counters in the direct monitoring of the X-ray
beam,

The Joyce~Loebl integrating microdensitometer is described, its
function and operation'discussed. The instrument has a linear response
up to aboﬁtll.5 D and the linear response of ILFORD_INDUSTRIAL G, a
~ double coated X-ray film, extends to 0,7 D. Ideally the I.D.V. corres-
ponding to the limiting density of 0,7 D should be =2bout 250 units,
corresponding to a circular spot of about 0.3 mm diameter. Such a spot
would be accommodated with X and Y sweeps of 3., Very lafge spots should
be avoided because of the loss of recording sensitivity at high X sweep
values and very small spots should be avoided because of their very
narrow I.D.V. range.

A limitation on the use of the instrument is caused by the disparity
in linear response_between the instrument itself and the douﬁle coated
film normally used, It is recommended that double coated film be replaced
with single coated film for the purposes of the intensity record, The
advanﬁage of such a move would be a wider and more accurately measured

recording range.
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The intensity record used in the crystal structure analysis of
2-thiocamidopyridine has been obtained by means of the Joyce-Loebl
iﬁtégrating microdensitometer. The bond lengths and angles obtainéd
from the analysis show good agreement with similar bond lengths and
angles in related molecules.

It is concluded that the integrating milcrodensitometer ‘provides a
reliable intensity measurement and suggestions are made which should

enable maximum accuracy to be obtained from the instrument in the future,
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THE PHOTOGRAPHIC PROCESS

The photosensitive material of a photographic film is silver bromide
confaining a few per cent of silver iodide and the photographic emulsion
consists of grains of silver bromide suspended in gelatin. It is usual
for both sides of the film to be coated with the emulsion and this is the
case with Ilford Indusilrial G X-ray film,.

The emulsion is very sensitive to X-ray radiation. It is believed
thét only one quantum in the X-rsy region is necessary to produce a
developable silver nucleus. (Morimoto and Uyeda, 1964). As a result of
exposure to X-rays some of the silver halide grains are sensitised. When
the émulsion is treated with developer these sensitised grains gradually
change to metallic silver, The total amount of silver produced depends
on the number of sensitised-silver halide graing in the emulsion and upon
the extent to which the developer is allowed to transform the sensitised
grains into metallic silver. The fixing brocess dissolves-the excess
silver halide unaffected by the developer and also hardens the gelatin.
(Mees, 1952).

It is well known that for emulsions exposed to X-rays the Reciprocity
Law is obeyed i.e. that the intensity of a spot is & product of the
intensity of the X-ray beam and exposure time.

Thus the amount of developable silver nuclei produced in a fixed
time is proportional to the intensity of the X-rays falling upon it.

When collecting an iﬁtensity record however it is usual to keep the
intensity of the X-ray beam constant and vary the exposure time. Thus

the recorded intensities are related to exposure time.

~
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By photometric methods it is possible to determine the intensity
of a reflection i.e. the relaﬁive amount of deposited silver, by
meaéuririg either the transmission or the ébsorption of light, Alter-
natively, the amount of developed silver may be measured by a visual

estimate of the intensity of the reflection (Hunter and Driffield, 1890).

Let Lo = original intensity
I. = emergent intensity
so Transmission = L (1)
Lo
or Opacity = %l_o (2)

If the transmitted intensity, L, is unity (2) yieids 0 = Lo.

Thus O may be thought of as the intensity of light which must fall on
the film in order that unit intensity emerges through it.

‘Consider a small thickness dt of developed emuision containing N
silver atoms per unit area. Let light of initial in.tensity.r Lo fall on
this small layer. The absorption by the silver reduces the intensity by
an amount dL., This reduction is proportional to the amount o.f silver,
to the initial intensity, and to the film thickness i.e.

-dL = kN Ladt (3)
where k is a proportionality constant, the linear absorption coefficient
expressed in en™L wnits. |

Therefore

-dL = kNdt (4)
L



On integration this gives

Inlo-L = kNt
or Inlo = kNt (5)
L

The quantity k N t is proportional to the density of silver in the
£ilm,

It is customary to express (5) in terms of common logarithms.
On rewriting, (5) becomes

log10 %g = 0.4343 kN t (6)

|
o

or 1og10 Lo (7)

L

since the quantity 0.4343 k N t is proportional to the density .of silver
in the film and is defined as the density D, for photographic purposes.

Thus the densitj of the precipitated silver can be measured by
loglo'(Lo/Lj. This density value will be proportional to X~ray exposure
up to some exposure level which corresponds to the limiting density of
the film. A summary of the 1imiting densities of verious types of
commercially ayailable X-ray film has been made by beimoto and Uyeda
(1964). At density values beyond the limiting density the intensity of
the reflection does not increase linearly with increasing exposure. This
is due to the absorption of quanta by grains which have already been
sensitised. Repeated absorption by the same grain does not increase the
number of developable grains. _

Tt has already been pointed out that density is a linear function
of exposure up to a limiting densi?y value. Van Horn (1951) has shown

how the linear, density : exposure, relation can be extended to higher




densities, This technique couples moderate exposure times with long
development times, Increased development times do, however, tend to

increase the background density of the film.

e
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. THE MEASUREMENT OF INTENSITIES




THE_MEASUREMENT OF INTENSITIES

2.1  Introduction

The electrons in each atom within a crystal ars capable of scattering
an incidgnt X-ray beam, The scattered radiation is associated with an
allowed crystal plane which is identified by its Miller Index triplet,

h k 1. Such scattered rays are called reflections and the intensity of
each reflection forms the basic data of X-ray structural analysis.

In the period immediately after Max von Laue's experiments with
X-rays (1912), the intensities of X-ray beams diffracted by single cry-
stals were measured with ionisation spectrometers. This technique,
developéd by W. H., and W. L., Bragg, (1913) involved passing.£he diff-
racted beam into an ioﬁisation chamber containing a gas (e.g. 502) gnd
measuring the ionisation current on an electroscope. The method was slow,
largely because of the great care needed to measure each reflectioﬁ.
However, it did yield results of fundamental importance (Bfagg We Ho &

We L., 1915) e.g. it established the ionic nature of sodium chloride by

~ showing the systeﬁ to consist of 6.6 coordinated sodium and chloride ions,
Gradually however the method fell into disuse and it was replaced in the
mid-nineteen-twenties by photogrephic methods. The measurement of inten-
sities from X-ray photographs is based on the principle that the degree
of blackening of the photogfaph is a measure of the intensity of the
diffracted beam. The degree of blackening may be estimated visually or
an actual intensity measurement may be made instrumentally. For visual
intensity estimations, the reflections are usually compared with a

standard exposure scale, In this way the intensity of the reflections




are related to relative exposure times. This technique is discussed in
more detall in section 2.2, |

| Two types of intensity measurement are possible from X-ray photo-
graphs, namely, peak and integrated intensities. Some aspects of pé&k
intensity measurements are discussed in section 2.3.

Integrated intensities are more difficult to measuré than peak
intensities. An integrated intensity measurement involves a summation
of.the individual intensities over the whole area of the reflection.
Several photometrié techniques have been devised to determine integrated
intenéities.' They utilise the principle of comparing the logarithmic
ratio of incident and emergent light beam integsity, D = log10 %2 , for
each individual intensity measurement, Various instrumental techniques
may be employed to obtain this ratio and also to sum either all the
individual D values for a single reflection or alternatively, to sum
'log L!'s since Lo will be constant for aﬁy one instrument, Several of
these methods are compared in section 2.4. -

The experimental requiremenis for accurate intensity measurements
from pﬁotographic film have been investigéted by Jeffrey and his assoc—
iates (1964). Some aspects of this work are considered in section 2.5.

The search for greater accuracy than can be obtained from photo-
graphic methods has led back, at least in principle, tb the ionisation
gpectrometer. An important advance in this respect has been the replace-
ment of the ionisation spectrometer by counting techniques. Proportional
or scintillation counters, incorporated in automatic diffractometers,

provide a means of determining peak, integrated or absolute intensities




(R; D. Burbank, 1964, 1965). Some aspects of these techniques of
intensity measurements are considered in section 2.6.

| Finally, an overall assessment of the methods currently employed
in intensity determination is made in section 2.7.

2.2 Visual Intensity Estimstion

The visual estimation»usually involves the preparation of a standard
exposure scale, followed by a comparison of the intensities of the
reflections on the standard scale with the intensities of the actual
X-ray reflections. A standard exposure scale may be prepared by select-
ing a.spitable reflection from the crystal being investigated; this may
be achieved by rotating the crystal through a narrow angular range. A
series of gfaded exposures of this one reflection is then recorded on the
same piece of film, - |

Kaan and Cole.(1948) have discusseq factors which affect the visual
estimation of peak intensities., The total error inherent in the visual
method is placed by these workers at + 10% of the intensity vaiue; They
point out that eye estimation is physically tiring and errors are likely
because of variations in size and density gradients between the reflec-
tions and spdts on the exposure scale. Furthermore, several observers
may produce quite diffefent results because the linear dimensions of the
reflections are close to the limit of smallest detail visible by eye.
Corrections should be made where appropriate to any visually estimated
reflection for the increased angle of incidence (Cox and Shaw, 1930,
Whittaker, 1953, Bullen, 1953 and Grenville - Wells, 1955), Visual

intensities obtained from upper and lower halves of Weissenberg




photographs, from layers other than the zero layer, must also be corrected
for compaction and attemuation of the spots. (D. C. Phillips, 1954 and
1956).

2.3 Peak Intensity Measurements

The determination of peak intensities by the direct photometry of
X-ray photographic film has been described by Wallwork and Standley (1954).
.The photometer used was a ﬁILGER non~recording photoelectric micro-
-phdtometer. A standard calibration film of the crystal being investigated
was prepared first. The processed calibration film was then placed on
the photometer and the exploring light beam and photocell aperture
adjusteé so that the illuminated area of the film projected onto the
photocell was slightly larger than that of the largest reflection on the
calibration £ilm., The galvanomeﬁer sensitivity was adjusted to give
full-scale deflection for clear film base and the deflections correqund-
ing to the transmiésion of each of the spots were recorded; |

The optical density, D, of the reflection is defined:

D = logy, (to/t)
where to = transparency of clear base
and t = transparency of the reflection.

Transparency is the ratio of the light intemsity in the incident'beﬁm
(Io) to that in the transmitted beam, (L), t.e. T=Lo . For X-ray film,
D is proportional to exposure at constant intensity,Lprovided D is nqt
too high, A density-expcsure curve is then prepared. The cﬁrve is used

to convert densities into relative intensities, since relative exposures

at constant intensity and relative intensities at constant exposure are




essentially the éame over wide limits., When determining the intensities
of actual X-ray-reflections the film is placed on the photometer and the .
light beam and photocell aperture adjusted as before. This is only
necessary when the sizes of the largest reflection cn the two films aré
dissimilar but the procedure ensures that the instrument is operated at
maximum sensitivity. The galvenometer sensitivity control is adjusted
"to give full scale deflection for clear film base (F.units). Two
measurements are then made for each reflection. One for the reflection
and its immediate background (elunits) and another for an adjacent piece
of-fiim at the same sin 6 as the reflection, (B units). The values

log (54@) and log (P/ﬁ) are then calculated, These values are used to
obtain the corresponding intensities from the calibration curve and the
intensity of the reflection is oﬁtained by subtraction.

Errors. in intensity.exoeeding 10% are reported to arise only when
the variations in area of -the reflections on the same film is 2 to 1 or
greater; and when the transparency, (T = %9), is 60% or éreater. The
linearity of ILFORD G and B X-ray film is reported to extend up to about
55% transparency. -

The authors consider their method of determining ihtensities.
superior to that of the visual method and that it fulfils the accurécy
requirements for all normal purposes.

Furthermore, S. C. Wallwork has used this technique, since its
inception, in his investigation of the crystal structure of molecular
compoﬁnds exhibiting polarisation bonding (Harding and Wallwork, 1955).

Critchley and Jeffrey (1965) have also used a photometric technique




(Jeffrey, 1963) in estimating a set of peak intensities with an estimatea
accuracy of 8%.

- Buerger (1960):draws attention to a fact of some importance in
connection with peak intensities; namely, that they are not necessarily
proportional to integratéd intensities for the following reasons,

" (1) The same integraled intensity for small @ regions has different

peak heights and consequently peak intensities

Small O Large ©

Fig, 2,1 INTENSITY PROFILES (1)

Also at lafge values of O the Kdtreflection is resolved into
aﬁc{l and an@f,z doublet. |
(2) Due to crystal imperfections, the same area of peak shown in
Fig. 2.1 may well have different peak heights for different
reflections of the same 6 value.
(3) Peak intensities from upper layer Weissenberg rets. have to be
corrected for obliquity and ettenuation effects.,
. These reasons indicate an integrated intensity to be a more reliable
measurement than a peak intensity for the same reflection.

2.4 Integrated Intensity Methods

The definition.of an integrated intensity depehds on the recording
technique., R. D. Burbank has discussed the meaning and measurement of

integrated intensities (196/) and absolute integrated intensities (1965)
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in relatioﬁ to the automatic diffractometer., The integrétion of
reflections on photographic film may be perforhed either by a Weissen-
berg camera, fitted with an integrating device, (Wiebenga, 1947,
Wiebenga and Smits, 1§50) or by a photometer (Robertson and Dawton, -
19/1, Fasham and Wooster, 1958).

The photometric determination of integrated intensities is more
difficult than the determination of peak intensities because of the
unéven distribution of the silver grains across a reflection. Eacﬁ
region of the reflection thus has a different intensity and the integrated
intenéity consists of a sum of the individual inténsities. Tﬁe chief
difficulﬁy in measuring integrated intensities photometrically is that
the iight transmission of the blackened photographic film, which is
usually measuréd, is not a linear function of the intensity Qf the reflec-.
tion.  Several techniques have been devised to circumvent this difficulty.
fn account of these is given in the next sections.

2.4.1 The Astbury el -ray method

Astbﬁry (1927, 1929) and Robinson (1930) devised a photographic
méfhod for obtaining integrated intensities. By means of the bichrom-
ated gelatin pfocess a reproduction of the photograph is made on a thin
membrane whose thickness decreases with increasing opacity of the original,
The integration over the spot is achieved by measuring, on an electro-
metef, the transmission of ed particles, from a polonium source, through
the membrane, The disadvantage of the method lies in the photographic
proceésing of the X-ray photograph; for this reason the method does not

seem to have come into general use,




2.4.2 Light Scattering Method
Brentano (1945) devised a photometric method based on Tight
scaﬁtering. In this method use is made of the fact that, for small
'densities, light scattering by silver particles is proportional to the
number of particles., However, the method does not seem to have been

applied to a structure analysis.

2.4.3 Density Wedge Methods

| Densities may be determined by balancing a reflection on an X-ray
photograph with a known density on a density wedge. The point of balance
is determined by a double-beam technique. One beam passing through the
photogréﬁh and the other through the wedge, the position of the wedge is
adjusted until the two densities are equal. Robinson's (1933) photometer
integrates each photographiéally recorded intensity point by point. He
recommends dividing the spot into 100 to 300 periodically spaced semples.
Each point is balanced by moving a calibrated wedge, the bﬁlancing
conditions being detérmined electrically. A reciprocatiﬁg rod measures
the motion of the wedge for all the sampling boints and records their
sums on a counter, The.photometer is mechanically complex, tedious and
slow to use,. Thbie 2.1 contains relative iatensities obtained from this
instrumént and from an ionisation spectrometer; the planes refer to the -

anthracene structure (Robertson, 1933)



Table 2,1

Intensities (anthracene) =~ arbiﬁrary scale

gkl- : Ionisation Svectrometer Robinsons Photometer
200 . _ 1000 982

201 : 652 ' 645

202 | 253 - 258

001 ' .o 667

002 | 192 194

003 52 o 59

004 81 72

005 32 - 31

These resulfs indicate the accuracy of the photometer to be
similar to that of the ioniéation spectrometer,
2.4.4 Positive Film Photometry, Dawton {1938)
| This method has been used by M. J. Buerger since 1941 and requires
meticulous practical techniqﬁes for it to be successful.. The entire
photograpﬁic procedure needs to be carefully controlled,'including
Making'the origingl exposure, developing the negative, exposiﬁg the.
second exposuré through the gegative and developing the positive print.
. The resuitant positive print of the original single cfystal X-rey
negative consisté of a collection of transparent spots on a dense black
background. The total tr;nsmission of each spot is determined photo-
metrically (Wood and Williams, 1948) and is directly proportional to the
total energy reaching the spot in the original X-ray exposure. Thus

transmission is directly related to integrated intensity.




2.4.5 Platean Method

Integrated intensities may be recorded on a Weissenberg camera
by ﬁeans of a device designed by Wiebenga (1947). This device causes
‘the cylindrical camefa tq undergo a slight rotation about the-axis of
the cylinder and a small additional translation parallel to the axis of
'fhe cyiinder. This mechanism causes an X~-ray reflection to expand over
a small area of the film. The expansion smears out the reflection from
a ﬁeﬁk to a plateau, Fig. 2.2. The plateap region is in the éentre of
the expanded area and since within this region the film has received
contributions from all parts of the expanded Spot,-the heightlof_the'

plateau is a measure of the integrated intensity.

[\

—?eak . ) Plateau

Fig, 2.2 INTENSITY PROFILES (2)

:A disadvantage of this technique is that it requires about twice
the normél éxposure times with a proportionate increase in background
density. The general scheme has been apblied to the Precession camera

(Nordman ét al., 1955).
| J._W.-Jeffrey_(l963) describes a photometer designed to measure the
_obtical density of integrated Weissenberg reflections obtainea by
'Wiebenga's techniqué. The photometer has been developed as part of a

programme for achieving the highest possible accuracy in the photographic

measurement of X-ray diffraction intensities. It has no.optichl or




electronic components, contains a fixed working shelf, and utilises a
‘stabiiised power supply. The light source laﬁp is a 24v 60w headlamp
bulB; the photometer box contains a selenium photocell and the readings
are made by means of a galvanometer and a cylindrical scale, in order
to avoid corrections to straight scales because of non-linearity. A
circular light beam of 0.5 mm radius shines on the integrated reflec-
tion whose central area should be at least 0.6 mm square. The photo~
cell is swung into position and a reading taken, § . The reflection
is replaced by a portion of uniform background and another reading'
taken'ﬁ B. The optical density, D, of the reflecticn is calculéted;
D= log %%. Teﬁperatu?e variations requifg the time between readings
tb.be kept to a minimuﬁ, although, measurable drift is obserVed'only
after 5 to 10 minutes. To check this drift the. scale is zeroéd period-
ically and adjusted to give a reasonable deflection at fhe lower end of
fhé gscale, for a piece of film, whose background density ié of the order
of 0;2 D. Errors arising from the measurement of Opticai density by the
photometer are reported as less than 1% over the density range 0.1 to
l.. D. The percentage error increases at lower dengities but is still
below 5% at 0.61 b. ' Below 0.01 D the spots are barely visible.
2.4.6 FPhotometric Scanning Techniques

A different'teéhnique for determining inteérated intengities was
introduced.by Robertson and Dawton (1941). The instrument is based on
'tﬁe pripciple of a rapid scan of the X-ray reflection, similar to the
scanning used in a television tube. The-reflection is scanned by a

small spot of light which-i§ passed into a photocell and amplified., By




~ means of a non linear circuit the amplified pulse is related directly
to density and hence to the integrated intensity of the reflection. The
eleétrical system has a quick reSponse; of the order of 1/1000 sec. and
the whole reflection can be scanned in about 0.1 sec. Its accuracy for
weak reflections is reported equal to Dawtoﬁ's positive film photometer
and for moderate intensities is as good as Robinson's photomster,
 described in section 2.4.3, these being the alternative photometers
av#ilable at fhat time. - The novel features of the instrument are of
course the scanning technique and the non-linear circuit. These-prihci—
ples have been incorporated in a more recent ingtrument, namely, the |
Joyce~Loebl intégrating microdensitometer. This instrument incorporates
an electronic scanning device, a non-linear electrical circuit and an
integrating device which sums log L's. The instrument is described and
discussed in greatér detail in Chapter Three. |

Fasham and Wooster (1958) introduced the concept of méasuring
inteérated intensities by movihg the X-ray film under a écanning light
beam at a uniform velocity, in such a way, that all parts of the reflec-
“tion are sampled. The path of the scanning beam may fake several forms
e.g. it may Zig-zag,.spiral, or move along equidistent parallel lines,
However, VWooster (1964) comments that diffraction spots are usually too
small for accurate photometric measurement.

He esfimates that for a circular spot having a Gaussian density -
distribution and a peak density of 2.0 D the overall diameter must be at
least 2 mm in order to reduce the error in intensity due to spot size

to less than 1%, Reflections can be increased in sizé by using an X-ray




. beam which converges on the crystal, this can be achieved by a colli-

mator with a larger aperture at the X-ray tube end than at the crystal
end; such a device lessens the exposure time,

The Wooster Automatic Recording Integrating Microdensitometsr
Mark III (1964) is manufactured by Crystal Structures Ltd., Cambridge;
‘The instrument is of the double beam type and measures the light trans-
mitted through a film by comparison with that transmitted through a
neﬁtrél wedge, Optical density is automatically recorded on a built-in
strip chart recorder. Utilising a single lamp and photocell the -inten-
sity record is independent of variations in output of the lamp and in
sengitivity of.ﬁhe photocell, It is a null balance insitrument and
incorporates an integréting device which provides integratgd intensities
of lines, spots and areas. A magnified image of the perts of the film
being examined. may be projected onto a scfeen. Optical densities from
O - 4 D may be detérmined with a reproducibility of + 1%, 5ut no data
with rggard to the accuracy of the instrument or of its ha&ing been used
for a structure analysis is available.
2.5 Accurate Intensity Measurements by Photogra hig_ﬁgggggg

Errors arising from the photographic recording of X-ray intensities
‘ have been investigated by J. W, Jeffrey and K., M. Rose (1964). They
point out that the maximum accuracy is limited by the errors inherent in
the recording method, These errors have been investigated by meéns of
photometer measurements on simulated integrated Weissenberg photographs
and actual diffraction photographs. The results indicate that with

careful development e.g. using filtered solutions in a thermostatic




 bath with paddle agitation every fifteen seconds, and correct photo-
metric techniques (Jeffrey, 1963), the standard deviation in intensity
is abouﬁ 0.006 D or 0.,5% of the greatest intensity measured. The
maximum intensity measurable is limited by the iinearity of the X-&ay
film and Jeffrey and Rose (196/) report the linearity of ILFORD
INDUSTRIAL G to extend to ghout 1.2 D, Even after allowing for addit-
ioﬁal_factors, such as, photometer errors and the lack of uniform’
absﬁrption on the top film of a pack, the total error is still less than
1% of the maximum ;ntensity of about 1.2 D. In many cases errors
inherent in the photographic record are small comparsd with other errors.
Those due to absorptiog effects are frequently more significant than
erfors from aﬁy other single source, (Jeffrey and Rose, 1964). In the

. determination of the crystel structure of dimeric trimethyl 4:6 dioxony}

platinum (Pt O Swallow and Truter (1960) they estimated that

2012M5,)5 BY
the variation in intensity produced by absorption in the crystal used
was at least 10%, At least two thirds of the R value of 7.6% is thought
to be due to absorption errors.

The main rgquiréments for reducing recording errors in X-ray
intensity measurements towards a value of 1 to 2% total error in relative
anl values have been discussed by Jeffrey and Vhittaker (1965). They
recommend careful attention to detail and the elimination or reduction
of systematic errors. They also discuss various experimental require-
nments for accurate X-ray intensity measurements by photographic means.

Some of the more important of these are:

(a) Wherever possible, crystals should be shaped into spheres or




cylinders in order to simplify or remove the necessity to
correct for absorption.
(b) The smallest collimator giving the required uniform area
should be used.
(e¢) Unit cell parameters must be known £0 0.1% in order to cal-
culate accurate equinclination angle settings.
(@) Density is a function of both exposure and development time,
Van Horn (1951) has shown how film linearity may be extended
by the use of long developments. Consequently developing
conditions should be standardised and rigidly follcwed.
(e) The visual or photometric technique of.intensity measurement
should be deéigned to give the greatest accuracy.
(f) Finally, all the intensities should be correlated and put on
_ a. common scale,
2.6 Automatic Diffractometgz
2,601 igﬁ;ggggglgg
A diffractometer is an instrument which uses a quantum counter for
measuring both the. intensities and the positions of diffracted X-rays.
Automatic-singie crystal diffractometers provide a record of the
corrected strﬁcture factors of every reflection allowed by a single
crystal, Many are computer controlled and operate on the basis of
programmed.information. This information enables the diffractometer to
set up erystal and counter angles particular to each reflection. The
intensities of the ensﬁing diffracted X-rays are then measured by means

of a quantum counter., =~




Geiger-Mﬂller tubes have been used for some time for the measure-
ment.of X-ray intensities (Cochran, 1950). In recent years however they
have tended to be replaced with the more sensitive !proportional counter!
and 'scintillation counter!?.

Some aspects of these counters are reviewed in the following
‘sections.

2.6.2 Geiger-Miller Counters

: Geiger-Miller counters are mcre sensitive to X-rays than photo-
graphic. filn, #bout 10% to 10° quanta are needed to produce minimum
blackening on an X-ray photograph.

Geiger counters can detect this level of energy with an accuracy
of better thaﬁ.o.l% and can detect over 50% of the quanta entering tha
tube (Sulliven, 1940). This type of counter consists of a cylindrical -
metal. cathode within which is located a coaxial metal wire anode immersed
in a noble gas atmosphere. In order to reduce the discharée, produced
when an X-ray quantum is absorbed, a small amount of methylene bromide;
may be used as a 'quenching agent'.

The efficienéy of this type of tube has been increased b& making the
windows of micavand gealing this directly o the cathode cylinder. Such
a construction reduces the 'dead space!; which is that part of the tube
in which X-rays are absorbed but not detected. The function of any
counting device is to 'count' the number of X-ray quanta entering the
tube at any given time. A single 'count' in a Geiger coéunter is a
measure of the discharge produced when a quantum of X-radiation enters

the tube. This is measured by recording the voltage pulse developed by




... the discharge. For any Geiger counter there is a minimum threshold

voltage required for a discharge. A plot of counting rate against
appiied voltage (Fig. 2.3) shows a plateau-at which counting is indep-
endent of applied voltage. For good stability it is recommended
(Lonsdale, 1948) that a Geiger counter be operated at about 100 volts

above its threshold voltage.

Plateau

Each curve represents
a different intensity
of radiation

Counting
Rate

, : Voltage

Fig. 2,3 Geiger Counter: Counting Rate Versus Applied Voltage

The proportionality between intensity and counting rate represénts
the linearity of response of the counter. For individual quanta to be
separately recorded their arrivals must be.separated by a certain time
intervel. This is the 'deed time! of the counter. For Geiger counters
‘it 1s of the order of 50 - 300/u sec (Longdale et al., 1962). At low
intensities, with quanta arriving at widely spaced intervals each one
. under ideal conditions is counted. Intensity is thus proportional to
counting rate. With increasing intensity of the diffracted beam a state
is eventually reached when the proportionality between intensity and
counting rate breaks down. The actual point at which this occurs depends
to some extent on the efficiency of the recording-apparétus used, The
recording apparatus consists essentially of a circuit which accepts the

amplified output from the Geiger-Miller tube and provides the mean value -
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~ of the rate of arrival of counter pulses. The linearity between
amplified output and counting rate limits the use of this type of
recorder to low intensities (Lonsdale, 1948). Varicus estimates have
been made for the limiting counting rate which incorporates the proﬁ-
ortionality between counting rate and intensity and also lies within the
‘linear renge of the recorder. |

Lonsdale reported 100 - 150 counts per secoﬁd (1948), Bleeksma et
al. (1948) reported 600 counts per sec. More recently however Lonsdale
et al, (1962) reported that counting rates of 2,000 - 5,000 counts/Sec
may be obtained. The life of the average counter is of the order of
109 counts, |

Propoftional counters have two fundamental adventages over Geiger

counters, These are:

(1) The construction is such that the proportionalit& between
X-ray quantum energy and pulse amplitude is achieved. Con~
sequently by means of a pulse-height analyser, discrimination
against unwanted radiation is possible. |

(2) The dead time of about O,Z/u sec means the response is linear
to very high counting rates i.e. 107 counts/sec, The essential
features of the construction which result in these advantages
include the following:

(a) Dead space is eliminated by having the mica window
in the side of the counter, The mica window is gold

plated on the reverse side in order to produce a




uniform electrical field. This construction ensures
proportionality between the X-rey quanﬁum energy and
the pulse amplitude. _

(b) A slightly larger window is placed opposite the first
to prevent the unabsorbed beam from striking the
metal walls and causing fluorescence and unwanted
pulses (Kohler and Parrish, 1955). |

(¢) The gas absorption path is shorter than in the éeiger
tube and a gas with a higher absorptioﬁ must be used
to maintain quantum counting efficiency. Xenop at
30 cm or Krypton at 50 cm Hg pressure are commoﬁly
uséd.

(@) The operating voltage is below the Geiger threshold
so that discharge is limited to the region where thé
absorption of X-ray quanta occurs, 'Thé resultant
pulse amplitudes are consequently lower and have to
be amplified about 107 times. The circuitry of a
proportional counter is consequently more extensive
than that of a Geiger counter vhere amplificatién of
the pulse amplitude is not usually necessary.

Scintillation counters have two essential parts:
(1) a fluorescent crystal, and
(2) a photomultiplier tube.
The fluorescent crystal may be a single crystal cleaved plate of

optically clear NaI activated with about 1% thallium in solid solution




(Hofstadter, 1949). The crystal face on the X-ray beam side must be
undeformed since absorption occurs in a thin surface layer. The crystal
is hygroscopic and must be hermetically sealed. Kohler and Parrish.(1956)
have used an aluminium holder with a beryllium window 0.13 mm thick to
admit the incident X-rays and a glass back tc transmit the visible light _
scintillations, Light reflectivity is inc?eased by placing a bright |
aluminium foil 1u thick hetween the beryllium window and the crystal,
The internal section of the holder is shaped and highly polished. A
mounting fluid, of about the same refractive index as the glass, attaches
the holder to the end of the photomultiplier tube. The entire system is
in a light tight cylinder. The colour of fluorescent light .(violet) from
'thé crystal matches thé spectral sensitivity of the photomultiplier tube.
The fluorescent decay time is only about 0.2/u sec,, and the dead time

is consequently about the same as that of the proportional counter. The
Quantum Counting Efficiency (E), discussed on page 27, is dependent on
the X-ray absorption in the crystal. For a NalI Tl crystﬁl, about 0.55 mm
thick, it is about 100% for all commonly used X-ray crystallographic
wavelengths, This is better than can be achieved with either organic
scintillators or polycrystaline scintillation screens (Marshall, Coltman
and Hunter, 1947). |

An important property of this type of counter and one which is most

useful in connection with single crystal diffractometry is that its
radial sensitivity is practically constant. This represents an advantage
over the type of counter which absorbs X-rays through a mica window. In

the latter case careful alignment is necessary in orcer to absorb the
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radiation, whereas, the scintillation counter is able to detect X-rays
through a wide angular field., By the careful choice of crystal size
it is possible for a scintillation counter to intercept and detect the
entire X-ray beém. The photormultiplier used usﬁally has a low noise
and an amplifier gain of 210 - 1,000 is required.

The life of the counter is practically unlimited unless water vapour
penetrates the crystal holder seal.

A comprehensive account of the factors influencing the linearity
of counters has been made by Lonsdale et al. (1962). '

Some of these factors are included in the follcwing comparative
account of thé linearities of currently available counters.

It has already been pointed out in section 2.5.2 that Geiger
counters are linear up to about 5,000 ¢/sec. Various attempts have been
made to improve on this figure_by reducing the dead time of the counter
tube below the range 50 -~ 300/u sec (Eastabrook and Hughes; 1953,
Parrat, Hempstead and Joésem; 1952). In no case however'has the dead
time been reduced to the level of the scintillation and proportional
counters,

The multiple foil technique (Lonsdale, 1948) provides a means of
cbrrecting for non-linearity at high counting rates. The observed
intensity Nobs can be corrected for non-linearity by means of:

N true = N obs (1 - Y eff Nobs)
where T eff is the dead time of the entire system.
A monochromator is used to reflect the characteristic X-rays into

the counter and a number of metal foils (e.g. aluminium), each of the
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" same absorption, are added to the beam, one at a time. This technique
increases the effective dead time of the entire system and decreases the
counfing rate to an extent dependent on the number of metal foils used.
The measured rate (N obs) may then be related to the true rate (N true)
by means of the above relationship., A plot of N obs on a log scale
égainst the number of foils on & linear scale shows the limiting linesr-
ity'and provides a means of determining W”eff. The correction is easier
to épply'to peak intensities than to integrated intensities because of
the continuous variation of the counting rate in thg Jatter case
(du Pre, 1953)f

It is essential that only monochromatic radiation is measured in
this technique énd this may be achieved by either (a) pulse height
_.discriminator or (h) operating the X-ray tube at a low voltage in order
to avoid generating radiation of wavelength.;v?. Linearity may also be
extended by measuring the average current of the counter inétead of
counting individual pulses,

The linearity of proportiOnaliand scintillation counters depends
on the dead time of both the counter and the recording unit. The dead
tiﬁe for proportional and scintillation counters is of the order of
O;Z/u sec, Scaling circuits usually have a dead time of about ;.O/u sec,
The dead time of the pulse-height analyser depends on the distribution
of the amplitudes of the pulses it receives. The linearity of the
analyser depends on -the desd time and the rate of arrival of the pulses
at the analyser. Analysers are available which have linear rates in

excess of 15,000 c/sec.
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Scintillation counters have been shown to be linear up to about
107 ¢/sec (Nelson and Ellickson, 1955).

IIn the selection of a suitable counter for X-ray analysis an imp-
ortant factor is the 'Quantum Counting Efficiency' (E), This is
défined:

E = fn.f,

. where fT is the fraction of incident radiation transmitted through the

window and dead space of the counter,

- proportional counter or on the thickness of the scintillation crystal

depends on the length and pressure of the gas path in the Geiger and

(Taylor and Parriéh, 1955, 1956).
Variations in E are caused by several factors, including the
~ following:
(a) 1ack of radial sensitivity of the counter
(b) failure of the counter to detect certain peeks i.e. escape
peaks -
(c) lower absorption by the gas or crystal at low values of. A
causes E té diminish
(d) increased window absorption at high values of A causes E to
diminish
(e) abrupt changes in E at absorption edges in the Nal.Tl erystal
and proportional counters may be encountered, |
Variations in the quantum counting efficiency of the counter may cause
chahgeé in the background level of X-ray patterns, especially near

strong reflections.
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The scintillation counter has the highest and most uniform E for
all crystallographic wavelengths i,e, about seven times greater than
eitﬁer the Xenon proportional or the A;gon geiger counters for Mo Ka
radiation. This allows a decrease in recording time by a factor of 7
for the same statistical accuracy, or an improvement in accuracy'hy“n;
ﬁsing the'same recording time, .

The applications of each detector cannot be sharply defiaed but there
are-areas within which certain types of detector can be used advantage-
ously.

The Geiger counter has the advantage of simple slectronic circuitry
- coupled with higﬁ, uniform sensitivity and long life. Its disadvantages
are low counting rate, low quantum counting efficiency, especially at low
- wavelengths and no pulse height discrimination.

Proportional counters-are capable of high counting rates. The
Xenon filled proportional counter has a low quentum-recording efficiency
for the shorter wavelengths. Consequently pulse height aiscrimination
is not necessary in this case, although it does decrcase the recorded
background.  The Krypton proportional counter has a higher sensitivity
to short wavelengths and a lower sensitivity to long wavelengths than the
Xenon counter., A consequence of this is the lower peak to background
ratio (P/B) when used with wavelengths greater tham 1 %.

| The scintillation counter is characterised by high counting rates,
low resclution time and high ;adial sensitivity. Its uniform quantum
counting efficiency over all normally encountered X-ray wavelengths mekes

it complementary to the Kryptdﬁ“ﬁroportional counter. The Krypton
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proportional counter may be used for low wavelengths, i.e., less than
18 (Parrish and Taylor, 1955), and the scintillation counter may be
used for longer wavelengths i.e. greater than 1 1.

2.7 Comparison of Currently Available Methods

Estimates of the errors inherent in the visual method of determining
intensities vary from sbout + 10% to about + 20% of the actual intensity
vaiues. In spite of this the visual method is still the most widely |
used means of obtaining intensities from photographic film. Why then
have photometric techniques failed to replace the visual method?
Obviously they have not satisfied the basic requirements of greater -
accuracy, reproducibility end speed. The two photometric techniques
currently available viz. the Wiebenga;Jeffrey method and the Joyce-
Loebl: integrating microdensitometer at lecst offer the advantage of an
integrated intensiéy determination as opposed to a peak density deter-
mination. Jeffrey's claims for his method are impressive, he quotes a
recording range extending from about 0.0l D to about 1.2 D with a standard
deviation of 0,006 D (see section 2.4), In a published structure
analysis, (Jeffrey and Rose, 1968) in which he used his technique, the
photometer uéed was the Joyce—ioebl—walker recording microdensitometer,

- (Jeffrey and Whittaker, 1965), This photometer provides an accurate and
highly reproducible specular density determination but because of its
lateral movement across the film must be rather avkward to use‘for
Wéissenberg films. 'This fact, coupled with the calculations involved
for eéch reflection, must increase the time for each intensity determin-

It is conceivable that the technique is much slower
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than the visual method. The satisfactory nature of the intensity
method is indicated by an R value of 0,042 for cobalt mercury thiocyanate,
Go(NCS)Aﬁg, and by the fact that the carbon and nitrogen atoms vere
clearly distinguished in the presence of a considerable proportion of
heavy atoms, (Jeffrey and Rose, 1968).

~The Joyce-~Loebl integrating microdensitometer, coupled with a
stépdard digital coaverter, jis capable of determining about 40 reflec-
tions per hour when in the hands of an experienced operator. The
recording range of the instrument is much lower than that claimed by
- Jeffrey, viz. from about 0.1 D to about 0.7 D as opposed to 0.01 D to
about l.é D. However it is pointed out in greater detail, in chapter
fcuf, that the limitation is due to the film and not to the instrument.
This‘instrument muét'certainly be faster than Jeffrqy's generally.
After a series of tests (Raper, 1966) and a satisfactory structure
analysis (see chapter five), there seems to be no reason why it should
not prove satisfactory as a general means of obtaining integrated inten-~
sities from photographic filﬁ. The future of any photographic methoa
however must be seriocusly in doubt with thé advent of the automatic
diffractometer. |

Comparisons of the two techniques have been made by Lonsdale et al,
(1962) and Abrahams (1963).
The photographic method provides a comprehensive and permanent

intensity record over large and specified regions of reéiproéal space,
By me;ns of Weissenberg and precession techniques many reflections may

be recorded at any one time.” Furthermore, it is relatively quicker to
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check an intensity determination from an X-rey film than to redetermine
an intensity by means of the automatic diffractometer.

It is possible however to proceed much more rapidly to a set of
structure factors, aFoa , by means of an automatic diffractometer.
Abrahams (1963) has compared the relative times involved in the determin-
ation of about 1,000 independent reflections. In this case the time
required to obtain the photographs involves at least a month. The
intensity determinations correlation and reduction of the data to a
single set of l,éOO iFoa 's involves several weeks of full time activity.
There is also the possibility that even after all this effort the intens-
ities could be in error. to the extent of about 20% greater or less than
the true value., By using an automatic diffractometer the total time
. spend in measuring 1,000 iﬁtensities may be reduced to less than a week.
The actual fime depends on the precision and overall accuracy required..
With a precision of better than 1% and an accuracy of 5 to 10% it is
possible to measure about 200 intensities in twenty-four hours. In
addition to speed, the automatic diffractometer exceeds the photographic
method in accuracy. Determination of intensities by automatic diffract-
ometers to within 4% of the probable true values are reported by
‘Abrahams et al., (1965 and 1967). The same worker reports that even the
best photometric techniques are liable to have errors of the order of
+ 10% of the actual intensity (Abrahams, 1963).

In the near futu?e visual and photometric methods of determining
intenéities will continue to be used, However, as the technology of

automatic diffractometry advances and the availability of the technique
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widens it is likely to become the general method for obtaining the

intensity record.




THE JOYCE-LOEBL INTEGRATING MICRODENSITOMETER
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THE JOYCE-LOEBL INTEGRATING MICRODEISITOMETER

3.1 Function

The instrument provides a measurement of the total light absorp-
tion of a scanned plane area. The indication of absorption is given
on a meter.and is called the integrateddensity value (I.D.V.) The
I.D.V's. may also be recorded on an analogue digital converter which
can be connected to the I.D.V. meter.

Intensities of reflections on both Weissenberg and precession
films.may be recorded.

The I.D.V. of a reflection and its immediate background is recorded,
theﬂ the I.D.V. of an adjacent blank area. The difference between these
two readings is the I.D.V. of the reflection and can be compared with
- gimilarly derived I.D.V!'s., for other reflections. Thus relative I.D.V's,
- on an-arbitfary scale are obtained. A circuit diagram of the instrument
is shown in Appendix I.

3.2 Principle of Operaticn

The area of the scan, or raster, on the surface of the scanning
tube, is governed by two controls which adjust the length of sweep along
~ the X and Y directions. The raster is reduced in size and brought to a
focus on the surface of the X-ray film and the area to be investigated
is placed within the raster. Light 1s transmitted through this area to
a photomultiplier. The photomultiplier is connected to an amplifier by
means_of a non-linear circuit., The amplif;ed output is.proportional to
the logarithm of the instantaneous value of the light absorption or

alternatively to density (D) end hence to the blackening of the film,
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When recording I.D.V's, a single vertical sweep, viewed on the
monitor tube, is used, The time for one sweep depends on theisize of
the scanned are; and varies from 0.3 to 2.0 seconds, During é vertical
sweep period the density signal is passed to the integrator where the
sum of the instantaneous density values is derived and recorded on the
I.D.V. meter. The circuitry is so arranged that integfation occurs
only duriné the vertical sweep period. A picture of the scanned area
is reproduced on the face of the monitor tuﬁe which is synchronous with
that on the face of the scanning tube. By passing a portion of the
density signal to the monitor tube via an antilogarithmic circuit the
visual appearance of the scanned object is reproduced within the monitor
tube raster. |
3.3. General Description

The instrument.consists of two parts, consisting of a scanning unit
and a monitor unit,

The scanning unit is a light tight box and has a door on the front
for access to the specimen focussing and scanning tube fdcussing control.

| The scanning tube is a cathode ray tube whose electron beam performs

the scanning operation., This scanning technique is known as the"flying
spot method', The scanning tube is mounted on the top of the box and
can be rotated through 180° to enable alignment of the raster with elong-
ated reflections. A microscope assembly focusses the raster on to an
X-ray film which is contained within two glass plates oﬁ a moveable
table; The table is positioned in a horizontal plane by two servo motors

(X and Y) which are push button operated on the monitor section. A
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‘microswitch, operated by opening the door, cuts off the power supply

to the photomiltiplier circuit and prevents saturation effects and

possible damage to this component from ambient lighting. The photo-
mﬁltiplier is located in the base of the scanning unit.

The monitor unit contains most of the operating contrecls i.e. the
monitor tube, peak density and J.D.V. meters; a facsimile table which
carries a duplicate film and moves synchronously wiﬁh the scanning unit
table mentioned previously.

In addition there are also.the following controls:

Brilliance and Contragt

These refer to the monitor tube and function in a similar manner

to their counterparts‘in a domestic television set. The brilliance con-

" trol sets the general backgfound level of the raster and is kepl consgtant,

the cdntrast control 'is used to modify the appearance of the picture on

the monitor tube.

Set Zero

This controls the brilliance of the raster on the scanning tube.
The peak density meter moves in sympathy with the set, zero control the
brightest raster occurring at zero density. Usually the set zero is
adjusted against the normal background of developed, fixed, but unexposed,
Xeray film, so as to produce a peak density velue in the region O to |
0.05 D, The set zero is never used to counteract varying background
density on the same-piece of film as this leads to erroneous results.
The-control can be used to counteract a gradual drift away from the

original background density setting.
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X and Y Shift Controls

These shift the raster horizontaily and vertically, with respect
to the monitor tube, on both scanning and monitor tubes, The setting is
usually that which.reproduces the raster in the central portion of the
monitor tube.

X and Y Sweep Controls

The horizontal and vertical size of the raster-is set by these con-
trols. There are six positions for each control, at position 6X and 6Y
the rgster has its maximum size being about 1.5 cm square on fhe‘face of
the scanning tube and about 3 mm square on the surface of the X-ray film,

Scanning areas of about 3 mm square are most unusual for X-ray

reflections. The average area is about 0.5 mm square and this is achieved

. with values of X and Y equal to three.

The X éweep control operates by changing the velocity of the 'flying
spot! and the sehsitivity of the integral meter is inversely proportional
to the value of X,

The Y sweep control varies the time for each vertical sweep, the
number of lines in the scan also changes, but not the spacing between the
lines and the sensitivity.remains unaltered,

X and Y Position Indicators

These counters give an indication of both table positions relative
to the lower left hand corner as starting or zero position. It is

possible to allocate X and Y table coordinates to each reflection,

Table lock Switch

The facsimile table motors are isolated by moving this switch into
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the 'UP! position. It is then possible to move the specimen table
independently to-align the specimen and facsimile films.

Table Drive Push Buttons

These move. both tables and also @he image on the monitor tube in
the same direction along X and Y coordinates. They sre used in conjunc-
tion wifh a blue spot which is vrojected from below cnio the facsimile
film in order to locate a reflection. The blue spot indicates‘the approx-

imate centre of the raster field on the surface of the specimen film,

Read View 1 View 2 Switch -
| These three switch positions select the instrument function:

View 1 . provides a constantly scanned image of the reflection on the
monitor tube.

- View é. operates asffor View 1 but the extinction selector switch is
bréught into- operation,

Read used to take a measurement of background or of a reflection.
The integrator ic brought into circuit and the vertical sweep
operates on a single shot basis. . Repetition is achieved-by
means of the reset and integrate buttcns. The monitor image of
the spot is not visible during this operation. |

Extinction Switch

This operates when View 2 is selected. The swibtch is calibrated
from 0.5 to 1,5 D in steps of 0,2 D, and estimates all portions of the
image'of greater density than the value selected. The éliminated portions
appear as.bright areas within the blackASpot. Hence it is poésible to

assess whether a small or a large area of the reflection has density
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greater than the value selected., If the set zero is set at a value other
than O D against a blank i.e..background portion of the film e.g. 0.1 D
then the extinction value will be the difference between the two readings
e.g. 0.7 - 0,1 = 0.6 D, This device is used to sort out reflections
which are beyond the known linear range of the film. The extinction
circuit does not provide a precise value of psak density and values should

. not be relied on to closer than + 0,1 D (Paul, 1967).

Integrate and Reset Buttons

These are used in conjunction with the read switch. Momentary
pressure of the integrate button initiates a single vertical sweep. and
the integrated output from the measuring c¢irecuit during this sweep is
stored as a charge in'the integrator. The integrator is returned to rest
by pressing the reset button.

Anaioége Dicital Voltmeter
" This device converts analogue current into an afbitxary digital
value and is directly commected to the I.D.V. meter,

Calibration of the digital voltmeter -is achieved by setting it to
zero when the I.D.V. meter is zero and to 1,000 with the I.D.V. meter at
its maximum value of 2,500, The analogue digital vcltmeter is a much
ﬁﬁre sensitive recording device than the I.D.V. meter., It provides a
continuous scale from O ~ 1,000 in divisions of one. Each division on
the.I.D.V. meter has a value dependent in the scale used e.g. 10 on the
500 scale, 20 on thé 1,000 scale and 50 on the 2,500 scale,

3.4 Operating Procedure

The instrument is usually allowed to warm up for at least fifteen




minutes before making measurements so as to ellow the components to reach
a stable temperature., Reasonable precautions are needed to ensure stable
temberature cpnditions e.g. avoidance of direct sunlight. The screen of
the scanning tube is easily burned and the sweep is never left stationary
during the warming up period; the scaﬁning tube brilliance is also
reduced during warming up periods or if the instrument is to be unused
for any length of time. 7The film to be measured is placed in the specimen
frame and the copy in the facsimile. |

The films are @hen aligned in their frames until the reflections
are cbincident.. Then the clamping screws are tightened and the frames
placed in their respective tables, Weissenberg films have to be cut
across the middle in order to accommodate them in the frame but precession
photographs fit into- the frame without cutting.

The tabies are Aligned by positioning a suiteble reflgction on the
facsimile frame above the blue locating spot. This table is then locked
by the appropriate switch. The corresponding reflection-on the specimen
frame is then aligned by means of a light beam and an inclined mirror,
located under the specimen table, which projects an image of the chosen
reflection onto the surface of the scanning tube. The reflection is
then centred in the raster on the scanning tube surface., Both tables are
now aligned, and after releasing the locking switch, respond synchron-
ously to the table drive control. |

Reflections are measure whose peak densities occur within the linear
renge of the film. Peak density is recorded by- switching to VIEW 2 and

advancing the extinction switech from 1,5 towards 0.5 until a brightening
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of the central part of the reflection is observed. The switch pésition
at which this is observed indicates the peak density of the reflection
relative to its background. Background peak density is set by means of
the set zero and READ control to a definite value e.g. O, 0.05 or 0.1 D,
So with a background density of O the peak density is as recorded, other-
wise, subtraction is necessary. The limiting density which marks the

end of the linear range is 0.7 D. All reflections which have peak dens-
ities in excess of this value are not recorded.

Having verified that a reflection is within the linear range of

the film the-VIEW 2 control is switched to READ, the reset button is
pressed, to eliminate any residual charge in the integrator, and the
integrator butfon pressed. This procedure is repeated until a constant
- reading is observed on the I.D.V. meter. The value is then recordea,
together wiih the appropriate hkl, on a paper roll attached to the
analogue digital recorder. The record is achieved by punching hkl man-
ually on ﬁhe keyboard and pressing the READ button on the recorder to
obtain the I.D.V. automaticelly. I.D.V's,.of both reflection and back-
ground are recorded and the final I.D.V. punched out manually by means
of the keyboérd. -

3.5 Instrument Evaluation

The accurate measurement of integrated intensities by the Joyce-
Loebl integrating microdensitometer is subject to the following basic
limitations: |

(A) instrument linearity and sensitivity

(b) the linearity of the X-ray film used for the intensity record




3.5.,1 Instrument Linearitz

This is most readily demonstrated by means of an optical glass
wedge. The results of a typical calibration are shown in table 3.1 and
graph 3,1. They show the linearity of the instrument to extend ub to
about 1.5 D with a deviation of less than 1%.

3.5.2 Instrument Sensitivity

v, .The sensitivity of the instrument is governed by the X sweep control,
This operates by changing the velocity of the 'flying spot' while keeping
the sweep time constant. Thus with increasing raster width, i.e.
inéreasing X'valﬁe, the velocity of the spot increases and the scanning
is less efficient than at lower X values. Sensitivity is therefore
inversely proportional to the X value,

In order to check the variation in sensitivity with X vaiue an
intensity séale was prepared, The scale was prepared by using a 0,3 mm
collimator and passing nickel filtered copper radiation ﬁhroﬁgh nickel
foil into a Weissenberg cemera loaded with ILFORD INDUSTRIAL G X-ray
film, Sixieen spots were obtained by varying the exposure times from
two to a hundred seconds. Within the linear range of the film i,e. at
low exposure levels, the spots were circular and about 0.3 mm diameter
and at high exposure levels they were elliptical and about 1.0 x 0,6 mms.
The visual intensities ranged from being just visible to the very intense.
. The I.D.V's, of the spots were then determined over a range of X values
from 2 to 5 inclusive and at Y values 2 snd 3. These wére chosen as
being the most likely values to find general use. The peak intensities

of the spots were also determined. The I.D.Vﬁs. and peak densities are




listed in table 3.2 and plotted in graphs 3.2.1 and 3.2.2.

The results show that variations in Y sweep have little-éignificant
effect on the I.D.V's, but variations in X sweep have a pronounced
effect. In general, the lower the X value the higher the I.D.V. This
confirms that the sensitivity is'inversely proportional to the rastzsr
width, or, X sweep value. The manufacturers claim, in the instrument
~handbook, that it is possible to convert I.D.V's, from one X value to
another by a simple arithmetical device, e.g; if I.D.V's, have been
éollegted at X =2, X =3 and X = 4, to convert them all to X = 3 simply
requires thaf the X = 2 values be multiplied by 2/3 and the X = 4 values
be multiplied by 4/3. -Inspection of the results in table 3.2 however

shows that these simple numerical ratios frequently break down, This is
largely because the I.D.V's, listed were read from the I.D.V. meter and
not obtainea from the more accﬁrate digital converter, Consequently,
I.D.V's, in excess of 550 for X = 2 and X = 3 were recorded on the 2,500
scale, where each division represents 50 units, and all values at X = 4
and X = 5 were obtainable only from the 2,500 scale, It is more meaning-
ful to record that most of the scaled readings agree to within one or at
most two scale divisions. The best method of.scaling under such circum-
stances is from graphs, since they take inte account minor variations in
the theoretical ratios.

3.5.3 X-~-Roy Film Linearity

Measurement of the I.D.V's, of actual Weissenberg reflections
revealed that film to film scaling constants, (Rossman, 1956), failed

markedly with reflections whose peak densities exceeded 0.9 D, On the
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other hand, reflections with peak densities in the region 0.5 t; 0.9 D
generally scaled to within the experimental limits of the method.
| This behaviour, presumably, results from the breakdown, at about
0.9 D, of the Reciprocity Law: |

Spot Density = intensity x time

The intensity of the X-ray beam and exposure time enter into this
relationship as equal partners., It is usual to maintain steady operating
conditions so as to obtain a constant intensiﬁy of the X-ray beam. Thus
the Reciprocity Law can be restated:

Spot bensity = f(exposure time)

A plot of spotdensity, (I.D.V.), against exposure time, will be a
stfaight 1line up to an I.b.V., which marks the limiting linearity of the
" X-ray film. In order to assess the linearity of ILFORD INDUSIRIAL G
X—ray-film fhe data from X = 4, Y = 2 was converted to the same scale as
the exposure time, after excluding all values in excess of 0.9 D, i.e.

" those for 60, 80 and 100 secs. The values are listed in table 3.3 and
plotted in'graph 3.3,

. They show the departure from linearity to be abcut 3% at densities
just over 0.7 D and about 10% at 0.9 D. The i.D.V's. used in this test
were obtained from the I.D.V. meter; when the instrument had been fitted
with an 'analogue digital converter! it was decided to repeat the test
vifh a different film scale., The data is listed in table 3.4 and plotted
in graph 3.4, I.D.V{s. and exposure times have been placed on the same
scale. The lowest peak density measurable on the integrating micro-

densitometer is 0.5 D. Referencehigntable 3.4 shows that four of the
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reflections on this scale have peak densities less than 0.5 D,

Peak densities for these reflections were obtained from the Joyce-
Loebl microdensitometer MK III C.S. This instrument uses density
wedges together with a double beam technique and provides a specular
density measurement. The density of the first seven reflections were
obtained on this instrument and a scale factor obtained by relating the
depsities at 12, 16 and 20 with the corresponding densities}obtained
from the.integrating microdensitometer. By this means, the density
values obtéined from the microdensitometér were placed on the same scale
as those obtéined from the integrating microdensitometer, the values are
listed in column (2) of table 3.4. The departure from linearity at low
densit&-is appreciable, about 35% at 0.05 D or en I.D.V. of 13, and about
13% at 0.07ID or an I.D.V. of 26, these are of courss, very weak reflec-
‘tions, Betﬁeen 0.16 D and 0.7 D i.e., within the I.D.V. range 50 to 200,
the deviation is about 1%, this is the most reliable density range. At
0.9 D the deviation increases again from 5% to about 20% for the four
values listed at this density. The significance of this variation at
0.9 D is that‘an I.D.V, is & function of size-and density, being an
integrated méasurement. Consequently, the larger the amount of density
in the spot in excesé of 0.9 D, the greater is the deviation from
linearity. Jeffrey and Rose (1964) report minor departures from linear-
ity for the same film, ILFORD G, at densities well below 1.0 D, Two
comparisons of commercially available X-ray film have béen sponsored by
the IﬁTERNATIONAL UNION of CRYSTALLOGRAPHY (Wiebenga and Smits, 1956,

Morimoto and Uyeda, 1963). The results from both investigations,




45

reported and compared by Morimoto and Uyeda, indicate about an 8.0%
departure from linearity at 1.0 D for ILFORD INDUSTRIAL G X~ray film,
3.5.4 Accuracy and Reproducibility

Experience indicateg the repfoducibility'of the instrument to be
high; better than 2% for the same operator in the linear range of the
film, Agreement between different operafors determining intensities
between 0.5 and 0.7 D is usually within 2% of the I1.D.V's, measured.
Between 0.7 and 0.9 D the agreement varies between 2% at the lower and
5% at the higher density. On average, ﬁithin the linear range of the
£ilm, agreemént between operators is better than 5%,

A reasonable assessment cf the accuraci of a method for determining
X;ray iﬂtensities will result from a comparison of observed structure
amplitﬁdes lFol and calculated structure factorsich a, obtained from a
suitable structure analysis. The most accurate result necessitates
keeping the errors arising from the physical factors asspciated with the
data record, particularly absgorption effects, down to an absolute minimun.
However, some assessment of the contribution to the R factor by the
method could be attempted.

A less rigorous assessment can be made from Density - Exposure
curves, The accuracy here is likely to be better than that from an
actual structure analysis because of the absence of physical effects and
the existence of a uniform background on the X-ray film., In this
instance the accuracy of the method is tied to the 1ineér response of
the X;ray film, such that the limits of accuracy are confined to the

deviations from linearity of the film, This is not unreasonable, since
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the limitations of the method in this instance, are not instrumental ‘
but depend on the linearity of ihe X-ray film. Table 3.4 and graph 3.4
providé the necessary information. At low demnsities the error increases
from about 13% at 0.07 D to about 30% at 0.05 D, From 0,16 D to 0.7 D,
I.D.V's, may be measured to a standard deviation of C.31 or 3 scale
units, about 1.1%. The minimum measurable I.D.V. for a reflection about
0.05 D is in the region of 10 scale units. At 0.9 D the error varies
from about 5% to about 20% depending on the size of the spot. 'These
results agree with Simiiar experiments made independently by the manu-

~ facturers (Paﬁl, 1967).

In this section, much use has beén made of density values, partic-
ularly in connection with the limits of film linearity. In this context
- it is important to appreciéte the difference between a specular and a
diffuse denéity measurement. Density wedge methods usually record spec-
ular'densities, there being little allowance for that poytion of the
beam which is diffused on passing through the wedge. Such densities
are usually higher than those obtained from a diffuse densitometer. In
the latter case the light collection is more efficient, the intensity
of the emergent 1ight'beam, L, is greater than that measured by density
wedge techniques, and the ratio: D = log10 (Io/L), is consequently
lover, for the diffuse densitometer.

Density estimations from the Joyce-Loebl integréting microdensit-
émete; have been compared with those, for the same piecé of film,
obtained from the McBETH QUANTALOG DIFFUSE DENSITOMETER (Paul, 1967).

These results show the_ééfeement between the two instruments to be
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within 2% for the density range 0.1 to 1.5 D. It appears, then, that
the integrating microdensitcmeter provides a reliable diffuse density
measurement,

The tabulated results are contained in Appendix II.
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CHAPTER FOUR

A COMPARISON OF DOUBLE AND SII\I;’}_LE. COATED

FIIM RESPONSE
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A COMPARISON OF DOUBLE COATED AND SINGLE COATED FILM RESPONSE

4.1 Introduction
" For X-ray film exposed to X-reys the relationship:

spot density & exposure time
is linear up to:somg limiting I.D.V. (see Section 3.5.2). Previous work
(Raper, 1966) indicéted the limiting density for Ilford Industrial G,
double coated film, to lie between 0,7 and 0.9 D. The linear relation-
ship usually holds up to 0.7 D but deviation is evident at 0.9 D. On
the other hand the linear response of the Jcyce-Loebl integrating micro-
densitometer extends up to about 1.5 D. There is obviously an appreciable
diécrepancy between the linearity of the instrument and that of the film.
A direct consequence of this discrepancy is the limitation it places on
the recording tecknique. In an attempt to imp?ove the.technique it was
decided to investigate the suitability of single-coated film for the
intensity record. Double coated film has silver halide gréins on both
sides of a cellulose base, This arrangement wiil be advéntageous for
low intensities presumably but there is a possibility that at higher
densities the existence of silver halide grains on the reverse side of
~a film will facilitate rapid saturation., In connection with this problem
the following points were considered: |

(a) would single coated film have a limiting density at the same
I.D.V. és double coated film or would.the linearity be extended?
(b) to what extent could higher exposure levels be accommodated
within the linear range of single coated film?

(e) would there be any loss of recording efficiency at low
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intensities when using single coated film?
4.2 IExperimental

The film used throughout this investigation was ILFORD INDUSTRIAL
G X-ray film, a double coated film. As no single ccated X-ray film of
the same specification was commercially available, single coated response
was simulated by the inhibition of developer action on the reverse side
of the double coated film, The technique used for this purpose is out-
lined in Appendix III.

Two sets of scales were prepared. One designed to cover the
density rangé up to the point of complete film saturation and another to -
cover the lower range, from less than 0,1 to'l.O D, in greater detail,
Preliminary experiments showed that the use of a 0.5 mm collimator was
- adequate for the overall density range and a 0.3 mm collimator was suit-
able for thé lower density range., Nickel filtered Cu X X- fadiation
was used and nickel foil was also used to reduce the intensity of the
beam éo that a barely visible reflection was obtained with a two second
exposure, using the 0.3 mm collimator and double coated film. The same
piece of foil was then used in each subsequent scale preparation. The
two sets of scales were prepared by separately exposing duplicate films
for each collimator. A Weissenberg camera was used, and the fqllowing
exposure ranges employed: 2 - 380 secs for the 0.5 mm collimator and
2 - 200 secs for the 0,3 mm collimator. The individual exposures are
listed in the appropriate tables in Appendix II. |

6ne film from each set was developed for six minutes in PHENEX

developer, washed for one minute in running water and then fixed for
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eight minutes in ILFORD fixer. These films were then washed for one
hour in running water and allowed to dry. Developer action was prevented
on the reverse side of each duplicate film by using the folléwing
procedure, FEach film to be processed was fixed by SELLOTAPE to a support-
ing sheet consisting of a slightly larger piece of unexposed, processed
film; the reverse layer, being the unwanted layer, was the onec in contact
wiph the supporting sheet. Developing and fixing were carried out
siﬁultaneously with the double coated film from each set., The supporting
sheet was then removed and the undeveloped emulsion hardened by immersion
for tén minutes invfixing_solution. Each simulated single coated film
was then washed simultaneously with the conventional double ¢oated film
for an hour and dried.

A1l the films were processed simultaneously and agitafed, manually,
in their holders during processing. The resultant spots showed a
variation in size., Those from the 0.5 mm collimator varied from cire-
ular and 0.5 mm diameter, within the linear range of the film, to ellip-
tical, with dimensions about 1.5 x 1,0 mm2 at high exposure values. A .
similar variation was observed in the spots from the 0,3 mm collimator.

The peak and integrated intensities of the spots were measured on
the Joyce-Loebl integrating microdensitometer by means of the technique
outlined in chapter three. Most of the spots were measured with an X
sweep value of three but the larger ones were measured with an X sweep
of four, five or six., The measured I;D.V's. are recordéd in the column
of results labelled 'DETERMINED I.D.V.' . Tn order to place the results

on a common scale, all I.D.V's,, measured with an X value other than
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three, were scaled to X equal to three., The columns labelled 'I.D.V.

= 3! contain the scaled values, The lowest peak density detectable
on the integrating microdensitometer is 0.5 Dy In order to investigate
lover peak density values, the Joyce-LoebJ MK III C S. microdensitometer
was uged, The peak densities of the reflectlons from the 0,3 mm colli-
mator double coated film in the exposure range 2 to 20 seconds were
megsured on the MK III C.S. microdensitometer.. These peak densities
were then converted to the same peak density scale as the intégrating
microden51tometer. The densities are listed in column (2) of table Le2.2.
) All the tabulated results associated with this section are contained
in Appendix II, Tables are included. in sections 4.7 and 4.4; graphs
are at the end of the chapter.

4Le3 Discussion of Results

4.3.1 0,5 m Collimator  Double and Single Coated Filmg
Single Coated Film (See Graph 4.l.1)
The graph shows a linear portion up to about 0.7 D ;nd then a
gradual curve up to a peak density in excess of 1.1 D.- |

' Double Coated Film (See Graph 4.1.2)

This gréph appears also to have an initially linear portion followed
by a gradual curve; terminating at some point in excess of 1.3 D,

The exposure at 140 secs marks the recording limit of the instrument
due to the size and density of the spot obtained at this exposure level;
suBsequent exposures are consequently off seale.

Comparison between Double and Single Coated Films

Reference to Table 4.l.3 shows that the ratio of I.D.V's,
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TABLE 4.1.3
COMPARISON OF THE I.D.V'S. OF SINGLE AND DOUBLE COATED FILMS

0.5 mm Collimator

Exposure Time Peak Density Ratio of I.D,V's,

secs Single Double (Double Coated)
Coated Single Coated .
Film

3 less than less than 2.14
5 0.,5D 0.5D 2,06
8 l : 0.5 .15
12 0.9 2.1
16 : 0.5 | 1.84
20 § 1.1 1.97
25 0.7 1.93
30 - 1.94
35 1.76
40 0.9 1.69
L5 . 1.67
50 1.67
60 1.2 1.59
70 1.1 1.56
80 1.46
100 1.51
120 1.42
140 1.46
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(double coated
single coated

peak density value of 0.9 D, for double coated film, At higher peak

), is slightlj in excess of 2,0 up to, and including, a

‘density values the ratio is léSS than 2,0. Ideally the ratio should be
2,0 up to the point at which double coated film becomes non linear.
These values show that the significant density region for double
coated film extends to about 0.9 D, Iﬁ order to fix accurately the
point at which the linearity of double coated film breaks down, more
values are needed in this lower region,
These values are those listed for the G,3 mm collimator,
4.3.é 0.3 mm Collimator Double and Single Coated Films
Single Coated Film (See Graph 4.2.1)
There is an initially linear portion extending to about 0.9 D with
L a'gradual curve from thereon,
Double Coated Film (See Graph 4.2.2)
Again there appears to be an initially linear portion extending to
about 0,9 D and then a gradual curve, ‘

Comparison between Double and Single Coated Films

Double Coated Film
Single Coated Film

-be about 2.0.up to a density of 0.7 D on double coated film, Above

Table 4.2.3 shows the ratio of I.D.V's, ( ), to
0.7 D the values are less than the ideal value of 2.0, The limiting
density for.double coated film appears to be 0,7 D.

4.3.3 The Linearity of Single Coated Film

The Reciprocity Law,

I.D.V. = intensity x time,

I.D.V.
Exposure Time

means that the ratio of should be constant for a linear
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TABLE 4.2,3
COMPARISON OF THE I.D,V!S. OF SINGLE AND DOUBLE COATZD FILMS

0.3 mm Collimator

Exposure Time Peak Density Ratio of I.D.Vis,

secs Single Double (Double Goated)
' Coated Single Coated
Film
2 less than less than -
-3 0.5 D 0.5D 2,00
5 ' | 2.08
8 : C 2,11
12 - 0.5 , 2,08
16 ' | 1.98
20 : 0.7 2.10
25 0.5 009 - 1087
30 ' i ) © 1,76
- 35. 0.7 - 157
40 : 1.70 .
50 0.9 1.65
55 1.61
60 ' , 1,62
65 ‘ - 1.60
70 : _ 1,29
75 ' 1.41
80 ' 1.38
85 . . . 1.37
90 1.1 1.48
100 1.49
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relationship t§ exist,
Rgference to Table 4.3.1 shows that,
(a) for double coated film the ratio is reasonably constant up
to 0.7 D
(b) for single coated film the ratio is also reasonably constant
up to 0.7 D.

Furthermore, a comparison of the I.D.V./EXPOSURE ratios for
_ double coated and single coated film, see table 4e3.1, shows an approx-
imately 2;1 relationship for these ratios, up to 0.7 D, This is what
is eipected when both films are behaving ideally,

The limiting density appears to be 0.7 D for both double and single
céated film, hence the relative amount of information contained on
single, as opposed to double coated film, will correspond to the ratio
of the expoéure values.at which the limiting density ié reached. For
double coated film 0,7 D is reached at an exposure leve; of 20 secs
(see table 4.3.1). In the case of single coated film the issue is com-
plicated by the fact that three éepafate exposure values produce reflec-
tions with some peak density greater than 0.7 but less than 0.9 D (see
table A,Bfl); These correspond to exposure values of 35, 40 and A5 secs
(see table 4.3.1l). Hence the possible ratios are %% = 1.75; 28 = 2,00

I
20

times the exposure values accommodated on double coated film, Ideally,

or 43 - 2.25 i.e, single coated film may accommodate 1.75, 2.00 or 2.25

one would expect a ratio of 2,00 to 1.00. A ratio in excess of 2,00 to
1.00 seems barely possible and since the reflection at 45 secs contains

the largest amount of density;"in the range 0,7 to 0.9, it seemé likely
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I.D.V,
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| TABIE 4,3.1

RATIOS

SINGLE COATED FIIM

Exposure

DOUBLE COATED FIIM

Peak tio Exposure Peak Ratio
Time Density I.D.V. Time Density _I.D.V,
secs Exposure secs Exposure
3 Less than 4.3 3 Less than 849
5 0.5 4.8 5 0.5 10.0
8 " L5 .8 L] 10.0
12 " 4.8 12 0.5 10.8
16 L) 5.1 16 O.6est 10,0
20 ® 48 20 0.7 10.0
25 0.5 5.1 25 0.9 9.6
30 " 5.0 30 " 8.8
35 0.7 49 35 " 7.6
40 " 4o 40 " 7.9
45 - Lok 45 1.0est 7.6
50 0.9 bo ks 50 " 7.2
55 " Lol 55 " 6.9
60 " 4o3 60 " 6.5
65 " 4.0 65 " 6.1
70 " 3.8 70 n 5.2
75 " 4.0 75 " 5.1
80 n 3.7 80 n 5.0
85 " 3.6 85 " 49
90 " 3.5 90 1.1 5.1
100 - n 3.2 160 n 4.8
110 1.0est 3.1
120 " 2.9
130 1.1 2.9
140 " 2.8
150 " 2.7
160 n 2.5
170 n A
180 " 2.3
190 " 2.3
200 n 2.3
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that the peak density here is nearer 0.9 than 0,7. The I.D.%./EXPOSURE
ratio at A5 secs is 4.4 a8 opposed to 4.4 and 4.9 at 40 and 35 secs
respectively and about 5.0 within the linear range of the film. This.
indicates a gignificant departure from linearity at 45 secs and there-
-fore_the ratio 2.25 can be discounted. Single coated film appears to
be able to accommodate between 1.75 and-2.00 times the exposure level of
double coated film., It would be useful to have more values in the
exposure range 35 to 40 seés as this would provide & more accurate
assessment of the ratio, It is feasible that the apparent departure
from ﬁn ideai ratio of 2,0 to 1.0 is due to the increased sensitivity
of single coated film, . _.

Graph 4.3.1 shows that the I.D.V./EXPOSURE ratio decreases much
more rapidly in the cage of doubie poated film after the linear range
has been paésed. This indicates a much more rapid depérture from linear-
ity, with increasing exposure time, for double coated as_opposed.to
single.cpated film, Reférence to table 4.2.3 shows that the ratio of
I.D.V's, of double to single coated fi}m is 2 to 1 up to the limiting
density of 0.7 D on double coated film, This means that within its
linear range both sides of a double coated film'absorb equivalently.
After 0.7 D the ratio:drops beiow 2.1. It would seem that the seeoﬁd
photosensitive layer is less efficient than the first and thié would
accouﬁt for the rapid departure from line;rity of double coated film,
4ol Sumary |

fhere appears to be no marked inerease in the linearity of single

coated film, as opposed to double coated film, both becoming non linear
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at 0,7 D. For an optimum spot size this peak density is equivélent to
about 200 I.D.V. units at X = 3. Double coated film, howeve?, reaches
theilimiting density at approximatel& half the exposure level required
for single coated film, This must be a result oflfhe existence of the
second . photosensitive layer which accelerates the rate of saturation of
double coated film. Single coated film is theréfore able to accommodate
longer exposures than double coated film, Reference to tables 4.2.1‘and
A.é.Z shows ‘that the only spot lost by using single, instead of double
coafed, film is that which corresponds to an expoéurg time of 2 seconds
and'ah I.D.V. of 13. On double coated film this exposure corrasponds to
a peak density of .about 0.05 D, so bn single coated film this would
correspond- to a peak density in the region of 0,02 to 0.025 D or an I.D.V.
of 6, The spot produced by an exposure time of 3 secs has a peak density
of about 0,07 D on double coated £iln and an I.D.V. of 26. On single
coated film the equivalent spot is visible and has an I.D.V. of 13, half
that of the double coated film, so this spol would have ; density of
about 0.035 to 0.04 D. The only reflections likely to be missed at the
lover end of the density scale, by replacing double with single coated
£ilm, are those with densities of about 0,05 D, or less corresponding to
-an I.D.V. of 13, or less, on double coated film., There appears to be a
minimal loss of recording efficiency at lower density levels-when double
coated film is réplaced by single coated film.

Single coated film is also capable of a better differentiation,
betwéen reflections occurring within the ‘same density range, than double

coated film., Reference to table 4.3.]1 shows that within the peak density
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TABLE /4.2.1

Exposure Y X " Determined I.D.V. Peak
Time Value Value I.D.V. X=3 Density
secs Value

2 3 3 Undetectable - 0.5
3 3 3 13 13 "
5 3 3 24 24 n
8 3 3 36 36 n
12 3 3 - 60 60 "
16 3 3 - 81 81 "
20 3 3 95 95 u
25 - 3 3 128 128 0.5
30 3 3 150 150 "
35 3 3 170 170 0.7
40 -3 3 186 186 "
45 3 3 196 196 "
50 3 3 219 219 0.9
55 3 3 236 236 n
60 3 3 241 241 n
65 3 3 249 249 n
70 3 3 26/, 264, n
75 3 3 274 274 n
80 3 3 200 290 . n
85 3 3 300 300 ne
90 3 3 307 . 307 n
100 3 3. 321 321 "
110 3 3 338 338 1,0est
120 3 3 353 353 "
130 3. 3 378 378 1.1
140 3 3 389 389 n
150 3 3 406 406 w
160 3 3 393 3373 "
170 3 3 402 402 n
180 3 3 417 417 n
190 3 3 438 438 u
200 3 3 451 451 "
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TABLE 4,2.2
0.3. mm Collimator
DOUBLE COATED FILM
Exposure Y X Determined I.D.V Peak
Time Value Value I.D.V. X=3 Density
secs - : Yalue
2 3 3 13 13 0.5
3 3 3 26 26 h
5 .3 3 50 50 "
8 3 3 76 76 n
12 3 3 125 125 0.5
16 3 3 160 160 O.6est.
20 3 ‘3 200 200 0.7
25 3 3 240 240 0.9
- 30 3 3 264 26/, "
35 3. 3 266 266 "
40 3 3 316 316 "
45 3 3 344 344 1,0est
50 3 3 361 361 n
55 -3 3 340 380 n
60 3 3 391 391 "
65 3 3 398 398 "
70 3 3 365 365 "
75 3 3 . 386 386 "
80 3 3 . 399 399 - n
85 3 3 413 13 n
90 3 3 456 456 1.1
100 3 3 418 478 n
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range 0.7 to 0,9 one reflection was obtained on dcuble coated-and three
were obtained on single coated film. Within the density range 0.9 to
l.d four reflections were recorded on double coated as opposed to ten
on single costed film. By accommodating more reflections with the same
peak density and I.D.V. range than double coated film, single coated
film offers the advantagesAof greater recording efficiency and sensitivity,
Single coated film is also able to record a wider exposure range than
doﬁble coated film, Consequently reflections too dense to be measured
on double coated film i.e. those in the density range 0.9 to 1.0 may be
'measﬁred on single coated film. This increase in recording range repres-—
ents a significant increase in the number of possiblé measurements per
film,

The absence of a second photosensitive layer on single coated film
.should cause a general lowering of background intensity. -

: ) . . Aintegrated
Consequently, for the same exposure time, thQ ratio background

iﬁfgnsities should be higher in single coated than in double coated film,
since the acceptable I.D.V. range is the same forAboth films, There
should therefore be an improvement in the accuracy of the I.D.V. measure-
ments on single coated film, particularly those regions wheré high back-~
ground is normelly encountered on double coated film e.g. low sin 6 and
for weak reflections with-low I.D.V's, TFilm to film scaling constants
for single coated film should be lower than those for double coated film
because the diffracted beam interacts with only one phofosensitive layer
per £ilm,

By using single, instead of double coated film in the multiple film
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pack I.D.V's, of the same reflection should be closer in numerical

&alge on successive films, Furthermore, it should be possible to record
‘more successive values for the same reflection by replacing double

coated with single coated film. In. other words, six single coated films
in the same pack will have a wider recording range, greater sensitivity
and higher accuracy than three double coated film in the same pack,
Fﬁ:thermore it should be poésible to achieve this without any significant

increase in exposure times.
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CHAPTER FIVE

THE CRYSTAL STRUCTURE OF 2-~THIOAMIDOPYRIDINE
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5.1 Introduction

The crystal and moleculear structure of 2-thioamidopyridine,
C6N2H7S, has been studied by Downie T, C.,, Farrison W., and Raper E. S.,
in.the chemical laboratories of the Rutherford College of Technology,
Newcastle upon Tyne. The subsgtance behaves as a bidentate chelating
ligand to group II B metals (Sutton, 1963) and transition metals
| (Sutton, 1966). With group II B metals compounds of the form
E{(thiopic)xg and E’I(thiopic )3 Elo z)gwhere M = Zn, Cd or Mg, crystall-
ise from aqueous ethanol by direct combination of the appropriate salt
and fhe ligand, 2-thiocamidopyridine, (thiopic). Among the transition
metels which form complexes with 2-thioamidopyridine are rhodium (III),
gold (I) and (III), rufhenium (11), chromium (III) and manganese (II).
The ligand was found to coordinate in 1:1, 2:1 and 3:1 ratio with the
metals e.g. EuClz(thiopicﬂEuCIZJ, ﬁ?.hClz('bhiopic)JCI.ZHzO, a.nd.

E?r(thiopicii(ﬂ. The formulee have been established by chemical

30
analysis and conductivity studies.

The pyriiiné hitrogen atom is always jnvolved :in the bonding

together with either the sulphur or nitrogen atom of the thioamido

1

group (see fig. 5.1)

‘ ~N
TN Ne=s N e
M- NY, M----S

() ()

Fig. 5.1 Bonding in Metal-thiopic Chelates

e S Ay
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Sfudies of absorption spectra in the visible'and infra-red region
of the spectrum have indicated which of the side-chain atoms is involved
in specific complexes. The sulphur atom of the side-chain is involved
in the rhodium (III), gold (I) and (II) complexes while the nitrogen
atom of the side-~chain is involved in other cases e.g. chromium (111)
and manganese (II).

It was decided to attempt a structural analysis of 2-thicamidopyrid-
ine in view of its chelating ability and ifs possible use as a corrosion
inhibitor, |

. 5.2 Crystal Data

The substance crystallises in pale yellow needles, elongated in the
100 direction and with uniform cross-section of the order of 0.40 x
0.40 mmz. The following unit cell dimensions were cbtained from precess-

ion photogr&phs using zirconium filtered, molybdenum radiation.

a = 579 %
o 1
b = 728 B = 106%54
= 16,26 %
The calculated volume of the unit cell is 668.38 82, the caleulated

density is 137 g. en™>

. The observed density was determined by the
flotation method and gave 1.40 g. cm-3. There are‘four molecules in the
unit cell,

Inspection of precession and Weissenberg photographs gave the

following conditicns for reflection

hk1 no conditions
oko ¢: k¥ = 2n
hol : 1 = 2n™™
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These conditions place the compound in the space group P21/C, Cgh'

5.3 Data Collection and Intensity Measurements
| A W=issenberg camera and nickel filtered copper radiati;n were used

for the data collection. One crystal was used to collect the series
hnl fromn =0 to 4 and a separate crystal was used to collect the
seriesn k 1 fromn = 0 to 3. Their intensities were measured on the
Joyce-Loebl integrating microdensitometer by W, Harrison, who used the
technique outlined in chapter three. The bulk of the reflections wefe
accommodated with both X and Y sweeps of 2., This places the X and Y
co&rdinafes of thé reflections in the size range 0,1 to 0.2 mm. Some
large reflections were measured at higher sweep values e.g., the 200
reflection was measured at X = 5 and ¥ = 3 and the I.D.V. scaled to the
common value at X = 2,

An upper density liﬁit of 0.9 was used and no reflection whose peak
.density was in excess of 0.9 was recorded by the instfument. Approx-
imately 1,500 reflections were measured and only 6 of tﬁese were too
dense to be measufed with any accuracy, on the instrument. Intensity
.values were assigned to these reflections by visually comparing them with
reflections of similar size and density. |

The iﬁtensities were corrected for Lorentz and polarisation effects
but not for spot length. The structure factors from intersecting nets
were placed on‘ﬁhe same relative scale by the method of Monahan, Schiffer
.and Schiffer (1967). For the common reflections an ave}age structure
factor was taken., The tctal independent reflections numbered 1,061.

was observed

A close agreement in the structure amplitudes IFOBS
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among the common reflections scaled in this way e.g. the 19 pairs of
vaiues for the 228 reflections were within 3,0% agreement of the aver-
age value for each pair. Such & close agreement seems to indicate that
the intensity method is precise.

For thé higher layer Weissenberg nets the upper part of the film,
contaihing the contracted spots, was used for the intensity record in
preference to the lower part containing the elongated ones, Most of the
reflections from the tog part of the film could be accommodated with an
X sweép value of 2 whefeas some of the elongated reflections in the
lovwer part Qf the film required an X value of three. As the prévious
measurements had indicated a maximum acceptable I.D.V. of about 100,
with X = 2, it was felt that there would be a significant drop in
accuracy by measuring the intensitieé at X = 3, since the maximum measur-
able I.D.V..would be expected to be about 67,

| On the other hand, it was felt that a maximum I.D.V. of 100 was 00
low for reélly accurate work and a maximum between 200 to 300 would be
better. There ére two ways of aohiéving this, either, by using an.
optimum crystal Size, go as to produce reflections in the range 0.2 -
0.35 mm diéméter or, by using the VWiebenga integrating mechanism to
spread out the reflections. The integrating mechanism would help to
reduce the peak density and increase the integrated intensity valve for
those reflections whose peak densities normélly occur aﬁ 0.2 D and above.
5.4 Structure Analysis |

The crystal structure of 2-thioamid6pyridine was solved by the

heavy atom method. A three-dimensional Patterson synthesis revealed a
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consistent set of coordinates for the sulphur atom., These coordinates
were used to calculate séructure factors (R = 0.50) which were then
used to generate a three-dimensional Fourier synthesis. This synthesis
revealed, unequivocally, the positions of all the nitrogen and carbon
atoms, Another structure factor calculetion gave an R value of 0.265,
A Fourier synthesis based on all these atoms gave improved values for
the atomic coordinates. A third structure fsctor calculation produced
~an R value of 0,235,

The structure was tﬁen refined by the method of least squafes using
the block diagonal approximation, After four cycles of refinemént with
isotropic and four cycles with anisotropic temperature factors the R
value reduced to 0.130. In this last cycle of refinement, the shifts
in atomic coordinates were all less than the bond length e.s.d's. (shown
in table 5.2) derived from the coordinate e.s.d's. cbtained from the |
least squares totals, |

Further refinement is proceeding and it 1s interded to calculate
a difference synthesis in an attempt to locate the seven hydrogen atoms.

A list of atomic coordinates appears in table 5.1,

5.5. Degceription and Discussion of the Structure
| A detailed description and discussion.ef the structure will be made
when the refinement is complete. However, the results obtained so far
show generaily good agreement in comparison with similar systems,
Bond lengths and angles and their standard.deviatiéns are listed
" in tables 5.2 and 5.3, and illustrated in figs. 5.2 and 5.3.

Within the pyridine ring the C—C bond lengths are equal within
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experimental erfor and lie in the range 1.39 ] to 1.42 % with standard
deviations varying from 0,014 % to 0.027 . The C-N bond distances

are given as 1.33 8 and 1.35 % with standard deviations of 0.013 % and
0.017 3 respectively. Microwave spectroscopy data on the free pyridine
molecule (Bak, Hansen and Rastrup-Anderson, 1954) reported C-C distances
of 1,391 { and 1.398 % and two C-N distances of 1.342 %. In substituted
pyridine compounds, e.g. pyridoxine hydrochloride (Hanic, 1966) the C-C
distances vary from 1.36 ] to 1.4 R and the C-N bond distances are
reported at 1.33 R and 1.35 2.

These values show that the C-C and C-N bond lengths in the pyridine
ring of 2~thiocamidopyridine agree, to within experimental error, with
similar bond lengths in the free pyridine molecule and in sﬁbstituted
pyridines.

The foilowing is a compafison of the bond anglés from.the pyridine

ring in 2-thioamidopyridine and the free pyridine molecule (Rak et al.,

1954): |
| Angle 2~thiosmidopyridine Pyridine
C-C-C 117.7 to 119.0 - 118.1 and 118.6
G-=C 117.7 116.7
C—C-N 122.1 and 125.2 |  124.0

The variations quoted for each particular type of bond angle in
2-thiocamidopyridine are not gignificant and the values agree, to within
experimental error, with the corresponding angles in thé free pyridine
molecﬁle. -

An interesting feature in substituted aromatic compounds is the
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occurrence of a large vaience angle at the point at which electron
withdrawal occurs. Among the compounds exhititing this phenomenon is
pyridoxine hydrochloride (Hanic, 1966) in which the C-N-C angle is
124.5° and nitrobenzene (Trotter, 1959) in which the angle at the nitro-
substituted carbon atom is 1250, It is interesting that the valence
angle at the point of substitution, C(6), in 2-thiocamidopyridine is
125.20, which seems to indicate electron withdrawal by the thioamido
side chain, _

. The G(1)~C(6) bond length is 1.53 &, both carbon atoms are-sp2
hybridised. ' The corresponding bond length in pyridoxine hydrochloride
(Hanic, 1966) is 1,50 R. The difference betwsen these values is not
significant, although the remaining atoms in the side chain are different
in the two molecules, .

In the side chain the C(1)-S double bond length is 1.66 R and the
C(1)-N(1) bond length is 1434 R. The reported values for the correspond-.

ing bonds in dithio-oxamide are 1,66 % and 1,30 & respectively.
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TABLE 5,1

Co-ordinates of' Atons

Atom . x/a x/b z/e
s +23289 .19421 03149
N (1) 71135 19267 07829 |
N (2) ST7455 .49098 .16520
¢ (1) «50655 27599 07772
c (2) 82739 | .65005 .20615
¢ (3) | .65122 8256 | 20204
(4) 40536 JT4T27 15323
c (5) .35643 58004 11321
¢ (6) « 54654 -45995 V12142




83

TABLE 5.2 _
Bond Lengths and their Standard Deviations both ()

Bond Length . e,s8.d.

s -c(1) 1.659 0.011
N(1)-c(1) 1.335 | 0.03
N(2)-c(2) 1.352 0.01.7
N(2)-c(6) 1.325 0.016
¢(2)-¢(3) 1.400 0.021
c(1)c(6) | 1.525 0.014
c(3)-C(4) 1,419 0.028
c(4)-c(5) 1,393 0,017
c(5)-C(6) 1.392 0.016
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TABLE 5,3

Bond fngles and their Standard Deviation

Atoms
c(2)-N(2)-c(6)
N(2)-c(2)-c(3)
C(2)-C(3)-C(4)
c(3)-c(4)-c(5)
- 6(4)-C(5)-C(6)
c(5)-c(6)N(2)
S ~c(1)-c(6)
s —6(1)N(1)
N(1)-C(1)-C(6)
c(1)-c(6)N(2)
c(1)-c(6)-C(5)

Angle
117.7°

122.1
119.0
118,.2
117.7
125,2
122.3
124.3
113.4
113.5

121.3

o]



BOND LENGTHS AND ANGLES IN 2-THIOAMIDO PYRIDINE .

- c3
1.
47119 \399

EITY 122.1¢2
1393 . l 1,352
5 2
“nnr ney N
1.392\ 125.2 Azs

Cé :
120.3 | 113.5
1.525
c1

Co122.3 C s
1.-55/ 124.3 \1,335
E

N1

(Fig. 5.2)

BOND LENGTHS AND ANGLES IN PYRIDINE.

, 1.398 '
' , c3
/”8" \
ca c2

1.391 118.6

C5 - C1
1,342 124.0
\116-7 /
: N

(Fig. 5.3)
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6  Conclusion

The bond lengths and angles obtained from the crystal structure
anaiysis of 2-thioamidopyridine show good agreement with similar lengiths
and angles in related molecules., The intensity record for this analysis
was obtained from the Joyce-Loebl integrating microdensitometer, The
inference is that the instrument provides a satisfactory intensity
record pro?ided certain precautions are taken., The most important
siﬁgle feature of the technique of using the insvrument is to liﬁit éll
measurements to within the linear range of the film employed for the
inteﬁsity record. Usually the linear range of the film will lie inside
the linear range of the instrument. This is the case with ILFORD
INDUSTRIAL G, a widely used X-ray film. Experience has shown that it
is difficult to estimate visually the intensity of a reflection whose
peak density précludes its measurement on the integrating microdensito-
meter. The tendency is to under estimate, Similarly, it is difficult
to estimate visually the intensity of a reflection whicﬁ is barely
visible but is too weak for accurate measurement on the instrument.

The tendency here is té overegstimate. Usually few reflections occur
in either of these categories and the safest procedure is probably to
omit them from the intensity record.

The satisfactory nature of the instrument has been further substan-
tiated by at least one known published structure analysis (Ehrenberg,
1967). Consequently, future aims should be directed towards extracting
the maximum possible accurecy from the instrument.

It has already been suggested that the replacement of double with
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gingle coated film could assist in this respect. In addition to this,
the size of spot and the associated I.D.V. range shéuld be considered.
Large gspots i.e. 0.5 mm diameter and above, should be avoided, since the
instrument has to be operated at reduced sensitivity in order to accomm-
odate them; Very small spots i.e. 0.2 mm diameter or less, should be
avoided because of the usuelly, very narrow I.D.V. range associated with
spots of this size, The optimur size of spot should be such that can be
_ acéommodated within X and Y sweep values of three., The maximum I.D.V.
associated with this spot size should be about 250 units. It should be
poasible to achieve these conditions without involving large erystal
sizes. In any discussion of crystal size, however, absorption effects
will have to be considered.

By careful attention to the details involved it should be possible
to obtain from the integrating microdensitometer a reliable and possibly
a more accuratelintensity record than can be obtained eithér from a

visual estimation or from 2 photometer of a non-integrafing type.
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APPENDIX II

TABULATED RESULTS




Glass Test Wedge

T —— e ——————

Density
0.15
0.26
0.38
0.49
0.60

0,73
0.85
0.99
1.08
1.18.
1.29
1.41
1.50

89

Table 1

Photo. Mult,

Output Voltage

32
A
90
116
140
170
196
224
244,
276
300
324,
344

(380)

(420)

Tnstrument

D Meter Value

092

0.4
0.6

- 0.8

1.0

T 1.2

1.4

(1.6)
(1.8)
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Table 3.2

Spot| PD.| XY | xY | XY |XY}{XY {XY |XY |X¥%
2 2 32 L2 15223 33 43 53

2 | 0.5 w| 40| 20| 30| s0| 30| 30| 20

3| 0.5 60| s0| 50| 40 70} 70 50 | 30

51 0.5 120 8| 70| 70| 130] 90 70 | 50

g | 0.5 225 | 150 | 140 | 110 | =220 | 160 | 120 | 90
12 | 0.5 330 | 230 | 180 | 160 { 320 | 240 | 190 | 150
16 | 0.5 430 | 320 250 | 200 | 420 | 330 | 260 | 200
20 | 0.5 | 530| 400 300 | 260 s40| 40| 310 | 240
25 | 0.5 670 | 500 | 380 | 300 | 650 | 500 | 370.| 290
30 | 0.6 70| 580 ] 420 | 340 | 760 | 560 | 430 | 340
35 { 0.6 glo| 640] 470 | 370} 820 | 420 | 480 | 370
5 | 0.7 890 | 700} 530 | 400 | 910 | 490 | 530 | 410
45 | 0.8 | 1010| 780 | 590 | 490 | 1030 | 760 | 590 | 470
50 | 0.9 | 1110 | 820 | 630 | 550 | 1100 | 830 | 630 | 520
60 | 1.0 | 1250 | 990 | 730 | 600 | 1280 { 940 730 | 610
go | 1.1 | 1500 | 1130 | 890 | 740 | 1520 | 1160 | 890 | 730
100 | 1.2 | 1500 | 1280 | 960 | 830 | 1710 | 1330 | 1000 | 830
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Table 3.3,
Exposure Time- Spot Intensity (I.D.V.) Instrument Extinction
on same scale as D Value
exposure time
2 2.0
3 3.5
5 5.0 | less than
8 10.0
12 13.0 0.5
16 18.0
20 21.5
25 : 27.0 ‘ 0.5
30 30,0 0.6
35 ' 34.0
o - 38.0 o
15 - 43.0 0.8
50 : 45.0 0.9
60 53.0 1.0
80 _ 63.0 : 11
100 69.0 1.2
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© Table 3,4
Exposure I.D.V, (Scaled) Peak Density
(1) | ()
2 1.3 le?s 0.05
3 2.6 than 0.07
5 5.0 | 025 0.16
8 7.6 || 0.0
12 12.5 0.5 | 0.50
16 16.0 0.6 0.60
20 20,0 0.7 | 0.70
25 24,0 0.9
30 ' 26.4 n
35 | 27,6 X
o 31,6 .

(1) Dénsity values obtained from the JOYCE-LOEBL
integrating microdensitometer (F.S.S.)"

(2) Density values obtained from the JOYCE-LOEBL
microdensitometer MK III CS, after scaling

to F.S.S. scale,



93

380

Table 4,1,1
0.5 mm Collimator -
SINGLE COATED FILM
Exposure Y X Determined I.D.V. Peak
Time . Value Value- I.D.V. X=3 Density
Secs Value
2 2 3 28 28 less
3 2 3 77 71 than
5 2 3 92 92 0e5
8 2 3 127 127 "
12 2 3 201 201 n
16 2 3 268 268 0.5
. 20 2 3 302 302 u
25 2 3 345 345 0.7
30 3 3 356 356 "
35 3 3 405 405 "
40 3 3 439 439 0.9
45 3 3 469 : 469 "
50 3 3 492 - 492 "
60 3 3 564, 564, 1.0est
70 3 4 464, 619 1.1
80 3 4 509 679 "
100 3 4 583 777 1.1
120 3 4 645 860 n
140 3 5 535 888 n
160 3 5 550 917 "
.180 3 5 567 945 "
200 3 5 588 980 n
220 3 5 568 947 n
240 3 5 L14 . 690 n
260 3 5 554 923 "
280 3 5 532 887 "
300 3 5 554 923 "
320 3 5 578 963 "
340 3 5 613 1022 "
360 3 5 643 1072 "
3 5 648 1080 n




Table 4.1.2
0.5 mm Collimator
DOUBLE COATED FILM
Exposure Y X Determined I.D.V. Peak
Time Value Value I.D.V. X=3 Density
Secs Value
3 3 3 165 165 | 1less than
5 3 3 189 189 0.5
8 3 3. 275 275 0.5
12 3 3 428 428 0.9
16 3 3 492 492 1.0est
20 3 4 L6 595 1.1
25 3 4 498 66/, n
30 3 4 519 692 n
35 3 4 536 715 1.2est
40 3 4 556 741 "
45 3 4 583 777 n
50 3 4 618 824 n
60 3 4 673 897 1.3
70 - 3 5 577 962 n
80 3 5 594 990 "
790 3 . 6 556 1112, "
100 . 3 6 586 1172 n
120 3 6 609 1218 "
140 3 6 .64/, 1288 n
160 3 6 1000 - "
180 3 6 1000 - n




Table 4.1,3
COMPARISON OF THE I.D.V'S, OF SINGLE AND DOUBLE COATED FILMS

0.5 mm Collimator

Exposure Peak Density
Time Single Double Ratio of I.D.V's, (Qoible Soated,
Secs Coated Coated ingle Loa
, Film Film
3 less than less than 2.1
5 , 0.5 D 0.5 D 2.06
. 8 I 0.5 2,15
12 0.9 2.14
16 0.5 n 1.84
20 n 1.1 1.97
25 0.7 " 1.93
30 : n n 1.94
35 . n it 1.76
40 0.9 " 1.69
4_5 n 1t 1.67
50 n . " 1.67°
_ 60 n : 1.3 1.59
t 70 1.1 . " 1.56
) 80 ] ] 1.46
100 : f 1 1. 51
120 ) " - " 1.42
140 1 " 1.46
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Table 4.2.1
0.3 mm Collimator
SINGLE COATED FILM
Exposure Y X Determined I.D.V. Peak Density
Time Value Value I.D.V. X=3 Value
Secs
2 3 3 Undetectable - less than 0.5
3 3 3 13 13 "
5 3 3 24 24 n
8 3 3 36 36 0
12 3 3 60 60 n
16 3 3 81 81 h
20 3 3 95 95 "
25 3 3 128 128 0.5
30 3 3 150 150 "
35 3 3 170 170 0.7
40 3 3 186 186 n
45 3 3 196 196 n
50 3 3 219 219 0.9
55 3 3 236 236 "
60 3 3 241 241 n
65 3 3 249 249 "
.70 3 3 26/ 26/, n
75 3 3 274 274, "
80 3 3 290 290 "
85 3 3 300 300 u
90 3 3 307 307 u
100 3 3 321. 321 "
110 3 3 338 338 1.0 est,
120 3 3 353 353 "
130 3 3 378 378 1.1
140 3 3 389 389 n
150 3 3 406 406 "
160 3 3 393 393 "
170 3 3 402 402 "
180 3 3 417 A7 n
190 3 3 438 438 "
200 3 3 451 451 n
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Table 4,2.2
0.3 mm Collimator
DOUBLE COATED FILM
Exposure Y X Determined I.D.V. Peak Density
Time Value Value I.D.V. X=3 Value
Secs (1) (2)
2 3 3 13 13 less | 0,05
3 3 3 26 26 than | 0.07
-5 3 3 50 50 0.5 0.16
8 3 3 76 76 " 0.40
12 3 3 125 125 0.5 0.50
16 3 3 160 160 0.6est | 0,60
20 3 3 200 200 0,7 0.70
25 3 3 240 240 0.9
30 3 3 26/, 264, n
35 3 3 266 266 "
40 3 '3 316 316 "
A 3 3 344 344 1,0est
50 3 3 361 361 n
} 55 3 3 380 380 n
60 3 3 391 391 n.
‘ 65 3 3 398 398 n
70 3 3 365 365 n
75 . 3 3 386 386 n
80 3 3 399 399 n
85 3 3 13 413 - "
90 3 3 456 456 1.1
100 3 3 478 478 "

(1) These peak density values were obtained from the integrating
microdensitometer. |

(2) ‘These peak density values were obtained from the Joyce~Loebl
microdensitometer MK III CS, and scaled to the same scale as

the integrating microdensitometer density values.
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Table 4.2

COMPARISON OF THE I.D,V'S, OF SINGLE AND DOUBLE COATED FILMS

0.3 mm Collimator

Exposure Peak Density
Time Single | Double | Ratio of I.D.V's, (g‘.’ubie g°ateg)
Secs Coated Coated ingle Coate
' Film Film
2 less less -
3 than than 2,00
5 0.5 0.5 2,08
8 R n 2.11
12 " 0.5 2.08
_ 16 [} n 1.98
20 : " 0.7 2.10
25 0.5 0.9 1.87
30 " n 1.76
35 0.7 1. " 1.57
40 " n 1.70
45 it 1A} 1.75
50 0.9 . " 1.65
55 " n 1.61
.60 " " 1,62
65 " " 1.60
70 _ " # 1.29
75 n n 1.41
- 80 . 1 1] 1.38
85 & " 1.37
20 n 1.1 1.8
100 1 f 1.49
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Table 4,3.1
0.3 mm Collimator
COMPARTSON OF =L:leVe_ RaTT08
ExPosurE AT

SINGLE COATED FILM DOUBLE _COATED FILM

Exposure Peak Ratio- Exposure Peak Ratio
Time Density 1.D.V, Time Density I.D.V.
Secs Exposure Secs Exposure

3 less L3 3 less 8.9

5 than 4o8 5 than 10.0

8. 0.5 beb 8 0.5 10.0
12 n 4.8 12 0.5 10.8
16 " 5.1 16 0.6 est J0.0
20 " 4.8 20 0.7 10.0
25 0.5 5.1 25 0.9 9.6
30 " 5.0 30 n 8.8
35 0.7 4e9 35 " 7.6
40 n 47 40 " 7.9
45 n el 45 1,0 est 7.6
50 0.9 beld 50 " 7.2
55 " Led 55 n 6.9
60 n Le3 60 " 6.5
65 " 4.0 65 " 6.1
70 " 3.8 70 " 502
75 n 4.0 75 " 5.1
80 " 3.7 80 n 5.0
85 " 3.6 85 " 4.9
90 n 365 90 1.1 5.1
100 n 3.2 100 " 4.8
110 1.0 est 3.1 '
120 " 2.9
130 1.1 2.9

- 140 n 2.8
150 " 2.7
160 u 2e5

. 170 n o 2.4
180 " 2.3
190 n 2.3
200 n 2.3
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APPENDIX TIT

Kodak Data Sheet SC~15

Prevention of Developer Action on One Side of Double Coated Film

Procedure for Large'Films
The film to be processed should be fixed on to a supporting sheet,

by means of waterproof adhesive tape, with the unﬁanted emulsion layer

in contact with the-sheet. The supporting sheet mey be a discarded

piece of film or a glass sheet, and should be the same size as, or longer
than, the film to be processed.  Alternatively, when several sheets of
£ilm are to ﬁe processed, it may be preferable to tape them together in
paifs-with the unwanted sides together. The processing procedure is
then carried out normally and after the outside layers have been cleaned
in the fixer, the sandwich can be separated by stripping off the tape

or cutting the films apart. Fixing is then continved until both sides

of the film are pfoperly fixed, The film is then washed and dried.
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